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Abstract

The University of Manchester

Mingyu Sun

Doctor of Philosophy

Frequency Control in Power Systems with High Penetration of Power Electronics interfaced
Power Sources

31 March, 2019

The increased penetration of Power Electronics (PE) interfaced power sources is signif-
icantly affecting the dynamic performance of the existing power system. These changes are
such that in the future it may no longer be possible to guarantee the security of operation,
especially for frequency control. The increased level of uncertainties, particularly the re-
duction of and variation in system inertia that will be faced in the future, must be resolved
through the use of adaptive online solutions to ensure system security and the introduction
of novel technologies. This technology is based on the extensive usage of novel sensors and
Information and Communication Technology (ICT). The solutions proposed in this thesis
are based on the application of Synchronised Measurement Technology (SMT) and Wide
Area Monitoring, Protection and Control (WAMPC) type solutions.

The objective of this thesis is to analyse the challenges for existing frequency control meth-
ods and to create new frequency control methods. The intent is to contribute to the develop-
ments of new corrective control of frequency for future power systems in two ways: online
estimation of system inertia and swing equation based adaptive frequency control.

The research presented includes a method for online estimation of the system inertia us-
ing wide area measurements. The availability of synchronised measurements will allow
it to replace the traditional methods. With estimated system inertia, a decentralised under
frequency load shedding scheme is proposed to adaptively adjust load shedding amount us-
ing local measurements. This is particularly effective before a complete WAMPC scheme
can be established in the system and can act as an important protection scheme in paral-
lel with future WAMPC based frequency control scheme. Furthermore, a fast frequency
control scheme using WAMPC is then presented, which uses real-time frequency data from
PMUs and determines the required responses. The system takes into account the impact of
the frequency event on different parts of the network and allocates responses at a regional
level. The characteristics and capabilities of connected resources are considered so that a
coordinated and optimised response is dispatched immediately following the event.

A high-fidelity Real Time Digital Simulator (RTDS) based real-time simulation testbed used
for the validation process is also constructed and presented in this thesis to facilitate the val-
idation of novel techniques for power system protection and control. Methods proposed in
this thesis are validated using the testbed through Controller-In-the-Loop (CIL) and Con-
troller Hardware-In-the-Loop (CHIL) testing techniques.
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Chapter 1

Introduction

This chapter is to present the basic background, motivation, objectives and contributions of
this research. The background of this thesis is described in Section 1.1. Section 1.2 provides
a brief description of the motivation of this research. The main objectives of the research
are presented in Section 1.3, and the contributions made by the research are described in

Section 1.4. A short introduction to the organization of thesis is summarised in Section 1.5.

1.1 Background

An electric power system plays an essential role in modern society and provides reliable
and safe electricity supply to all consumers. As environmental pollution and climate change
have become an international concern, the world is transforming into a low-carbon economy.
Many commitments to promote renewable energy have been made through climate change
policies worldwide, which often feature specific renewable energy goals [1]. Increasingly
ambitious climate targets in some countries will require action across all energy end-use
sectors. In 2017, 25 C40 member cities from across the world established goals to reach
net-zero emissions by 2050 [2]. In the United States, the nine northeast states that make up
the Regional Greenhouse Gas Initiative agreed to reduce 75 per cent of power-sector CO2
emissions across the region by 2030 [3]. In China, a target of generating over 15 per cent
of its total power from renewable energy by 2020 with 420 GW of hydro, 50 GW solar, 200
GW of wind, 30 GW of biomass has been revealed [2]. In Europe [4], up to 75 per cent of
the total demand is forecasted to be supplied by Renewable Energy Sources (RES) by 2050.

In the United Kingdom, National Grid’s Electricity Ten Year Statement (ETYS) [5] has

19



20 CHAPTER 1. INTRODUCTION

demonstrated four Future Energy Scenarios (FES) which represent GB networks with dif-
ferent speeds of decarbonisation and levels of decentralisation in the future. Among the four
scenarios, the Community Renewables and Two Degrees cases are particularly interesting
for this research because of the massive development of renewable energy and new tech-
nologies. In both cases, the UK 2050 emission target of reducing 80 per cent greenhouse
gas can be achieved, indicating a massive need to increase RES in the system. A number of
scenarios for 2050 see up to 75 per cent of final energy consumption coming from RES [6].

Despite the clean energy supplied by RES, there are also challenges brought by the grow-
ing penetration of RES. Most of the RES like Photo Voltaic (PV), Wind Turbine and Energy
Storage are connected through Power Electronic (PE) converter. The converter decouples
the RES from the system [7], while the rotating parts of conventional machines inherently
provide inertia to the system. So replacing conventional sources with RES will reduce the
inertia of the whole power system. The reduced system inertia can lead to critical frequency
security issues like higher Rate of Change of Frequency (RoCoF) and lower frequency nadir
in case of an under-frequency event. It has been widely studied and discussed that such

critical issues cannot be addressed within the confines of the existing electricity grid [8].

1.2 Motivation

1.2.1 Frequency Stability

Frequency stability is defined as: ’the ability of a power system to maintain steady frequency
following a severe system upset resulting in a significant imbalance between generation and
load” by a joint IEEE/CIGRE working group in [9]. Therefore, frequency control strategies
are designed to secure the frequency stability of a power system.

The stability of frequencies is necessary to be maintained because the frequency of a
power system is a crucial index of a power system. The balance between the active power
of the generation and demand in the system is reflected through frequency. Any event that
interferes with this active power balance will, therefore, cause the frequency to deviate from
the nominal value. Such disturbances include the loss or de-loading of a generator and a

sudden increase or decrease in the demand.

Many power system elements’ normal operations depend on the frequency of the power
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they are supplied with. For example, generator turbine blades experience cumulative physi-
cal damage when it is operating at a frequency which is over 2.5 Hz from the nominal value.
Many auxiliary functions in a power plant are driven by induction motors, and those motors
will slow down in an under-frequency event, may affect the operational security [10]. There-
fore, a substantial deviation from nominal can cause the behaviour of many system elements
to vary dramatically from their designed behaviour and resulting in cascading failures which
further stress the power system, exacerbate the frequency deviation and eventually lead to

blackout [11].

However, with the growing proportion of PE-interfaced RES, it may no longer be possi-
ble to guarantee the security of power supply with the traditional frequency control strategy.
The increased uncertainty and the reduction of system inertia must be overcome through
a smarter solution with new techniques. In future power systems, because the increasing
levels of uncertainty that will be encountered in the future can seriously undermine tradi-
tional deterministic frequency control, it is vital to develop an adaptive method to overcome
the issues [12]. Modern technologies such as synchronised phasor measurement, fast and
secure communication capabilities allow the development of unexplored solutions against
new brought challenges [13]. Applications based on those technologies like Fast Frequency
Response and Wide Area Monitoring Protection and Control (WAMPC) have become an

area of great interest.

1.2.2 Power System Developments with Renewable Energy Sources

Renewable energy is generally defined as energy that is collected from resources which are
naturally replenished on a human timescale, such as sunlight, wind, rain, tides, waves, and
geothermal heat [14]. The RES can either be installed at transmission level with large capac-
ities or in the distribution level on a smaller scale. Distributed Generation (DG) connected

to the distribution network is referred to as Distributed Energy Resources (DER) [1].

RES typically includes hydro, biomass, biogas, solar power, wind power, and geothermal
power. Grid-connected electricity storage can also be classified as a RES system. The
technologies which use converter as interfaces like wind power, solar power, energy storage,
and High Voltage Direct Current (HVDC) are briefly introduced in the following sections to

give an overview of its principle and the impact on the system.
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Wind Power

Wind power is widely used in around the world. From 2004 to 2017, the worldwide installed
capacity of wind power has been growing from 47 GW to 539 GW - a more than 1000 per
cent increase within 13 years [1], [15]. Offshore wind energy sources are currently one of
the most expensive energy technologies. The total cost of offshore wind farms is 90 per
cent more expensive than conventional gas turbines and 50 per cent more expensive than
nuclear plants [16]. This high expense is a result of the technical difficulties of offshore
turbine construction and connection to the onshore grid. Extra construction and materials
are needed to set up turbines in the sea, and the investment in new offshore technologies is
also attributed to this cost [7]. Onshore wind energy, on the other hand, is the most cost-
effective renewable energy source around.

Wind turbine generation is often designed to use either fixed speed or variable speed
units. Fixed speed wind turbines are usually manufactured in the early days. The nature
of the fixed speed induction generators, like squirrel cage induction generators, suffer from
poor energy efficiency and need to equip capacitor banks at the terminal as they have no re-
active power control capability [17]. The weaknesses of the fixed speed turbine are the driver
of the development of variable speed units. Two forms of widely implemented variable wind
speed turbine are Doubly Fed Induction Generators (DFIGs) and Permanent Magnet Syn-
chronous Machines (PMSMs); Both types of wind turbines have taken great advantage of
the development of Power Electronics converters.

A DFIG uses a power electronic converter to interface with the rotor winding of the
induction generator and supplies power directly to the grid. The PE converter controls the
speed of the induction machine through the frequency of the rotor current. DFIG is currently
the preferred technology for large wind farms as it costs less due to the smaller scale of PE
converter, 20 per cent to 30 per cent of the DFIG rating. While, the converter used in a
PMSM needs to be rated at 100 per cent of the rating of the PMSM, making a significant

difference in the cost [18].

Solar Power and Energy Storage

While solar power is one of the fastest growing sources of RES, the power it produces is

usually intermittent during the day and completely unavailable in the night. One important
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nature of the power system is that the energy must be consumed as much as generated and
cannot be easily stored. So solar power and energy storage can make a great combination
while the energy storage absorbs the excessive power from solar during the day and continue
to supply power in the night. The whole system is also connected through the PE interface

so that it has the potential to offer valuable services to the system.

For the energy storage of the system, there are two main applications. One is the peak
shifting, utilised to shift power from peak time to off-peak time. The other one, which is
more interesting to this thesis, is that it can contribute to system frequency regulation for

fast frequency response [19]-[21].

High Voltage Direct Current (HVDC) Transmission

For long-distance transmission and underwater interconnector, HVDC technology is in-
creasingly applied in the modern power system. HVDC is a cost-effective way to transfer
energy for the distance above 70 to 100 kilometres [22], which is quite suitable for the off-
shore transmission system. Secondly, as it uses the PE converter to connect AC and DC
networks, it can also be used to connect isolated system areas. The capacity level in GB has
increased considerably in the past, and the current interconnector capacity level for GB is
3.8 GW. According to National Grid’s Future Energy Scenarios, this level will continue to
grow to 25 - 30 GW by 2030 [5]. Similarly, the converter used by the HVDC system could

contribute to system frequency regulation like other PE-interfaced RES [23].

Demand Side Response

The Demand Side Response (DSR) is defined as a deliberate change to an end user’s nat-
ural pattern of metered electricity consumption by a signal from another party [24]. The
core concept behind DSR is that the loads change itself in real time to support the sys-
tem operation and control. Ideal DSR loads are thermal loads or energy storage units like
Electric Vehicles which is flexible and controllable by their nature. It can be used both for
peak shifting and frequency control. To enable DSR to participate in frequency control,
more advanced communication and control infrastructure needs to be implemented in the

system [24], [25].



24 CHAPTER 1. INTRODUCTION
Distributed Generation

Generation connected to the distribution networks has been an area of significant growth
in recent years, encouraged by the government’s support for low carbon technologies [21],
[26]. In the future, the capacity level of Distributed Generation installed in the GB system
will be significant. The capacity of distributed wind turbines and solar power is forecasted
to be 8 GW and 10 GW by 2035, and the total distributed capacity of all DGs is expected to
be 27.5 GW by 2035 [5].

1.2.3 Challenges to Traditional Frequency Control

Since the existing electricity grid has been developed in various parts of the world during
the past century, similar technologies are generally adopted by different countries and utility
companies. The basic topology of the electrical power system has remained unchanged
with clear differentiation between generation, transmission, and distribution subsystems. So
in such a strictly hierarchical system, the source has no real-time information about the
service status of demand. The utility companies operate the system at the transmission
level, and the distribution network remains outside of real-time control. For instance, in
North America, which has established one of the world’s most advanced electrical power
systems, less than a quarter of the distribution network is equipped with information and
communications systems, and the distribution automation penetration at the system feeder
level is estimated to be only 15 per cent to 20 per cent.

In the new century, RES have attracted considerable interest in power system develop-
ments and have grown significantly while the traditional generation such as gas turbines
and nuclear power plants will continue to play an essential role in ensuring the security of
supply. If we compare the total energy output and the installed capacity of conventional
generation and RES, the total energy output of traditional generation accounts more than
that in the capacity, which reflects the nature of renewable energy. The reason behind is that
RES such as solar power and wind power is by its nature intermittent and not stable for the
long term, which address both the need of traditional generator support and new technology
to overcome this disadvantage.

The primary influence of renewable energy to power system frequency control is the

reduction of system inertia and conventional generation reserves. The PE converter used
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by RES decouples itself from the system, so it cannot interact with the system during the
frequency disturbance event in a way like the inertial and governor response from conven-
tional synchronous generators. Furthermore, due to the regulation of distribution grid code,
RoCoF relay of DG may mistakenly trip itself during the frequency event because of higher
RoCoF it measured, which can potentially lead the system to even worse condition. Rather
than the current preference of large centralised generating units, DG can result in more
problematic frequency control in the future power system due to the lack of its operational
information [27].

However, it can also be seen as an opportunity to the system frequency security because
that RES like wind farm, PV, energy storage, plus DSR can quickly change their output
to respond to disturbances [19], [28]. So a supplementary controller can be designed to
bring this to life. This technique is often referred to as synthetic inertia or fast frequency

response [29], [30].

1.2.4 Synchronised Measurement Technology

Conventional measuring devices in the power system usually has a report rate of less than
1 Hz, which significantly limited the modern power system protection and control develop-
ment. Nevertheless, measurements from different devices are not aligned with a unified time
source, which brings further challenges. As the technology of GPS and other satellite-based
timing system came in mature, Synchronised Measurement Technology (SMT) such as Pha-
sor Measurement Unit (PMU) has shown a great advantage of a much higher reporting rate
at 50/60 Hz with all measurements aligned with the same timing source. It has then been a
key enabler of the wide area monitoring, protection and control (WAMPAC) systems which
is very much desired by many power system operators [31]. A number of recently proposed
frequency control methods such as fast frequency control, adaptive under frequency load
shedding are only feasible if sufficient SMT is available to provide accurate time-stamped
measurements of phasors, frequency and many other signals in the system.

With the SMT, a real time monitoring system would be readily available to the system
operator and applications can be built upon the data such as oscillation detection, stability
monitoring, dynamic state estimator and fast frequency control.

Despite all the benefits and advantages brought by the SMT and WAMPAC system,

there are several practical challenges to be overcome. Communication network is one of the
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key components of WAMPAC that determines the successful operation of those WAMPAC
based methods. It grants fast and reliable data transmission and provides data storage and
concentration tools which supply information gathered by SMT to new control methods and
applications [32]. The speed of data transmission and the extraction of grid information will
be critical factors in determining the success of any power system monitoring and control
applications, as any correction must be acted sufficiently fast to allow the disturbance to be
contained. However due to the slow adaptation of the fast communication network, many
WAMPAC based noval system control, especially closed loop control, has not yet been
widely adopted in many countries. Therefore, it is interesting to study methods that rely on

a limited communication infrastructure and limited number of PMUs.

1.3 Objectives

The main objective of the research presented in this thesis is to create improved frequency
control methods including Fast Frequency Response and Adaptive Under Frequency Load
Shedding in a power system with high penetration of RES. This research intends to con-
tribute to the development of adaptive control of frequency for future power systems in two
ways: online estimation of system inertia and adaptive frequency control using estimated
system inertia.

On the other hand, as secured operation and control of power system requires an in-
creasing number of different types of equipment, testing of these types of equipment and
devices is vital and necessary during the design stage before any implementation in the
system. Verification of its interaction with the rest of the power system under a real or
high-fidelity environment is crucially important. Therefore, besides creating new frequency
control methods, another goal of this research is to construct a Real Time Digital Simulator
(RTDS) testbed, which can perform real-time digital simulation and Hardware-In-the-Loop
(HIL) testing. The RTDS HIL testbed is then used to conduct the validation of the proposed
methods in this thesis.

The detailed objectives of this research can be summarised:
e Assess the impact of reduced system inertia on existing frequency control.

e Create a method for estimating the inertia of a power system.
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Figure 1-1: Depiction of the main stages of the adaptive frequency control.

Create a method for adaptive UFLS using local measurement.

Investigate the use of wide area monitoring measurements for frequency control.

Construct a real-time simulation testbed for the validation of proposed methods.

Validate the methods created in this thesis using DigSILENT PowerFactory and RTDS
HIL testbed.

1.4 Contribution

The research presented in this thesis focuses on the creation of local and wide-area moni-
toring and control methods to conduct emergency frequency control for power systems with
high penetrations of PE interfaced RES. The major contributions of this research can be

concluded as follows:

Assessment of the impact of reduced system inertia on existing frequency control

By reviewing the existing methods of frequency control and the developments in power sys-
tems and power electronic technology, the challenges of current practices and the necessity

of the new algorithm are addressed. The critical elements of this are summarised:
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e The system inertia and the reserve of conventional units are both reduced because of
high penetration of RES, resulting in less capable of handling active power deficit in

the system.

e Traditional control methods as primary control and secondary control are limited due

to the decommissioning of synchronous generators.

e Traditional emergency control such as UFLS is not suitable for the future grid as the

settings are based on offline study and not adaptive to the varied inertia of the system.

Creation of an on-line method for estimating the inertia of a power system

Creation of an online method for the estimation of the inertia of that system (Chapter 5).
This method takes advantage of the wide area measurement and swing equation. The key

benefits are:

e The availability of synchronised measurements can enable new emerging methods to
replace the traditional methods of estimating system inertia which are usually offline

and post-event.

e The inertia is an essential parameter in evaluating the initial frequency disturbance
and responding to it. Therefore, online estimation of system inertia is an enabler

technology for any proposed adaptive frequency control methods to be realised.

Creation of an adaptive UFLS scheme using local estimated Col frequency

Feed by estimated system inertia, an adaptive UFLS is proposed using a local Col RoCoF

estimation technique. The key contributions are:

e A method is created to estimate the frequency and RoCoF of the Col of the system

using local measurement.

e Based on system inertia and RoCoF, a method to estimate the Loss of Generation

(LoG) is created.

e By knowing the LoG, an adaptive UFLS strategy is designed, to shed a portion of the

estimated LoG to achieve an effective frequency containment.
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Validation of a Fast Frequency Control using WAMS using HIL testing

A HIL testing methodology for WAMS is developed and a novel Wide-Area Monitoring
and Control (WAMC) system, termed “Enhanced Frequency Control Capability (EFCC)”
is validated. Frequency control challenges and the need for faster frequency response are
addressed with consideration of the regional impact of events and the coordination of a range

of different resources for responding on a localised basis.

e The scheme uses real-time data from PMUs installed at both transmission and distri-

bution levels for monitoring the network and determining the required responses.

e The system takes into account the impact of the frequency event on different parts
of the network and allocates responses at a regional level. The characteristics and
capabilities of different connected resources are considered. So a coordinated and
optimised response is dispatched immediately following the event, offering effective

and enhanced frequency control for low-inertia power systems.

Creation of Real Time Digital Simulator based testbed for HIL testing and validation

of new power system techniques

A high fidelity RTDS based real time simulation testbed is constructed in the lab to facilitate
the simulation and validation of proposed frequency control methods, using Controller-in-
the-loop (CIL) and Hardware-in-the-Loop (HIL) techniques. Algorithms or devices under

test are verified through real-time simulation in a closed loop manner.

1.5 Outline of the Thesis

Chapter 2 — Existing Frequency Control Methods

This chapter describes the mechanisms used for frequency control and the motivation be-
hind those methods. Profound understanding of the operation of frequency control and its
challenges are critical for proposing new frequency control methods to be capable of over-

coming the challenges of the future system.
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Chapter 3 — Power Electronics Interfaces of Renewable Energy Sources

This chapter provides a review of the fundamental theories of Power Electronics converter
used by RES including the modelling, control strategy, and challenges and potential benefit
for frequency control of VSC converter. Understanding of concepts introduced in this chap-
ter is the foundation for developments of new methods and algorithms which are discussed

in later chapters.

Chapter 4 — Analysis of Frequency Control in Low-Inertia System

This chapter presents how system inertia evolves as the power system develops in the fu-
ture. The impact of reduced system inertia on the frequency control and the effectiveness of

current frequency containment methods are discussed.

Chapter 5 — Estimation of the Inertia of a Power system

This chapter describes the development of a new algorithm for accurate and reliable sys-
tem inertia estimation based on wide area frequency and active power measurements. A

discussion of the method and its challenges of estimating RoCoF is also presented.

Chapter 6 — Development of an RTDS Hardware-In-the-Loop Testbed

This chapter describes a Real Time Digital Simulator based testbed for the testing and val-
idation using high-fidelity real-time models to facilitate the simulation and validation of

proposed frequency control methods.

Chapter 7 — Decentralised Adaptive Under Frequency Load Shedding Scheme

In this chapter, a novel decentralised adaptive Under Frequency Load Shedding (UFLS)
strategy which has the capability of estimating Centre of Inertia (Col) RoCoF and the Loss of
Generation (LoG) locally. An algorithm is introduced to remove the effect of local frequency
oscillation and to identify the Col frequency and RoCoF of Col based on local measurement.
Based on system inertia and RoCoF, a method to estimate the amount of Loss of Generation
(LoG) is created. In the end, a 4-step UFLS strategy is designed, to shed a portion of the

estimated LoG to achieve an effective frequency containment.
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Chapter 8 — Fast Frequency Response using Wide Area Monitoring and Control Sys-

tem

This chapter presents the design and validation of a novel Wide Area Monitoring Pro-
tection and Control (WAMPAC) system, termed “Enhanced Frequency Control Capabil-
ity (EFCC)”. The scheme uses real-time data from PMUs for monitoring the network and
determining the required responses. The system takes into account the impact of the fre-
quency event on different parts of the network and allocates responses at a regional level.
The characteristics and capabilities of different connected resources are considered, so that a
coordinated and optimised response is dispatched immediately following the event, thereby

providing effective and enhanced frequency control for low-inertia power systems.

Chapter 9 — Thesis Summary

This chapter presents the conclusions and summarises highlights the main contributions.

Possible suggestions for future research are proposed.



Chapter 2

Existing Frequency Control Methods

2.1 Introduction

This chapter provides a detailed description of the motivation for frequency control and its
implementation in modern power systems. Section 2.1 discusses the importance of devel-
oping an understanding of frequency control before attempting to create new methods. The
importance of the role played by frequency control in power systems is discussed in Section
2.2, while Section 2.3 describes the practical implementation of frequency control. Finally,
Section 2.4 describes the success enjoyed by frequency control in the current operating en-
vironment and the challenge of new power system developments. Section 2.5 summarises
the elements of this chapter that are most relevant to the objectives of the thesis.

This knowledge is necessary to further understand the challenges faced by frequency
control. This understanding could then be used to inform the design of the new control

methods presented in this thesis.

2.2 Frequency Control

There are three main categories of stability in power systems: voltage stability, rotor angle
stability and frequency stability [10]. Frequency control is controlling schemes designed to
ensure the balance of active power in the system and frequency stability, which is defined as:
the ability of a power system to maintain steady frequency following a severe system upset

resulting in a significant imbalance between generation and load” by a joint IEEE/CIGRE

32



2.2. FREQUENCY CONTROL 33

working group in [9]. The role that frequency control plays in ensuring the frequency sta-
bility of a power system means that providing satisfactory frequency control is one of the

key tasks of a system operator.

2.2.1 The Scope of Frequency Control

The responsibility of frequency control is to balance the second through second load and
generation changes occurring in a power system and to ensure that the frequency is about
nominal throughout the day. Continuous frequency control services, also referred to as long
term frequency control, in the modern power system have successfully accomplished this

task.

In addition, it is the responsibility of frequency control to limit the frequency deviation
following a significant disturbance to the active power balance in the system, e.g. the loss of
a generator and to return the frequency back to the nominal value within the required time.
This type of frequency control is usually classified as short term or occasional frequency

control services. The two types of frequency deviation can be explained by Figure 2-1.

The difference between occasional and continuous services is represented in Figure 2-2.
For longer periods, it is not the task of frequency control to balance the more significant
variations in load that occur in the system on the time scale of hours or days. These changes
in larger time scale are accommodated by dispatching the system generation through market-

based power balancing mechanisms.

Frequency
Stability

Short Term Long Term

Figure 2-1: Classification of power system frequency stability.
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2.2.2 Motivation for Frequency Control

Power systems are complex systems vulnerable to a wide variety of disruptions. Active
power disturbances are of significant concern to the frequency control because of the re-
lationship between frequency and the active power balance discussed in the previous sec-
tion. Any excess or deficit of active power generation such as loss of generation units, load
centre and interconnectors could cause a significant frequency deviation from the nominal
value [33].

Power systems are designed to operate in a narrow range near nominal frequency. Many
elements of the power system will begin to experience non-standard operation and possi-
bly being damaged if forced to operate at a frequency that is over or below its operational
limits. The threat of frequency instability caused by improper operation at the non-nominal

frequency is the origin of the motivation for frequency control in power systems.
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Figure 2-2: An example of short and long term frequency control.

The frequency deviation, however, can potentially lead to a more significant distur-
bance across the system. For example, some generators might be tripped during an under-
frequency event by its protection relay [34]. The consequences of such an event will further
enlarge the active power imbalance in the system which means a further deviation of the sys-
tem frequency [9]. Again, the lower frequency could initiate more generators to be tripped.
This procedure will continue until the system is no longer capable of maintaining stability
and then a blackout is inevitable unless corrective control actions such as under frequency
load shedding and controlled islanding are deployed. This cascading event is usually ini-
tiated by the loss of an older steam turbine unit with less robust operation stability against

frequency deviations than those modern generator designs [34].
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Therefore, low-frequency conditions are considered to be more severe than high-frequency
conditions in a power system. For a high-frequency event, any additional loss of a generator
tripped by high frequency, the loss of generation will contribute to correct the imbalance
instead of exacerbating it in a low-frequency event [33].

It is reported [11], [35] that in some recent blackouts, frequency instability has played
a role and can pose a problem in both densely meshed and lightly meshed power systems.
However, in isolated systems, the threat of frequency instability is more significant as they
have access through tie - lines to fewer external generation resources. Large systems tend
to have more substantial inertia which will limit the rate of change of frequency in case of
a large frequency event. Additionally, the frequency varies across the system because it can
take one to three seconds for the frequency disturbance to spread over the power system

which technically allows more time for frequency control to participate.

2.2.3 Frequency Control in the UK

Practices of frequency control differ significantly between the various power systems in the
world. In this section frequency regulation in the GB transmission system are described as
an example.

The National Grid (NG) is responsible for the operation of the transmission network in
the Great Britain. National Grid’s primary control has three components [36]: Primary Re-
sponse, Secondary Response and High Frequency Response. The primary response must be
available within ten seconds; the secondary response must be available within thirty seconds
and continuing for up to 30 minutes. A speed of 10 seconds and indefinitely sustainability
is required for a high frequency response. The details of what each of these response stages
involves are described in the next section, but it is important to recognise here the short time
frames in which frequency control is expected to operate.

National Grid’s frequency control regulation is described in the Grid Code [36], defining
the duties for different participating units like large power stations, network operators, PE
converter stations, providers of ancillary services and any externally interconnected system
operators. The nominal frequency of the GB system is 50 Hz with a 0.5 Hz margin. The
frequency control thresholds and operational limits used by National Grid are presented in
Table 2-1, and this highlights the narrow range that the power system frequency must be

kept within. It is clearly noted that the requirement for severe under frequency event is
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much stricter than over frequency event.

Table 2-1: Operation requirements of GB Grid Code.

Frequency Range Requirement

Operation for at least 15 minutes is
required each time the frequency is above 51.5 Hz.
Operation for at least 90 minutes is
required each time the frequency is above 51 Hz.

49.0Hz-51.0Hz Continuous operation is required.
Operation for at least 90 minutes is
required each time the frequency is below 49 Hz.
Operation for at least 20 seconds is
required each time the frequency is below 47.5 Hz.

51.5Hz-52.0Hz

51.0Hz-51.5Hz

47.5 Hz-49.0 Hz

470Hz-47.5Hz

Frequency control services are treated as a commodity, and therefore the value of any
service that is offered by a generator must be defined. The methods used to define the
frequency services offered include [37]: benchmarking of the actual service provided by a
unit through online monitoring and assessment, measuring the dynamic response of service,
and testing of units to identify the service that can be expected from them and the frequency
region in which this service can be delivered.

The sources of reserve and other frequency services used are [37]: partially-loaded steam
plants, pumped storage plants, partially-loaded gas turbines, open cycle and combined cycle
gas turbines, interconnections with external systems, and loads with frequency activated
relays. Loads with frequency activated relays constitute the system’s ability to perform
Under Frequency Load Shedding (UFLS), and these relays use the absolute magnitude of
frequency as thresholds to trigger their operation.

Minimum frequency response provisions for new build generation units have been im-
posed to try to ensure that as the system develops the available frequency response services
continue to be sufficient. It is required that frequency response capability is 10 per cent and

minimum de-load capability is 65 per cent in terms of the generators rated capacity [36].

2.3 Elements of Existing Frequency Control

The frequency control services available to the operator of the transmission system are di-

vided into three levels of control which are primary control, secondary control and tertiary
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control [9], [38]. These levels of control include different speed of response and the sustain-
able time of the service. The combination of different characteristics of each control will
allow the frequency across the entire system to be managed and emergency actions that can
be called upon as a last resort to limit the size and duration of any large frequency excursions

that develop.

2.3.1 Primary Control

The purpose of the primary frequency control is to restore the balance between the power
generation and demand in responding to a frequency deviation within a few seconds. The
governor of the generator provides the primary control. A sudden power imbalance in the
system results in a change of the electrical loading and electrical torque of a generator which
slows down the rotor speed of that generator. This change in rotor speed will act as an input
to the governor to control the output of the generator.

This change of the output of the generator is achieved by comparing the measured rotor
speed to the reference, e.g. nominal rotor speed, to calculate and detect any deviation. Any
deviation in speed signal can then be used to determine the adjustment for the mechanical
power input of the generator. This adjustment will correct the power imbalance seen at the
generator terminals and reduce the speed deviation. A block diagram of a typical governor
can be seen in Figure 2-3.

In the case of multiple generators participating in primary frequency control, generators
must operate at the same frequency or those generators would act against each other, at-
tempting to control the system frequency to their frequency set point [37]. To avoid such
undesired response, speed droop is another key input signal to the governor of the generator.
The droop R is defined as the change in frequency, f , normalised to the nominal frequency,
fn, divided by the change in power output, P, normalised to a given power base, P,. The
inverse of the droop is referred to as the stiffness of the generator.

Af AP

7P R 2-1)

The use of speed droop allows units with different characteristics to move to the same
new frequency balance by distributing the total active power imbalance in the system be-
tween the units with the same speed change in each unit. The units with a smaller droop

will take over more load, and vice versa. The speed droop characteristic of a generator is
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Figure 2-3: A block diagram of a TGOV governor controller.

implemented through a feedback loop in the generator control system and implemented in
the governor model. This takes the form of the previous change in primary energy input
being used to reduce the change in speed signal seen by the governor. In a simplified block
diagram of a type TGOV 1 governor [39], this is represented by dividing the subtract of the
reference signal and speed deviation by the value of the generator speed droop, as seen in
Figure 2-3.

However, for a significant disturbance and speed deviation, this mechanism does has its
own disadvantages as the need of a large change in system generation could lead a unit to
reach its maximum output. This would result that this unit would become unavailable for
droop response and a different, potentially less stiff, unit would be relied upon.

On the other hand, system loads are also sensitive to a change in frequency. However,
the response of the loads to frequency changes is far less significant than the generators. For
example, when comparing the typical stiffness of loads, K7 = 0.5 - 3 and typical stiffness of

generators K7=20 as given in [37].

2.3.2 Secondary Control

The purpose of the secondary control is to restore the system frequency to the nominal with
consideration of the power flow limit of transmission lines in the system. Secondary control
is necessary and essential because the primary control can only limit the deviation of the
frequency and is not capable of correcting it because of the speed droop [40].

This secondary control is achieved by moving the load reference set point of generation
units to allow an extra offset to the original setpoints, returning the frequency back to the
nominal value. A combined process of primary and secondary control can be shown in

Figure 2-4. We assume an active power deficit in the system, the system frequency will start



2.3. ELEMENTS OF EXISTING FREQUENCY CONTROL 39

Psel 1 Psel 2 P

Figure 2-4: Characteristic of primary and secondary control.

to fall from point A, and the primary control will start to act to limit the frequency to fi
at position B along the red line which is the droop characteristic. As the frequency settles
down, the secondary control then moves the power setpoint of the generator from position
Pser.1 to Pyes o 80 the droop characteristic will shift to its right side and its new position is
marked in blue. Based on the principle of droop control, the speed of generator will then
increase accordingly to return to its nominal value, f,, at position C.

Droop characteristic shifting and setpoint moving in this way are achieved by adding an
offset in the load reference of generators. This additional feedback causes the controller to
see an additional speed deviation that is larger than the one there is. The response to this
new deviation allows the speed of the generator to be returned to nominal while generating

more power.

2.3.3 Tertiary Control

Tertiary control is different from primary and secondary control because it does not deal
directly with controlling the frequency. Instead, the main purpose of tertiary control is to re-
balance the dispatch of generation units so that the resources can provide sufficient primary
and secondary control as defined in the Grid Code. Tertiary control starts to participate after
the system frequency has been contained and return to the nominal range. During normal
operation, tertiary control can also be utlised to balance the reserves of all generation units
in preparation of any further events. Therefore, tertiary control will not be the key focus of

this research.
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2.3.4 Under Frequency Load shedding

Under frequency load shedding (UFLS) is a common technology [33], [41]-[43] as a last
resort for a power system to prevent system collapse and blackout from significant under
frequency events that may result in cascading events. Unlike the other frequency control
discussed in the previous section, UFLS is an emergency service and is therefore only re-
sponsible for ensuring that frequency stability is preserved after severe contingencies. It
should be noted that smaller frequency events that the other frequency control services could
deal with should not trigger the UFLS scheme.

A typical UFLS scheme automatically disconnects load if the frequency behaviour vio-
lates certain thresholds and is usually executed in predefined stages rather than all at once.
The thresholds for load shedding stages are determined based on many factors and parame-
ters in the system, including the frequency, the RoCoF, or frequency with certain time delay,
a relationship between RoCoF and frequency, or a combination of the above.

Voltage magnitude in the system and the status of key feeders are also considered by
some proposed load shedding schemes [44] to adjust the amount and timing of the load
shedding. UFLS schemes that use these sorts of additional inputs are usually referred to as
Adaptive Under Frequency Load Shedding (AUFLS).

The load shedding usually starts to shed low-value loads or loads that have agreed to be
used for this purpose at the first few stages. The loads shed can usually be separated into
two categories; these are firm load and probabilistic load. A firm load has a dependable load
profile. When a firm load is shed the actual reduction in load is reliable. A probabilistic
load does not have such a dependable profile and therefore a large number of these loads
are usually grouped to act as one aggregated load to be shed. This aggregation ensures
a good (above 90 per cent) [40] chance of the desired amount of load being shed when
the instruction is given, making probabilistic loads a useful part of under frequency load

shedding.

2.4 The Performance of Existing Frequency Control

The existing preventative frequency control has allowed very few reportable frequency ex-
cursions to occur, e.g. one frequency excursion occurred in the power system of Great

Britain between 2005 and 2010 [45]. However, the limited occurrence of large frequency
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disturbance has contributed to several recent wide-area blackouts. For example, frequency
conditions were normal prior to the 2003 blackout in the United States and Canada but the
initial frequency swings that occurred played a significant role in allowing the initial distur-
bance to propagate through the system [46].

The success of current control measures is dependent on the consistent nature of exist-
ing power systems, i.e. the parameters of system models are relatively reliable. However,
developments in the nature of power systems, discussed in Chapter 1 and the introduction
of PE interfaced generators discussed in the next chapter, will erode this consistency, com-
promising the success of the existing preventative control. For example, it is vital to keep
in mind that over shedding of UFLS scheme is always an issue because the total amount
of load shedding is not usually controllable. Each UFLS relay operates based on its local
frequency measurement without knowing the full situation of the system. As the penetra-
tion of renewable energy grows, the reduced inertia and the imposed higher RoCoF during
the under-frequency event may increase the risk causing maloperation of existing UFLS

schemes and other protections.

2.5 Chapter Summary

This chapter has introduced the principle of system frequency stability and control, and
explained the relationship between frequency and active power balance in the system. Fre-
quency stability is maintained using two mechanisms: Power balancing and frequency con-
trol. Power dispatch balancing uses a variety of mechanisms to ensure in the long term
there is sufficient generation available to satisfy the forecasted demand during the planning
period. The time frame used by power balancing means that it is not specifically relevant to
the subject of this thesis.

On the other hand, frequency control is responsible for ensuring that the system can
accommodate the constant changes in load as well as any large disturbances to the active
power balance. The frequency deviations from the constant changes in load are accom-
modated using continuous services while large disturbances are contained using occasional
services. Such frequency control services can be divided into the primary response which
is fast and local, and the secondary response and the tertiary response which are slower and

used to return the frequency to nominal and resort to a balanced system dispatch.
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The time frame of the operation of the primary response is required within ten seconds
according to the Grid Code. Any newly proposed frequency control method should also fit
into this constraint and act within a shorter time.

As the penetration of renewable energy grows, the reduced inertia and the imposed
higher RoCoF during a under-frequency event may increase the risk causing failure and
maloperation of existing frequency control methods. Without the provision of sufficient
ancillary services to support frequency control, a power system will be vulnerable to the
cascading loss of generators and blackouts. Therefore, it is vital that any frequency control
method should satisfy the dual requirements of security and dependability, especially for

developing any new frequency control method.



Chapter 3

Power Electronics Interfaces of

Renewable Energy Sources

This chapter provides a review of the fundamental theories of Power Electronics conveter
used by RES. Section 3.1 discusses the importance of understanding the principle of PE
converter. The history and principle of PE are presented in Section 3.2, while Section 3.3
and Section 3.4 describes the practical modelling and implementation of a Voltage Source
Converter (VSC) converter. Finally, Section 3.5 describes the design of the control strategy

and the potential capability of frequency support.

3.1 Chapter Introduction

After a discussion of existing frequency control in modern power system and the emerging
of RES, understanding the Power Electronics interfaces used by RES to connect the grid
becomes vital important. The converter is the key element of RES which makes the RES
distinguished from a conventional generator in terms of the frequency stability and control.
So a detailed and high-fidelity model of PE converter is modelled and the control strategy,
especially the active power control, is discussed in this chapter.

Nowadays, most renewable energy generation is based on the VSC converter. From the
system perspective, the behaviour of that generation largely depends on the characteristic
of the VSC converter and its associated control strategy. Because of the scope of this re-
search, the emphasis of this chapter is the frequency control-related behaviour of the grid

side converter, which shares the same topology and control logic with the grid side terminal
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of a VSC HVDC transmission line. Therefore, the principle and modelling of a VSC HVDC

terminal are presented and can be applied to the VSC based RES.

3.2 The Principle of Power Electronics in Power System

As quoted in [7], "Power electronic circuits are used to control the power conversion from
one or more AC or DC sources to one or more AC or DC loads, and sometimes with bidi-
rectional capabilities.”

In power systems with power electronics, the process of power conversion can be accom-
plished by the controller module and the power module, which can be depicted in Figure 3-1.
The power processor is the converter in charge of the power transfer from the input terminal
to output terminal, or vice versa. It is constituted of power semiconductor devices acting
as switches, sometimes with support from passive devices like inductors and capacitors. By
measuring the signal at input and output terminal, the controller is able to control and op-

erate the switches according to algorithms with designed objectives, e.g. voltage or current

setpoints.
POWER POWER
INPUT OUTPUT
vi ”‘ Power Vo i
Processor $
Source Load

| Controller measurement
reference

Figure 3-1: A general illustration of power electronics in power system, adapted from [7].

The modern power electronics era began in 1957 as first commercial thyristor was intro-
duced to the market in that year and it rapidly replaced the mercury arc rectifiers, thyratron
and ignitron invented decades ago [7].

Then more advaced power electronics switches were developed, including the bipolar
junction transistor (BJT) with better turn-off capability compared to SCR. The BJT was
used in applications from low to medium power. Invented in 1978, the Metal Oxide Semi-
conductor Field Effect Transistor (MOSFET) is used for low-power and high-frequency

power electronic switching applications.
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The gate turn-off thyristor (GTO), is used in applications from medium to high power
and from low to medium frequencies. The insulated gate bipolar transistor (IGBT) is used
in applications from low to medium power and frequency since 1987. The integrated gate
commutated thyristor (IGCT) is invented in 1997 for medium to high power [7].

By using high switching technique, depending on the converter technologies used, PE
converters can operate from a few watts to Gigawatts, with operating frequencies ranging
from 100 Hz to 100 kHz [7]. PE can handle large amounts of power at a high power level
cooperated with different types of equipment across the system.

Indeed, PE is now a key technology for the power system and has spread throughout
the system in many applications: HVDC, reactive compensators and massive amount of
interfaces for photovoltaic, wind, energy storage systems.

As the system develops, PE will continue to play an important role as an enabler for
future power system applications, particularly new frequency control method. Additionally,
new power devices and new PE technology will continue to be invented, providing higher

capacities in term of power, frequency and lower losses.

3.3 Power Electronic Converter Topologies

The Voltage Source Converter (VSC) technology has been rapidly developed and widely
used for HVDC transmission since the end of the 20th century. Unlike the line-commutated
converters(LCC), which is widely used and well-proven, VSC is still a developing technol-
ogy [47]. The VSCs typically use IGBTs in parallel with diodes, where IGBT's provide both
controlled turn-on and turn-off capability which make a fixed DC voltage possible. More-
over, Both the magnitude and phase angle of the terminal AC voltage can be controlled
independently at both ends.

Compared to an LCC HVDC link, VSC HVDC uses a fixed DC voltage with capbility
for the reversal of power flow. Most of the VSC application are offshore power transmission
as we have introduced in the previous section. The drive of this system is due to insufficient
strengths of the AC systems to support a stable LCC HVDC operation. LCC HVDC can only
operate if the AC system strengths are strong enough since the thyristors rely on AC grid to
turn off. In contrast, such limitation is not represented for a VSC HVDC link which makes it

possible for the HVDC to work with weak systems and even offer black start capability [48].
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Figure 3-2: A ideal Voltage Source Converter.

3.3.1 Ideal Voltage Source Converter

Here the modelling of the VSC, including an ideal model and practical two level VSC model
is presented. As shown in Figure 3-2, a VSC acts as an interface between a DC grid and an
AC grid. In the diagram, the left side terminals of the VSC is referred to as DC side. DC
voltage and current are V. and I;.. The right side is referred to as the AC side and three
phase voltages are vy, v;p, and v;.. Positive current direction is assumed from AC side to DC
side. The following assumptions are made to the ideal VSC: The ideal VSC is passive and
without any losses. Also, a fully controllable switch, diode, and transformer are all ideal.

The three-phase voltage can be expressed as

Via = Vi (t) cos [€ ()] (3-1)
Via = Vi () cos {s (1) — %ﬂ (3-2)
Via = Vi (£) cos {e (1) — 47”} (3-3)

where V;(¢) and &(¢) are the magnitude and phase angle, respectively. £(¢) is not directly

used, but a function of the frequency, @(t), as
t
en)=e+ [ o)dr (3-4)
0

where & is the initial phase angle
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If an AC grid is connected at the coupling point, to achieve a stable power flow the VSC
need to synchronize with the AC grid, which means @(z) is equal to the system frequency
@s. A Phase Locking Loop is usually used to ensure it. Therefore, based on the above

equations, the AC-side voltages are described as:

Via = V; (t) cos [as(1) + €] (3-5)
Via = V; () cos [a)s(t) +& — 2?71 (3-6)
V= Vi (0)cos o) +e0 - 7 67

According to the assumption of the ideal converter, no power losses exists. The instan-
taneous power seen from the DC side, Py, 1s equal to the active power that AC system

transfers, P;:

Vaclae = Vialta + Viblp + Viclie (3-8)

which can be reordered as

L= Vialta + v{/;',itb + Veclte (3-9)
dc

Based on the previous discussion, the principle of an ideal VSC operation can be de-

scribed as that Magnitude V; of a balanced three-phase AC voltage is proportional to the
DC voltage V,;.. Therefore, to achieve stable operation, DC voltage V. is required to be as
constant as possible. In another way to say, the DC grid should exhibit a small impedance to
the VSC. On the other hand, since AC voltage is ideally independent to the AC currents, the
AC grid needs to exhibit a large impedance to the converter. Overall, the VSC requires the
DC grid acting like voltage source while the AC grid acting as a current source to achieve a

stable operation.

3.3.2 Practical Voltage Source Converter

After the introduction of ideal VSC converter, this section will introduce the most typi-
cal circuit configurations of VSC converters. A simplified schematic diagram of the most
widely used switched-mode circuits is shown in Figure 3-4.

The circuit, called two-level VSC, contains three half-bridge converters for three phases.
Each half-bridge converter includes two IGBT switches as Figure 3-4 indicates. Accord-

ingly, at every switching instant, the terminal voltage is switched from either of the two
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Figure 3-4: Simplified schematic diagram of the two-level VSC

available levels —V,./2 and V. /2 - If the switching action is periodic, then the terminal

voltage can be made to have the desired frequency w, as

Via = Vi (t) cos [€(1)] (3-10)
Via = Vi (1) cos [e(r) - zﬂ G-11)
Via = Vi (1) cos [e(r) - 47”} (3-12)

The AC voltage will have harmonic components because of switching actions, which
are of odd orders if half-wave symmetry is used for the switching tech. The most widely
used switching technique for two-level VSC is called carrier-based, pulse-width modulation
(PWM) strategy. In Figure 3-5, it is shown that the switching instants is determined by a
comparison of a modulating signal and a high-frequency triangular carrier signal.

Sinusoidal PWM (SPWM) is commonly preferred for VSC converter if PWM is used.
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Figure 3-5: The pulse-width modulation (PWM) switching strategy.
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Figure 3-6: The modulating signal, carrier signal, and AC-side terminal voltage, based on
the SPWM switching strategy [47].

Typical waveforms used by the SPWM method is shown below, each AC terminal voltage
is proportional to the modulating signal and consequently the frequencies of harmonics are
multiples of the frequency of the carrier signal which make itself easier to be mitigated by a
smaller size filter.

The equations of the AC side voltages and modulating signals when using the SPWM

strategy, are given as

Via = 3Vac (1) ma (1) (3-13)
1

Vib = EVdc (t)my (t) (3-14)

Vie = 3Vae () me 1) (3-15)

Where my(t), my(t) and m(t) are the modulating signals for three phases. By applying
from (3-13) through (3-15), assuming that:
M (1) is the magnitude of the modulating signals. Then the AC side voltages are,

Vi = %vdc (£) M (£) cos e (1)] (3-16)

1 27

Vio = Vac ()M (1) cos [e (1)~ ﬂ (3-17)
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Vie= %Vdc (t)M (t)cos {8 (1) — 4?%] (3-18)

If the modulating signal has constant magnitude and frequency. Then the AC side volt-

ages are given as:

1
Vie = EVdCM cos [yt + & (3-19)
1 27
Vib = EVdCM cos |fQ¥t +& — ?] (3-20)
1 4
Vie= EVchCOS |:a)st + & — ?ﬂ::| (3-21)

3.3.3 AC and DC Filters

In the real world, an AC filter needs to be inserted between the VSC terminal and the AC
grid. Similarly, a DC capacitor is required to be installed at the DC terminal. There are
reasons for these filters:

A practical VSC uses high-frequency switching techniques to generate AC voltage.
Therefore, the AC terminal voltage is distorted by different orders of harmonics. If the
AC grid is not strong, which means a small impedance, the harmonics voltage can result
in large harmonics current, stressing the system and affecting the transmission efficiency.
Therefore, impedance is inserted at the connecting point to suppress harmonics. In the same
way, a large DC grid impedance may cause undesired DC voltage and disturb the operation
of the VSC. To avoid this, a capacitor is installed at the DC terminal to support DC voltage
by cancelling the DC impedance [47].

In the AC filter, the inductance, L, exhibits a large impedance to suppress harmonics,
while the capacitance C acts as a short path to the ground so that high order harmonics are
prevented from affecting the AC grid. The capacitance C can also support reactive power
compensation to maintain the grid voltage at the coupling point. As the inductance L is
connected in serial at each AC phase, it is also known as the tie reactor or phase reactor.
Capacitor C is usually connected in parallel as LC parameter are tuned to certain cut off
frequencies (usually the PWM switching frequency).

In the same way, the DC filter, capacitor Cy., should provide a short path to the ground
for DC harmonics. On the other hand, the capacitance also needs to be large enough to
suppress double-frequency ripples which caused by unbalanced grid disturbances. So, in

practice, the DC filter consists of both high-frequency and low-frequency capacitors.
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3.4 Control of VSC HVDC converter

3.4.1 Overview

As AC side voltages are given, in this section, different controls strategy and modelling of
the controllers are presented. Conclusions from this chapter are used to develop models in

RTDS.

By controlling a three-phase VSC, we mean the way to control the real and reactive
power. Real power may be directly controlled or to regulate the DC voltage of the VSC
indirectly. In the same way, reactive power may be directly controlled or used to regulate
the AC voltage. There are two kinds of control to achieve above goals: voltage control and
current control [47] which will be discussed in the following part. In the voltage control
mode, the terminal voltage magnitude and phase angle are directly controlled, relative to the
grid voltage. If the phase reactor has a small IZQ ratio, then the AC-side terminal active and
reactive power can be well controlled, proportional to the grid voltage magnitude and phase

angle.

It is obvious that voltage control strategy is easier to implement. However, its shortcom-
ing cannot be neglected. The VSC can be damaged due to AC grid disturbance like faults.
For example, if a fault occurs in the AC grid and active, reactive power are suppressed, the
VSC controller will try to increase the voltage magnitude and phase angle to maintain a
setpoint of P, and Qy, resulting in a high current which can potentially damage the VSC and
other equipment. Another issue is that voltage control strategy is more like a steady-state
control as it uses phase angle and magnitude to achieve certain power flow. During the tran-
sient process, its performance can be entirely inadequate. Due to these issues, the current

control mode is more preferred in practical implementation.

Using current control strategy, active and reactive power are regulated by the AC side
current. Therefore, the VSC is protected against overcurrent issue since the terminal currents
can be limited by properly designed control and constrained magnitude of the reference

signal. This is the main reason for using the current control strategy.

Additionally, current control requires measurements of the grid voltage and current i; 4.
On the other hand, the voltage control strategy only needs to measure the grid voltage. [49]—

[51]
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3.4.2 Design of Current Control for VSC
Space Phasors

The concept of space phasors can be very beneficial for analysing and controlling the AC

side of VSC. Assuming f,, fj and f, are three phase signals satisfying the relationship:

Jatfotfe=0 (3-22)
the corresponding space phasor is shown as

F (1) =Fo(t)+ jFp (1)

. 27 i4n (3-23)
=2[ePf )+ fy () +eIF £ ()]

where Fy () and Fp (¢) are the real and imaginary parts. To obtain real value signals, it can

be written as

- (t
Fat) ) fa(t)
= §C fb (l) (3'24)
Fg (1)
fe ()
Where
C= -3 = 3-25
= 4 & (3-25)
2 2

Equally, the three signals can be retrieved if the space phasor is given. In terms of Fy ()

and Fg (t), the constituting signals are given by

Ja(t) 10
o) | =] -3 2 falt) (3-26)
fc (t) _% \/T§ Fﬁ (t)

Then if we apply above transformation to a balanced three-phase sinusoidal signal and am-

plitude and frequency of signal can be variable:

Fu(t) = F (1) cos [0 ()] (327)
£ (6) = F (1) cos {e (1) — 2?”} (3-28)
fe(t) =F(t)cos [6 (1) — 4?71 (3-29)

where

0 (1) = 6y + /0 "o (t)de (3-30)
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where F (1) 0 (t) and o (¢) are the magnitude, phase angle and frequency of the three-phase

signal respectively. 6 is the initial phase angle. The space phasor of these signals is:
F(t)=F (1)e /%0 (3-31)

Equation (3-31) can be represented graphically in the following complex plane

_ e
Fp(t) Fa_ Y

Figure 3-7: Space phasor in the stationary reference frame.

Using space phasors, we can derive the real power and reactive power equations. Con-
sider the network shown in 3-2, the terminal voltages and currents are v,p. and i,,.. The

instantaneous power flow can be described as
P(t)=va(t)ig(t)+vp(t)ip(t)+ve(t)ic(r) (3-32)
Equation (3-32) can be expressed using space phasors,
P(t)=Re{V (1)} Re{I(r)e/}
+Re {V (1)e /% } Re {i( )e—f'%”} (3-33)
+Re {V (1) e*f%”} { %
Using the identity Re {a} Re {B} = (Re {aB} + Re {aB*}) /2 one can rewrite (3-33) as
Re{V (1)I(t)} +Re{V (t)I" (1)}

P(t) =
(7) N 4
Re{v (z)i(t)e—f%} +Re {V (t)I_*e_jTﬂ}
(3-34)
+
_ - .81 2 _ = 81
Re{v (t)](t)e‘fT} +Re {v (t)I*e_JT}
+
2
Since e/ 4 ¢~/ 5 +e/ STﬂ:O, above equation can be simplified to
3_ .

Reactive power can be also defined as

Q) = Im{%V(r)I_* (t)} (3-36)
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Figure 3-8: Practical VSC converter with filters.

3.4.3 Dynamic of the AC Side in Phasor Domain

Now consider the system contains filters where the AC side VSC follows dynamic equations:

i
L —  Ritg— Vya+ Vea (3-37)
dt
4
L% — —Riyp— vip+ Vb (3-38)
i
LZM = _Rire — vie +vge (3-39)
dt
In the space phase,
dI, .
Ld—t’ = —RL—V,+V, (3-40)

From (3-40) it is realised that the space phasor can be used for controlling VSC. For
example, if the VSC is controlled to deliver zero real power but only reactive power, it is
required to make its terminal voltage phasor aligned with voltage phasor of the grid, which
means the grid voltage phasor and terminal current phasor are perpendicular to each other.
This voltage phasor is achieved by generating proper current phasor by the current controller.
Then the voltage phasor will be transformed into three phase voltages using the switching

technique.

3.4.4 Current Control in a3 Frame

Expressing (3-40) in the or—axis and 8 —axis components, one finds

Ji
LE% — Rijg —vig +vea (3-41)
dt
di[ﬁ .
LW = _Rllﬁ —ViB —{—vgﬁ (3-42)
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It is desired to split the control of the VSC into two parts, and those two parts can be
decoupled if the grid voltage components vgq and v,g are independent. Then two control
loops can be used independently to determine the desired terminal voltage. Then if we use

(Veadia +Veplip) (3-43)

| W

P (t) =

(=Vsalp +Veplia) +Qc (1) (3-44)

| W

Qg (1) =

where Q. () is the reactive power from filter capacitors as shown in Figure 3-8. In
general, by knowing the grid voltage, P, and Q, can be controlled using decoupled AC
current.

In the power system, the &- and $-axis components are sinusoids, a time-varying signal
as equation (3-31) indicates. To minimise errors and to improve performance, the control
scheme must be designed to have sufficient gain crossover frequencies, which implies a wide
closed-loop bandwidth. So the controller design is typically very challenging [47]. It would
make the control design much simpler if control uses DC signals instead of time-varying
sinusoidal signals. It can be achieved by using the orthogonal rotating frame with a grid

angular velocity. [52]

Current Control in a Rotating Frame

Assume a balanced three-phase grid voltage with variable-amplitude and variable-frequency

as
Vea (1) = Vg (t) cos [0, (2)] (3-45)
vap (1) = Ve (1) cos {eg (1) — zﬂ (3-46)
41
Ve (1) = Vg (t) cos {Gg (1) — ?} (3-47)
Where
t
8, (1) = 6,0+ /O @, (1)dt (3-48)

It can be transformed into space phasor,

V, (t) = Vye/%(0) (3-49)
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Figure 3-9: Space phasor with the rotating frame.

It can be seen as a phasor rotating with angular velocity@,, as shown in Figure 3-9. If

we assume a new frame, dq frame, whose d-axis rotates at speed of

d
(1) = d—’t) (3-50)

If the dg-frame rotates at the same speed of V,, the d- and g-axis components V,, and

Vgq become time invariant. Then we can obtain the transformation from ¢«f3 to dq-frame,

Fo | _ | cosp(r) sinp(t) | | Fa (3-51)
F, —sinp (1) cosp(t) | | Fp

The system of Figure 3-8 can now be rewritten in dg-frame, giving new equations as

di
L2 = —Rirg+ Lol = Vig + Ve (3-52)
di
Then for the power flow,
3
Py (t) = ) (ngltd + ngItq) (3-54)
3

Qg (1) = 5 (=Vealig + Vegha) + Qe (1) (3-55)

If the grid voltage components V,, and Vg, are known, P, and Q,can be controlled by
AC side current I;; and I,.

Based on SPWM, V,; and V,, are proportional to dg components of the modulating
signal my; and m,. In practice, harmonic distortion or unbalanced terminal voltage can add

time-varying components to the ideal DC signal. These components will be passed to the
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Figure 3-10: The dynamics of the AC side current in dq frame.

converter and produce harmonic distortion at the AC side. Hence, to minimize the harmonic
distortion of V; 4., the harmonic order needs to be increased by the SPWM strategy or using
multi-level converter techniques [53], [54].

For the above control system, the objective is to regulate I;; and I at their setpoints I;;*
and /;,*. However, the control is not straightforward because /,; and I, are coupled by the
components ®L I;; and ®L I;,. Moreover, the grid voltage V, . 1s also related to the current
of the VSC, I; 45 and the AC grid impedance.

Figure 3-11 shows a control scheme which can overcome those issues we discussed
above with the system in Figure 3-8. Therefore, it is possible to say that two independent
control loop can be used for controlling VSC which can be called as dq controllers. If we
use d axis control loop as an example, a compensator K; (s) is used for the error signal ey
and providing signal u,. Then, the d-axis AC terminal voltage reference V,;* is determined
by considering the other two signals, WL I;; which decouples I;; from I, and grid voltage.
Similarly, the g-axis controller decouples I, from I;4. Lastly, the modulating signal, m, and
my, are calculated by dividing gain V. /2. It is noted that the feedback and feedforward sig-
nals in Figure 3-11 are measures of the actual variables in the system. However, we use the
same symbol for both a variable and its measure because we assume that the measurement
is fast enough so that we can neglect the dynamics. In the other way, we assume the voltage

and current measurement devices offer responses with sufficient bandwidth so that they are
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Figure 3-11: A block diagram of the current controller for the system.

likely equal.

The whole current control process is illustrated in Figure 3-12, including the control

scheme in Figure 3-11 and control plant in Figure 3-10. The control is combined with two

decoupled and independent control loops. One loop regulates I,; using referencel,;*, and

the other loop regulates I, by reference I;;*. It is worth noting that both control loops have

identical transfer function, therefore same compensator K; (s) is used.

For implication, d axis is used for the following discussion. The conclusion also applies

to g axis. The control plant shown in Figure 3-13 has a first-order transfer function, the

simplest way to ensure zero error at steady state is to use a PI controller [55].

kys+k;
Kifs) ===~

where k), is proportional gain and k; is the integral gain If we set parameters as

L
k,= —
L

R
ki=—

Tj

Therefore, the closed-loop transfer function has the following first-order forms

Lia (s) _ 1
L;* (S) Tis+1

(3-56)

(3-57)

(3-58)

(3-59)
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[ > |
w Ls+R u

Figure 3-13: The decoupled control loop for d-axis.

where 7; is the desired time-constant of the closed-loop response. The choice of parame-
ters based on (3-57) and (3-58) can cancel the plant pole, —R/L, reducing system order to a
first-order closed-loop transfer function (3-59). As the first-order closed-loop transfer func-
tion can be designed to show no overshoots, for the VSC protection, as long as reference
signal /,;"and I, *are properly limited, overloading can be avoided easily. In the other hand,
because R is a parameter sensitive to temperature and therefore varying constantly, the pole

cancellation cannot be perfect.

3.4.5 Active and Reactive Power Control of VSC

With the complete design of inner current control loop, the active and reactive power con-
trollers can, therefore, be readily designed by providing I; and I set values to specify the
injected active and reactive powers by the VSC in steady-state condition as shown in Figure

3-14 and 3-15.

Compensator Limiter

. e
Pg,gpgfi» Kp(s) 1,

P,

Figure 3-14: A block diagram of active power regulator.
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Figure 3-15: A block diagram of reactive power regulator.
3.5 Simulation of Power Response of a VSC Converter on

RTDS

As discussed in previous sections, the nature of the control strategy of the VSC converter is
not coupled with system frequency. To investigate the performance of modelled converter
for frequency control, the DC side of the converter is connected with a constant DC source
and its AC side is connected to a simplified power source. In Figure 3-16, a step change
of system frequency is initiated at 0.4 s. The output in terms of active power and reactive
power is recorded, as shown in the figure. It can be noticed that despite an initial transient
within a few hundred milliseconds of the step change, both active power and reactive power
bound to their set points. This has validated that the control strategy of outer loop controller

which is designed to not responsive to system frequency changes.

T T I
—Frequency at the terminal H1.2 =
50 — Active power of the converter &
- - Reactive power of the converter| 1 §
E 10.8 &
~— L (]
549.5 10.6 E
5 2
g 104 5
5 =
S 49F =02 £
........................................................... 10 2
- 02 <

48.5 : ‘ :

0 0.5 1 1.5 2

Figure 3-16: Frequency step responses of the converter plant.

Additionally, Figure 3-17 shows the step responses of active power and reactive power
controls of a VSC converter. In the left figure, a step change of voltage set point is initiated

at 0.125 second and the AC voltage reached the set point within 300 milliseconds. In the



62 CHAPTER 3. PE INTERFACES OF RES

other figure, the active power set point is change from 0 to 0.5 pu at 0.125 second. The
active power output reached the set point within 200 milliseconds. It should be noted that
the difference of the response time is because the terminal voltage is subject to both reactive

power output of the converter and external grid characteristic. Figure 3-17 demonstrates
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Figure 3-17: Step responses of the AC voltage regulator and active power regulator.

the step response of the AC voltage regulator and active power regulator. The response time
of the VSC converter is less than 100 ms for achieving 80% of the setpoint. The DC side of
the converter is connected to an external grid through HVDC link to be able to deliver such
requested active power. It is evident that such fast response time could be utilised to support

the frequency control in the power system.

3.6 Chapter Summary

This chapter has introduced the principle of the VSC converter used by the majority of
the RES. The concept of the current control strategy provides the converter with a reliable
method to control the active and reactive power at the AC and DC side of the converter
independently. The presented converter is modelled in RTDS as an HVDC transmission
system. The results of the active and reactive power response of the modelled converters

have proved the potential capability of frequency control by PE interfaced RES.



Chapter 4

Analysis of Frequency Control in

Low-Inertia System

This chapter describes the development of the system and how inertia evolves as the develop-
ment. The impacts of the change of system inertia on the frequency control and containment
are discussed. Section 4.1 discusses the importance of analysing frequency response before
attempting to improve it. The definition of inertia, as well as the trend of inertia changes, are
discussed in Section 4.3, while Section 4.5 describes the fast active power injection and the
issues with RoCoF. Finally, Section 4.6 simulation results are presented to demonstrate the
challenge of lower system inertia and frequency control. Section 4.7 provides a summary of

the chapter.

4.1 Chapter Introduction

In this chapter, we focus on the primary control, which starts to act within 10 seconds after
a frequency disturbance and to take effect over the following minute. Besides the primary
control, between 60 seconds to 10 minutes, secondary control is activated to provide the

ability for the system frequency to return to steady-state.
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4.2 Definition of Inertia in Power System

For a single rotating machine, the inertia is a measure of the rotational energy, E, stored in

a rotating mass and is defined as follows
1. 5
E = ijm [MVAs] 4-1)

Where J is the moment of inertia of the rotating mass (kgm?) and @), is the rotational speed
of the rotating mass (rad/s). Moment of inertia is namely the rotational inertia, and it
appears in the relationships for the dynamics of rotational motion.

For a point mass the moment of inertia equals the mass times the square of the perpen-
dicular distance to the rotation axis, J = mr2. This point mass becomes the basis for all other
moments of inertia as any object can be built from a point mass cumulatively. The moment
of inertia is a quantity that determines the torque needed for a desired angular acceleration
about a rotational axis.

When calculating the inertia of a machine that consists of multiple rotating masses that
are connected it is necessary to consider the moment of inertia for all the connected masses
to calculate the total inertia accurately.

By this definition, it can be seen that the rotational energy varies with the rotational
speed. It is more convenient to convert this variable definition of energy into inertia constant,
or H constant [56], as defined in (4-2). This definition is based on the assumption that the
speed of the machines connected to a power system will usually be approximately equal to
the synchronous speed of that system @,,. Furthermore, this definition of H is normalised
using a power base, S,. This normalisation of H means that it now defines the time for
which the energy stored within the rotating mass could supply the power equal to Sp.

_ ey,

H =
2°S,

] (4-2)

The H constant of a machine is usually normalised using the rating of the machine.
Therefore, before the H constants of different machines can be combined into an equivalent
H constant for the system, a base transformation must be applied so that they all appear on
the new system base.

The most common examples of rotating masses in a power system are the prime movers
and shafts of generators and motors; these are collectively referred to as machines in the

remainder of this chapter. Therefore, the H constant of a power system can be defined as
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the sum of the H constants of the M motors and N generators that are directly connected,
1.e. not connected over PE converters or an HVDC link, to the system. When the necessary
base conversion to the power system base, S, 55, 1s included, the system inertia constant,

Hjy,, can be calculated using 4-3.

N 2 M 2
1Ji Oy i 1 JJ sm, j
Hy =Y =g - S S, 4-3
sys i:12 Sb,sys ) 12 Sb,sys b,j [S] ( )

The term ‘system inertia’ is used as a convenient way to describe the quantity of ki-
netic energy stored in the rotating parts of the machines. The system inertia is expressed
in GVA.s, equals to the system inertia constant multiplying total system capacity. By this
definition, the system inertia is a convenient way to assess the system’s capability of regulat-
ing a sudden frequency disturbance. It should be noted that the energy expressed by system
inertia cannot be fully utilised for frequency regulation as the system frequency is restricted
within a certain range as discussed in chapter 2. Therefore, approximately 2% of the total

inertia can be transferred to the system before frequency breaches the statutory limit [57].

4.3 Transition to Low-Inertia Systems

As discussed in the Section 1.2.2 and 1.2.3, the penetration level of non-synchronous gen-
eration has been increasingly deployed in the modern power system. The reduced inertia
starts to become the major challenge for the existing frequency control methods. For ex-
ample, according to the report from National Grid [57], currently system operator does not
allow the system inertia going below 130 GVA.s after an active power disturbance assuming
no emergency tripping of inflexible generators. This is due to the restriction on post-event
rate of change of frequency imposed by RoCoF based loss of mains protection relays com-
monly used by Distributed Generation. It is also noted that when an disturbance is caused
due to disconnection of machines, the inertia loss of those machines can be as much as 8
GVA.s which takes a considerable portion of the total system inertia (6.15 per cent of a 130
GVA.s system) and should be considered when designing frequency control methods.
When the system demand is not high, attempts to maintain inertia would require in-
structions to conventional generators to remain online and running, even if they are out of
economic merit [57]. New frequency response solutions need to be developed if the system

operator would like to allow the drop in inertia and to tolerate more significant generation
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or demand lost risk.

4.3.1 Inertia and Frequency response

When generators and other rotating machines in the system increase speed, energy is trans-
ferred from the grid into kinetic energy of the rotating mass. As shown by (4-1), a machine
with higher rotational inertia means more energy stored which can therefore contribute more
power and energy to the active power disturbance.

In the case of a loss of generation, the energy is transferred from the kinetic energy
stored in the rotating mass of generators to the power system. The synchronous machines
slow down and consequently electrical frequency of the power system declines.
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Figure 4-1: Inertia response for loss of 163 MW generation in IEEE 9-bus system.

Figure 4-1 shows an illustrative case of the inertia and frequency response to a typical
generator tripping event in the IEEE 9-bus power system. The frequency response in the first
1.5 seconds after Generator 2 (163 MW) disconnected at 1s is shown. The detailed informa-

tion of the IEEE 9-bus test system is given in the Appendix. After the disconnection of the
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generator, the imbalance of active power is 163 MW in deficit. The synchronous machines
in the system start to slow down as the kinetic energy being transferred to the power system
with an immediate additional electrical demand at 153 MW. The rest 10 MW is compen-
sated by the loads as a result of voltage depression caused by the loss of reactive power from
the disconnected generator. The sum of the power from the remaining generators and the
reduction in demand is always equal to the initial active power deficit. It is also noted that
the setpoints of remaining generators are also increased as the governor of the generators
has detected the deviation of frequency and raised the setpoint accordingly. However, due to
the nature of the governor explained in the section 2.3, the response speed of the governor
is considerably slower.

For a GB system with 200 GVA_s inertia, this level of inertia equates to approximately 4
seconds for a typical imbalance of 1 GW to violate 49.5 Hz statutory limit, which is rather
a short period of time compared to the time frame of primary frequency control. Following
the explanation of the traditional frequency control methods, if the system inertia continues
to reduce, the ability of the system to regulate frequency will be further stressed as the
conventional frequency methods will be challenged both in terms of capacity and response

time.

4.3.2 Inertia Trends and Directions

As mentioned in the Section 1.2.2, the penetration level of PE interfaced non-synchronous
generation is increasing. In Europe, the ENTSOE has published a report [4], pointing out
that the system inertia time constant H will reduce from 5-7 seconds at different areas to a
level of 0-2 seconds in the future. In the UK, National Grid has also produced a series of
predictions of the future inertia in the system [57]. Figure 4-2 shows how the system inertia
could evolve across the decades with different loading conditions. The peak of the inertia of
the GB system is currently above 250 GVA.s in a heavy loading scenario and the minimum
is just under 200 GVA.s.

However, in the next decade, it can be seen that the system is running down to a much
lower level of inertia with a minimum number of conventional units. This inertia level will
constantly stay below 100 GVA.s even at highest demand.

One way [57] to maintain minimum acceptable inertia is that part-loaded conventional

generators could be kept running for this purpose, instead of replaced by non-synchronous
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resources. However, this solution will inevitably result in excessive cost as those generators
are not operating at the economic setpoint. On the other hand, as the number of conventional
synchronous units reduces, the variation of the system inertia becomes more severe as the

total amount of inertia is smaller than before.

H (GVAs)

m(0-50 =50-100 =100-150 = 150-200 m=200-250 = 250-300

Figure 4-2: System inertia forecast in the GB system [57].

4.3.3 The Rate of Change of Frequency

Another challenge caused by falling system inertia is the increased the likelihood that dis-
tributed generation could unwittingly be disconnected due to loss of main protection based
on the Rate of Change of Frequency (RoCoF). In GB system, there are over 6 GW DGs
might be associated with this risk [57]. This is because of the RoCoF relay which will dis-
connect the DGs when the distribution network is isolated by fault clearing or loss of main
event to protect the DG and the system.

RoCoF based islanding detection uses relatively high inertia to determine the original
RoCOoF settings of the loss of mains protection devices. As the system inertia drops, higher
RoCoF levels resulting from frequency disturbances could exceed the threshold of RoCoF
relay of DGs which would result in unnecessary disconnection of DGs. A significant loss
of generation in the system could immediately trigger a widespread disconnection of dis-

tributed generation, resulting in a much-enlarged imbalance across the system.
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Since RoCoF is a function of imbalance and system inertia, as shown in the equation
(4-4) and in Figure 4-3, the RoCoF can be limited by either increasing the system inertia or

reducing the size of the largest possible active power disturbance.

2H‘2_f; — Py—P, = AP [put] (4-4)

To increase inertia by keeping more synchronising generating units in the system is con-
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Figure 4-3: Instantaneous absolute RoCoF, a relationship between absolute loss size and
inertia.

siderably more expensive than to reduce the size of the largest possible loss of generation.
It is sensible for the system operator to reduce the size of the largest potential loss of gen-
eration or demand first to limit the RoCoF until it becomes economical incentive to spin
more units to increase system inertia. This typically involves re-dispatching the power flow
of interconnectors and large generators. Pumped storage units can also act as synchronous
compensators by spinning in the air, which has both effect of increasing inertia and fre-

quency response.

In the UK [57], these actions are taken to minimise the risk of a RoCoF of 0.125Hz/s
because the system inertia is still maintained at a high level. There are ongoing programmes
and working groups to replace or update the relevant protection systems, including RoCoF

protection in the UK and Europe [57], [58].
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4.4 Frequency Containment with Reduced System Inertia

4.4.1 Enhanced Frequency Control

As discussed in the previous sections, the penetration of renewable energy grows, the re-
duced inertia and the imposed higher RoCoF during the under-frequency event may increase
the risk causing failure and maloperation of existing frequency control methods. There is a
need for new ancillary services to support frequency control to maintain a power system’s
frequency stability.

The two key consequences of lower system inertia are faster frequency declining and
shortage of power reserve in the initial stages before traditional services could start. There-
fore, the new enhanced frequency response should be a fast service with a short duration.
Figure 4-4 shows the concept of new and traditional frequency services, and the red zone
presents the new frequency service. However, it became apparent that such a service would
not be compatible with the existing services because there was not a facility to manage
the transition between one service and another. The ‘Enhanced Frequency Control Capa-
bility” Network Innovation Project [59] has researched an improved Monitoring and Con-
trol Scheme (MCS) for this purpose, and the design and validation of the proposed EFCC
scheme are presented in Chapter 8.

So it is preferable to extend response delivery from ten seconds to a longer period, i.e. 15
minutes, as shown in the Figure, due to the challenge of handover between different types of
frequency response. This extended time period will allow enough time for system operator
to instruct further command and to avoid interactions between different types of response

services.

4.4.2 Fast Frequency Response

As discussed in chapter 3, even though the PE-interfaced generation can not naturally re-
spond to a frequency event like the traditional inertia response and the frequency control, it
is possible for those PE-interfaced devices to actively compensate active power imbalance
within a short time after the disturbance [20]. This is usually referred to as Fast Active
Power Response or Fast Frequency Response (FFR). This becomes possible due to the ca-

pability of the commonly used VSC interface which provides fast control response within a
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Figure 4-4: Concept for enhanced response service [57].

few hundred milliseconds.

FFR has been widely discussed and developed in the recent years. In [60], [61], the use
of VSC-HVDC systems to provide fast frequency support is studied, where control methods
have been developed to make use of rotating kinetic energy of the wind turbines and energy
stored in DC links for fast frequency support. In [62], [63], demand side response used for
providing FFR is reported. The authors in [62] developed a decentralized control scheme
that allows the aggregation of refrigerators to provide FFR. In [63] the work takes advantage
of collective contributions of different types of smart loads to provide FFR. In [64], control
methods are proposed to enable DFIG-based wind turbines to provide fast active power
support during frequency disturbances. In [65], new control strategies that allow PV farms
for frequency regulation are investigated.

These researches and studies have demonstrated the importance of FFR in future power
systems and the feasibility for FFR to be achieved using a range of technologies. However,
only a specific technology or type of energy source is used without the consideration of the
optimised coordination of a variety of resources available in the system, which usually have
distinctive characteristics and capabilities in terms of their active power support. Further-
more, The regional factor has not been properly addressed in those studies. In [65], the
regional impact of frequency events was considered, only PV is considered in this study and
the coordination with other frequency service providers is not included.

In addition, the research reported in [66], [67] focuses on the optimal scheduling of
resources for providing FFR. In [66], the authors present a method for allocating the com-

mitment of energy storage to provide frequency support. In [67], the authors use a stochastic
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approach to schedule FFR based on the system inertia level. However, these studies did not
consider the coordination of a range of different resources and the focus is mainly on the
strategy for dispatching FFRs without detailed consideration of power system’s dynamic be-
haviours. In [68], the authors attempted to dispatch PE-interfaced resources assisted by com-
munications to achieve FFR. However, the characteristics of resource (e.g., initiation time
and ramping rate of active power response) are not considered. Therefore, the dispatched
resources are not fully optimised to collectively provide fast and long-duration response.

It can be seen from the literature review that, while the need for FFR in systems with

low inertia has been widely recognised, the following issues still remain unresolved:

e The locational impact of FFR has not been fully considered, rotor angle stability and
the risks of accelerating frequency control using local measurements has not been

recognised;

e The coordination of responses from different resources has not been fully investigated
when deploying the FFR from different resources with different characteristics and

capability. The overall response has not been optimised;

e The need for consider the changing behaviour of resources when the resource could
have different capability depending on the dispatch and wind/solar availability. This
could potentially lead to a mismatch between the expected response and the actual
power delivered by renewable generation. Therefore, there is risk of over/under deliv-

ering frequency support.

Nevertheless, for such a fast active power response, it usually requires the real time
measurements of frequency, RoCoF and other key variables in the power system. There-
fore, time delay caused by the communication system needs to be introduced to the overall
response time of the fast active power response, which needs to be addressed in any design
of such control schemes.

As system inertia is running into lower levels, there is great interest in new approaches
to address the challenge of low inertia in the system. The following section will explore the
behaviours of system with low inertia and the potential benefit of fast active power response.

So far a practical solution for fast frequency response is yet to be demonstrated. Follow-
ing a frequency disturbance, the inertia can immediately respond to the change of frequency

while it would require at least a few hundred milliseconds time delay for the fast frequency
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response to start to act. While measurement and processing time could be reduced, it is also
vital to consider both the security and dependency of the solution to ensure not to be trig-
gered by undesired transient signals. While the development of fast sources of active power
is attracting great interest both in research and industry, fast active power response cannot

directly replace the principle of system inertia [57].

4.5 Frequency Response of Low-Inertia Systems

In this section, the IEEE 39-bus test system is modified to have three scenarios of inertia
level, which is 100 %, 75 % and 50 % of the original inertia value. The original data of
the test system can be found in the Appendix. All the frequency responses presented in this
section are based on the following event: A generator of 500 MW is tripped at 1 s at bus 18.
This event implies a loss of about 7.94 % of the total generation. For this event, a study on
how different system scenarios and the characteristic of the fast frequency control affect the

frequency response of the system is presented.
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Figure 4-5: Simulation of a 500 MW loss of generation
in IEEE 39-bus system.

Figure 4-5 shows the different frequency response with system inertia level at 100 %,

75 % and 50 % of the original inertia value. As recorded in Table 4-1, the overall response
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requirement remains the same for simulation with three scenarios. However, if we focus
on the first ten seconds which lies in the primary control section, the latter of which results
show a greater requirement of the amount from primary response. In contrast, with low
inertia level, the primary response is inevitably smaller than the current status due to the

reduced unit number and higher operating points of those conventional units.

Table 4-1: Frequency response requirements for the example.

Generation loss (500 MW)
Overall requirement Requirement within 10s

System inertia (%) Response requirement (MW)
100 485 325
75 485 350
50 485 400

Then a Fast Frequency Response (FFR) source is modelled in the test system, and the
results of frequency are presented below. The characteristic of the modelled resource is
configured to act as immediate load disconnection and sources ramping within 1, 2 and 3
seconds respectively. The 50% inertia scenario is used as it mostly reflect the future low-
inertia condition. Figure 4-6 shows how the loss of generation disturbances can be contained
with and without additional enhanced frequency response besides the conventional primary
frequency control. The available response from the resource is 300 MW with variety ramp-
ing time. It is assumed the fast frequency response can be quickly triggered within 1 s after
the disturbance.

It is evident that the faster the source responses, the better the frequency response the
system will experience in terms of the frequency nadir and recovery time. Additionally,
due to the contribution of the additional active power, the requirement from the reserve of
conventional units are much reduced by 300 MW, equal to the amount of enhanced active
power injection from the resource.

In Figure 4-7, the amount of enhanced frequency control is assessed compared to the
base case. The active power contributed by the fast frequency control are 300, 200 and
100 MW respectively. The size of tripped generator remains unchanged, which is 500 MW.
Compared to Figure 4-8, the impact of the amount of fast frequency control to the frequency
is more significant. The nadir of frequency is improved from 48.82 Hz in case of no fast

frequency control to 49.21, 49.5 and 49.69 Hz in three cases with active power injection.
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Figure 4-6: Simulation of a 500 MW generation loss
in IEEE 39-bus test system with FFR.

Even though there is obvious gap between nadirs, the nadir is effectively improved with
0.35Hz even with minimum 100 MW fast response.

Figure 4-8 demonstrates the benefit offered by fast frequency response when the delay
is 1 to 3 seconds after the disturbance. The result is comparable to the study of the ramp-
ing speeds shown in Figure 4-5. It can be concluded and confirmed that to overcome the
challenge of low system inertia, fast and sufficient active power response is required, which

contributes better nadirs and less required primary reserves of conventional units.

4.6 The Impact of High RoCoF on Distributed Generation
Operation

In this section, the impact of higher RoCoF on the normal operation of DGs within the dis-
tribution networks is presented to understand the effects of low inertia on frequency control

and emergency active power balancing. As introduced in the previous section, the Loss
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Figure 4-8: Simulation of a 500 MW generation loss
in IEEE 39-bus test system with different time delays of FFR.

of Main (LoM) relay of the DG is used to protect the DG in case of an islanding event

of the distribution network. RoCoF based LoM relay is therefore studied to understand its
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operation under high PE penetration.

In this study, a reduced 36 zone model of the GB transmission system with dynamic
models is used. The distribution network is represented via a ‘single node’ system connected
to the appropriate zone in the model.

Dynamic transient simulation is performed to study the impact of distribution networks
immediately after a major disturbance. Full dynamic studies concentrate on temporal fre-
quency change after a major disturbance; The impact of distribution network resources is

examined in more detail.

4.6.1 Reduced 36-Zone GB System Model

Figure 4-9 shows the GB electricity system modelled in DIgSILENT PowerFacotry. There
are 36 zones while each zone is represented as a double busbar substation. Several types
of generators are connected to the busbar, including Gas, Hydro, Nuclear, Bio, etc with
dynamic models of generator controllers implemented. Distribution systems are modelled

as equivalent PQ loads.

H—— =

Figure 4-9: Reduced GB 36-zone model in DIgSILENT PowerFactory.
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4.6.2 Modelling of Distributed Generation

There are five types of DG for each zone considered. They were Wind (DFIG and Fully
converted wind generator), Solar (small and big size) and CHP (Combined Heat and Power)
units.

Solar DG are modelled using static generators. The active power generation of them
calculated based on the spreadsheet provided by NG. The active power generation of large
solar units were considered to be 80 % of the solar generation in each zone and the remainder
(20 %) is for small units. For each wind generator, half of the capacity was considered
to be DFIG and the other half in full converter. The full converter wind generators have
been modelled using static generators. A DSL controller can adjust their output up/down to
4+10%, based on the change in the system frequency. The CHP generation of each zone has

been modelled using a synchronous generator.

DG (Solarlarg. DG (Wind-Comverte.
]
DG (Solan Z. ZI5DGDAG.  Z15DG(S.
1

DG Bus

[]

Figure 4-10: Modelling of Distribution Generators in GB 36-zone system.

4.6.3 Modelling of RoCoF Relay and Simulation results

To investigate the impact of the high RoCoF on the RoCoF relay in the distribution net-
work, a RoCoF relay is modelled in the PowerFactory. Several recent research on the design
of RoCoF LoM relay has indicated that one of the key challenge is that unsatisfied power
quality of three-phase waveforms could cause distortion in the calculated frequency and the

RoCoF [69], [70]. Multiple research has put effort improving the quality of the RoCoF
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estimation. [71] has utilizing an adaptive Kalman which improve the frequency and Ro-
CoF estimation. In [72], a hybrid method to calculate two signals in parallel with accurate
measurements for both of steady state signals and fast signal changes after events.

Since the main motivation of this section is to study the impact of inertia reduction on
the DG and its RoCoF relay. A typical RoCoF relay design [71] as shown in Figure 4-11
with the schematic diagram of the relay. The frequency is first calculated using three-phase
voltage waveforms measured at the relay terminal. Then the RoCoF can be determined
by applying a moving window of a few cycles. The resulting raw RoCoF signal is further
filtered by a first-order low-pass filter 1/(7,S+ 1), which is used to eliminate high-frequency

transients.

Terminal
Signals F (Hz) RoCoF
System frequency df/dt calculation |22 (TaS+1)
estimation Low-pass filter
Tripping
RoCOF relay > signal
setting (Hz/s) (with delay)

Figure 4-11: Block diagram of the designed RoCoF relay.

Each DG with less than 50 MVA capacity is equipped with a RoCoF relay, which will
monitor the frequency of the connected busbar and operate based on calculation results of
RoCoF. The RoCoF relay is configured with a 125 mHz/s threshold with 200 ms time delay
based on the existing grid code.

The larget single frequency event in the UK is simulated in this section, which is the
tripping of a 1.8 GW nuclear power plant. The total system demand is 25 GW in a light
loading condition. The total system inertia level is 150 GVA.s. The case shown in Figure
4-12 is under the condition that all RoCoF relays are activated. The left side figure shows
the result without RoCoF relay, while the right figure gives the result with RoCoF relay
activated. The effect of the governor of synchronous DG is also assessed in this case with the
blue curves in which the governor of CHP is activated. When the measured RoCoF violated
the pre-defined threshold, the corresponding DG trip out. Both scenarios with RoCoF relay

have shown a lower frequency compared to the left case because DG has been disconnected
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Figure 4-12: Impact of RoCoF relay on frequency response.
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Figure 4-13: Impact of RoCoF relay on system RoCoF.

from the system because of the higher than expected RoCoF, and the active power mismatch
is worsened in the case of DG tripping after the initial event. Even though the relay is used
to protect the DG from islanding, it leads a further imbalance between power generation
and demand. As a result, the increased power imbalance causes worse frequency nadir and

longer recovery time.

The RoCoF measured by the RoCoF relay is shown in Figure 4-13, initial RoCoF of both
cases dropped to a similar value at the beginning of the event while the case with governor
shows a faster frequency recovery speed than the scenario without the governor. It is clearly

shown that the RoCoF has violated the 0.125 Hz/s threshold immediately after the event.
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4.7 Chapter Summary

The penetration level of non-synchronous generation is increasing. In the UK, National
Grid has made prediction of the future inertia showing that the system inertia will migrate
from above 250 GVA.s in current heavy loading scenario below 100 GVA.s even at highest
demand in the next decade.

Currently part-loaded conventional synchronous generators could be kept online for in-
ertia supporting, instead of being decommissioned. However, this solution will inevitably be
replaced due to the excessive cost as those generators will not be able to run at their optimal
set point. On the other hand, as the number of conventional synchronous units reduces, the
variation of the system inertia becomes more severe as the total amount of inertia is smaller
than before.

Simulation testing of existing and emerging frequency control methods on IEEE 39-
bus test system under different inertia levels are performed. The results have proved that
the reduced inertia is the major challenge for the existing frequency control methods. And
there is increasing need for enhanced frequency response and new technologies to overcome

challenge brought by low-inertia system.



Chapter 5

Estimation of the Inertia of a Power

System

This chapter describes the creation of a novel algorithm for accurate and reliable estimation
of system inertia based on wide area measurements of frequency and active power. The
importance of inertia and the reason to estimate it are discussed in Section 5.1. In Section
5.2, the inertia calculation application is presented. Section 5.3 presents a robust method to
estimate the rate of change of frequency. Section 5.4 provides the results of thorough testing
of the new method using computer simulations. Finally, Section 5.5 gives a summary of the

chapter.

5.1 Chapter Introduction

As discussed previously, the system’s inertia is a critical factor in determining the frequency
behaviour following a disturbance of the system’s active power balance [40]. The intro-
duction of large quantities of RES, like wind power that is intermittent and cannot produce
electricity on demand, will undermine the availability of generation reserves and frequency
control services. More importantly, much of the generation capacity provided by RES will
offer little or no inertia to the system, as the majority of these energy resources will be
connected to the system via converters, causing the total system inertia to be dramatically

reduced [19], [73], [74].

In the meantime, The GPS facilitated Synchronized Measurement Technology (SMT)

82
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[31], [75] is introduced to allow system-wide measurements to be used for real-time protec-
tion and control actions through Wide Area Monitoring, Protection and Control (WAMPAC)
applications. Many of the anticipated developments in power systems will significantly af-
fect the response of the system frequency to a disturbance. The intermittent nature of these
technologies will mean that their effects will also be intermittent; causing the frequency re-
sponse to vary significantly throughout the day. The combination of these factors will cause
the inertia of a power system to vary significantly, both with time and location, as referred

to chapter 4.

Power systems are protected from dangerous under frequency conditions by determin-
istic Low Frequency Demand Shedding [10], commonly known as under frequency load
shedding (UFLS). Existing UFLS schemes have each stage of shedding deterministically
designed in advance, based on thorough system studies. Therefore, this deterministically
designed frequency control may prove to be unsuitable, or even incapable, of offering ef-
ficient and secure protection in a future where the frequency response of a system will be

highly variable.

These challenges will mean that the existing deterministic under frequency protection
may need to be significantly changed by using the next generation of Information and Com-
munication Technology (ICT) and Synchronized Measurement Technology to provide novel

and adaptive solutions.

The current trend toward the increasing use of wide area measurement devices [32], [75]
means that system data with reliable time stamps and a high sampling rate (each 20 ms) will

be available to control centres in real time from across the entire system.

The focus of this chapter is to present a new Inertia Calculation Application (ICA) sup-
ported by synchronised wide area frequency and active power measurements recorded from
across the entire system. The ICA is intended to calculate the generator inertia available in
individual system locations, to produce a profile of the inertia available in the system as a
whole, after a disturbance has occurred using a methodology based on the swing equation.
Knowledge of the different levels of inertia that are across the system could allow under
frequency protection to be adjusted online to accommodate the random and uncontrolled
variations in a systems frequency response that may occur in the future. The ICA can be
classified as a novel WAMPAC application. It can be used as an enabler of other advanced

WAMPAC applications, particularly those related to Wide Area Protection and Control, e.g.
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Adaptive UFLS, or Smart Frequency Control (frequency control in low inertia systems) [43].

The calculation of a single inertia value for the entire system is acceptable in a strong
transmission system with relatively consistent inertia, where consequently the system fre-
quency demonstrates limited variation between locations, like those in contemporary op-
eration. However, this approach fails to accommodate the significant variations in system
inertia that are anticipated in future power systems.

The approaches presented in [76], [77] use a calculation method that is based on the
swing equation, similar to that used in the ICA. However, there is one significant difference.
This is that this previous work was performed before the advent of SMT and as such the
estimates were made off-line and used the known size of the disturbance that had occurred
to serve as the power imbalance in the equation. This practice will cause a consistent over
estimation of the generator inertia, which will increase as the load on the system increases.
This is because not all of the power imbalance created by the disturbance will appear at the
terminals of the generators, as small quantities of the power imbalance will be absorbed by
the other power system components with energy stored within them, such as motors. This
causes the size of the imbalance experienced by the generators in the system to be smaller
than the imbalance originally created by the disturbance.

Instead of the known size of the disturbance, the ICA uses the measured power imbal-
ance from across the system to allow the generator inertia available in the different parts of
the system to be accurately calculated. In this chapter, a new application for the calculation
of power system inertia is presented. It is based on synchronised wide area measurements

of the frequency and active power.

5.2 Defining the Inertia Constant

As previously defined in chapter 4, the inertia is a measure of the rotational energy, E, stored
in a rotating mass as follows
1
2

(5-1)
where J is the moment of inertia of the rotating mass (kgm?) and ®,, is the rotational speed
of the rotating mass (rad/s).

In this chapter, the definition of H is then normalised with a single power base, S;. This

normalisation of H means that it now represents the time that the rotating mass could supply
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the power equal to S;, with the energy stored.

e

H=_-_-—""" 5-2
275, (5-2)

The H constant of a machine is usually normalised using the rating of the machine.
Therefore, before the H constants of different machines can be combined into an equivalent
H constant for the system, a base transformation must be applied so that they all appear on
the new system base.

The novel method presented in this chapter can estimate the H constant of an entire
system or sub-system to serve as an input to the frequency control methods. However, much
of the work presented deals with estimating the inertia of a single generator. This is because
the H constant of a generator is a known nameplate parameter and as such these single
generator estimates can be used to validate the method. This is in contrast to the H constant
of a system, the exact value of which has a high degree of uncertainty included in it due to
the inclusion of loads in the definition and the unknown properties and connection status of

distributed generation.

5.3 Estimating inertia constant using the Swing Equation

From the definition in Section 5.2, it has been established that the H constant of a machine
is an accurate measure of the stored energy within the rotating mass of a machine. It is the
behaviour of this stored energy during a disturbance that causes the inertia to be of critical
importance when attempting to understand and predict the initial frequency behaviour of a
system.

When an imbalance occurs in the torques applied over the air gap of a machine this stored
energy will act in an attempt to correct the imbalance. This action consists of releasing
energy, and decelerating, if there is an excess of electromagnetic torque (for example after
a loss of generation in the system) or absorbing energy, and accelerating, if there is an
excess of mechanical torque (for example after a loss of load in the system or when the
generator becomes islanded from the system). This relationship between the air gap torques
and the machine speed is defined using the swing equation (5-4) and is the origin of the
frequency deviation that occurs immediately after a disturbance to the active power balance

of a system.
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5.3.1 Deriving a Suitable form of the Swing Equation

This section details the derivation of a suitable discrete form of the swing equation that can
be used to perform the online estimation of the H constant based on wide area measurements
of frequency and active power. The swing equation defines the oscillations in the shaft speed
that will occur if the shaft is exposed to an unbalanced torque. The basic form of this swing
equation is given in (5-3),

dw,,

«17 =T, — T, — DAwy, (5-3)

where J is the moment of inertia 7}, and 7, are the mechanical and electromagnetic air
gap torques, respectively. And D is the damping factor of the machine.

As we are mostly interested in the early periods following a frequency event, at which
frequency deviation term, i.e., DA®,, is much smaller than the other term on the left side
of the equation, this term can be safely neglected [17]. Accordingly, equation (5-3) can be
simplified to

dw,,

J—=Ty—T, 5-4
7 (-4

However, it is customary to use (5-7), which expresses the swing equation in terms of elec-

trical frequency and active power, when applying the swing equation in power systems.
Therefore, if we multiply both sides of the equation by the synchronous speed w,, and

assuming that in the period of interest immediately after the disturbance @y, ~ ®,,. We can

have following expression:

do,
Ja)smd—;” =P, —P, (5-5)
Substitution (5-2) into (5-5)
Sb d(x)m
H—=""_—-p —P 5-6
o, di e (5-6)

If we convert (5-5) into its per unit format with S, and @y, as base value.

d
2Hd—]; =P, — P, =AP (5-7)

where f is the per unit frequency, P, and P, are the per unit mechanical power and
electrical load applied to the shaft, respectively, and AP is the power imbalance at the mea-

surement location.
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The inclusion of mechanical power in (5-7) is inconvenient as it not possible to directly
measure the mechanical power from the electrical side of the system. This can be overcome
by recognising that the variation of the mechanical power will be much slower than the
variation of the electrical power because it is governed by mechanisms with larger time
constants, e.g. boiler dynamics. This means that when the estimation process is supported
by measurements with sufficient reporting rate, e.g. the one per cycle reporting rates offered
by modern PMUs [31], then the mechanical power immediately after the disturbance can be
assumed to be equal to the electrical power prior to the disturbance. If the reporting rate of
the measurements results in a delay of ¢ between each set of measurements then (5-7) can

be expressed without the mechanical power term in a discrete form:

211% _ P(t— A1) — P(t) = AP(1) (5-8)

This approximation is valid provided that the measurements used are recorded immedi-
ately after the disturbance. It is important to recognise the significance of the inclusion of
prior to the derivative of frequency term in (5-8). This is included as it denotes the fact the H
constant determines the relationship between a change in power and a change in the deriva-
tive of frequency. This relationship arises because of the rotational reference frame that
is used during the derivation of the swing equation, see Appendix A. In a practical power
system the derivative of frequency will never truly be zero due to the constant changes in
load and generation that occur. Therefore, when estimating H it is vital that only the change
in the derivative of frequency is considered, i.e. any pre-existing value of the derivative of
frequency is accommodated in the expression used for estimating H. This can be achieved

by modifying (5-8) to form (5-9)

1 P.(t—At)—P(1)

2a5t-a) df()
dt dt

(5-9)

where H is a close approximation of H and (5-9) forms the basis of the H estimation research
presented in this chapter.

The novel estimation process presented in this chapter is based on this discrete approx-
imate swing equation (5-9). Therefore, to produce an estimate, measurement data repre-

senting the generator’s response to a disturbance in the system’s active power balance is
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necessary. The required data consists of the active power measurements and the rate of
change of frequency for a generator. These measurements should be recorded during a dis-
turbance in the system. Data of this nature will become increasingly available because of

the growing deployment of synchronized measurement technology in power systems [31].

5.3.2 Existing H Estimation Methods

Previous work regarding the estimation of system inertia is limited to only a few papers. In
1997 Inoue et al. [78] used a swing equation-based method to estimate the inertia of the 60
Hz system in Japan. The focus of this work was modelling the frequency response of the
spinning reserve. This work dealt with M, the coefficient of inertia [40] or mechanical start-
ing time [10], where M = 2H and H is treated as the inertia constant here. The estimation
procedure used was based on the known size (in MW) of ten disturbances and the frequency
transients measured at a single location in the power system.

In 2005 Chassin et al. [77] attempted to identify a link between the system inertia, es-
timated using the swing equation, and the system load. Estimates of M were made using
post-mortem data regarding the disturbance size, and the frequency during the disturbance
measured at a single location.

The work presented in [76], [77] was performed off-line and used data recorded from
only a single location to calculate the inertia of the entire system. This differs from the ICA
quite significantly, this is because the intent of the ICA is to allow a profile of the inertia
available across the system to be calculated immediately after a disturbance has occurred,
rather than calculate a single value that represents the total inertia of the system.

The existing work that describes the estimation of H did not have the benefit of access
to SMT and WAMPAC. This meant that the method had to be implemented offline during
post-mortem analysis, as the lack of accurate time stamps meant the data had to be aligned
properly before use. Furthermore, only measurements of frequency were available in this
previous work. The lack of active power measurements meant that the known size of the
disturbance (P;) was used to serve as the power imbalance, so (5-9) is replaced with the

following expression:

d) _ p, (5-10)
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where 7; denotes the time at which the disturbance was deemed to have begun to influ-
ence the frequency response.

The use of only a single measurement of the derivative of frequency leaves this process
vulnerable to noise, particularly as the derivative process serves as a noise amplifier, as any
error in the derivative of frequency value will be directly included in the H estimate. For the
purposes of the discussion presented in this chapter, this approach is referred to as the single
value method.

Due to the lack of active power measurements, the single value method assumes a known
disturbance size (P;) to serve as an approximation of the power imbalance. It is important to
recognise that in a real power system estimates made using (5-10) will differ somewhat from
estimates based on (5-9) and active power measurements, like those proposed here. These
differences occur because not all of the active power imbalance created by the disturbance
will appear across the air gaps of the machines in the system, instead, some of this imbalance
will be accommodated by the other elements of the system e.g. voltage and frequency
dependent non-rotating loads. This will mean that H estimates made using P; will include
this response and as such, they will usually be larger than H estimates based on active
power measurements. This inclusion of the response of other system elements into the
estimate will mean that the H estimate may vary significantly with the type and location of

the disturbance, whereas estimates based on active power measurements will not.

5.4 Inertia Calculation Application

In this section, the Inertia Calculation Application (ICA) will be presented. The method
is based on simultaneously measuring the frequency and active power after a disturbance.
Here, disturbance refers to any event that creates a large and sudden mismatch between the
generated and consumed active power.

A suitable approach for recording the necessary simultaneous measurements is a Wide
Area Monitoring System (WAMS) based on SMT. The main building blocks of SMT are
Phasor Measurement Units (PMUSs), Data Concentrator(s) (DCs) and the communication
infrastructure necessary for transferring data from the PMUs to the DCs [75]. A WAMS
of this nature would have the generic architecture shown in Figure 5-1 and s; denotes the

vector of necessary information transferred from every installed PMU to the central DC, in
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DC and Hardware supporting the ICA

Figure 5-1: A generic WAMS architecture that could support the ICA.

which the ICA is computationally executed. Each of these vectors s; (i = 1, ..., N, where N
is the number of generators connected to the system) contains time-stamped frequency and
active power measurements from the PMU installed at the terminals of the i-th generator.
The purpose of the data contained in the vector s; will be explained in detail in the method

definition.

5.4.1 ICA Execution

The ICA must be initialised immediately after detecting a disturbance. Two consecutive sets
of N measurement vectors, s;, serve as the input for the ICA.

The starting point for the development of the ICA is the generator swing equation (5-11),
which defines the relationship between the power imbalance, Ap;, and electrical frequency,

fi, at the terminals of a single generator, i, immediately after a disturbance.

2H; df;
- d—{ — i Pei = Ap; (5-11)

where H; is the inertia constant of that generator in seconds, d f;/dt is the rate of change

of the electrical frequency at the terminals of the i-th generator in Hz/s, f, is the system
nominal frequency in Hz, p,,; is the mechanical power generated by the i-th generator in
p.u., pei is the electrical load at the terminals of the i-th generator in p.u. and S pi is the
power imbalance at the terminals of the i-th generator in p.u.

If the instant of the disturbance is known, and the size of the power imbalance and

rate of frequency change associated with the disturbance are available, the unknown inertia
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constant can be directly determined from (5-11) as below

—apif, /2% :
H; = Apify / 2— (5-12)

Equation (5-12) is only valid immediately after a disturbance, a time referred to as t =
0". After this time other factors, not accounted for in equation (5-11) (e.g. generation
unit controls, load response, series compensation, storage, spinning reserve, HVDC, AGC,
LFC), begin to affect the dynamic behaviour of the system. The rate of frequency change
used in (5-11) can be determined using two consecutive frequencies measurements:

dfi _ St~ Fi)

o G-19

where f;(¢T) is the frequency in Hz sampled after the disturbance; f;(¢ ™) is the frequency
in Hz sampled before the disturbance; ¢~ and ¢ represent the times of the measurements
before and after the disturbance, respectively. All of these values refer to the i-th generator.
In order to achieve an accurate measurement of the rate of frequency change, the measure-
ments must be made at a sufficiently high sampling frequency. In our approach, introduced
in the next section, we concluded that the acquisition of frequency measurements once every
cycle, e.g. a sampling frequency of 50 Hz for a 5S0Hz system, would satisfy the accuracy
requirements for the ICA. A sampling frequency of this size is well within the capabilities
of modern PMUs based on multiprocessor hardware platforms.

The power imbalance, Ap;, used in (5-12) is defined in terms of mechanical and electrical

power. However, the power imbalance can be redefined solely in terms of electrical power

considering the following properties of a power system:

e Mechanical power changes slowly when compared to electrical power and

e Frequency control balances the mechanical and electrical power within the generator

so they are approximately equal before a disturbance.

These properties allow the electrical power measurements made before the disturbance
to be used instead of mechanical power in the power imbalance definition (i.e.py; = pei(t ™)
). In conclusion, the power imbalance for the i-th generator, 0 p;, in (5-12) can be determined

by using the following formula:

Ap;i = pei(t™) — pei(t™) (5-14)
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where p,;(t+) is the electrical power measured after the disturbance in p.u. and p,;(t—)
is the electrical power measured before the disturbance in p.u.

Equations ((5-12))-((5-14)) allow the inertia constant of the N generators in the system
to be calculated using only the data contained in the two sets of N measurement vectors, s;,
provided by the supporting SMT.

If a generator is disconnected form the system it is important that it is excluded from the
ICA, as it no longer forms part of the system response. The exclusion of measurements from
a disconnected generator can be achieved by defining a binary variable oi. This variable is
set to 1 if a generator is connected and O if it is not. This variable does not necessarily need
any additional information from the system as the existing measurements could be used to
determine the status of the generator.

The system, Hyy,, can now be calculated as a sum of the individual inertia constants, H;,

of all the generators connected to the system:
N
Hsys = ZOiHi (5-15)
i=1

where o; is a binary variable that is 1 if the i-th generator is connected to the system and
0 if it is not. The inertia of each of the N individual generators, H;, is estimated using (5-12).
The N generators referred to in this discussion could include every generator in the

system, or only the generators in the specified areas the ICA is executed for.

5.5 Estimation of the Rate of Frequency Change

To estimate the unknown rate of change of frequency (RoCoF), the following linear fre-

quency model was assumed:

2(t) =x1+x0+& (1) (5-16)

where x) is the average frequency, x; is the unknown rate of frequency change and & ()
is the random noise. Assuming that the input signal is uniformly sampled with the sampling
frequency fy and the sampling period Ty = 1/f;, the value of ¢ at a discrete time index is
given by #; = kT and the following discrete representation of the signal model should be

used:

g=xi+xt+&, k=1,...,p (5-17)
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Figure 5-2: Estimated test signal rate of frequency change.

where all unknown parameters in (5-17) now have the subscript k. The following matrix

equation for all samples, belonging to the data window, can be established:

21 1T &1
X1
=|: + | (5-18)
X2
Zp 1 pT Ep

The system of linear equations (5-18) can be now presented as follows:
z=Hx+¢& (5-19)

By this, an overdetermined system of linear equation is obtained. It can be solved using

the traditional Least Squares Method, which minimises the sum of error squares:
%= (H'H) 'H'z=H"z (5-20)

For p = 2, one directly obtains:

_Af _n-a

— 5-21
At T ( )

X2

To demonstrate the above numerical algorithm for estimation of the unknown rate of
frequency change, let us assume a sinusoidal test signal with an artificial frequency step
change from 50 Hz to 55 Hz at 0.02 s and further constant frequency change 5 Hz/s. Let
us also assume that the frequency has been measured using one of the existing algorithms,
e.g. [79], [80]. By setting data window size for the rate of frequency estimation to 20 ms, the
rate of frequency change presented in Figure 5-2 is obtained. It is obvious that the method
is suitable for processing of signals with even faster frequency changes compared to those
encountered in real power systems.

From the perspective of practical application of any numerical algorithm for measure-

ment of the RoCoF, one has to consider a very high sensitivity to the quality of frequency
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measurement. The actual power system frequency varies in a very narrow range, for exam-
ple £0.5 Hz, which is the statutory limit in GB power system. Consequently, the RoCoF
measurement is quite a challenging task, particularly if the measured frequency contains
noise. Using larger data window sizes, the accuracy of RoCoF measurement can be im-
proved but causing this unacceptably long delay in any application relying on RoCoF. That
is why the quality of frequency measurement must be as better as possible, so that the data

window size can be shortened, allowing the application to respond faster.

5.6 ICA Testing and Validation Through Computer Simu-
lated Tests

The behaviour of the ICA presented in this chapter can be investigated through computer-
based dynamic simulations of power systems of different complexity. For this purpose, two
test systems were used:

The first test system consists of a single synchronous generator connected directly to a
static constant power load. This test system is used to demonstrate the proper behaviour of
the method in the simplest case of inertia estimation. Disturbances are created using load
step changes, representing both load increases and decreases.

The second test system consists of an IEEE 9-bus 3-machine test system. This test
system is used to test the behaviour of the ICA in a multi-machine system, for different
types and size of disturbances. Simulations performed using this system will give some
indication of the influence of various system properties on the reliability of the ICA.

The frequency response of both test systems was simulated using DIgSILENT Power-
Factory. The ICA execution was implemented in MATLAB.

5.6.1 Single-machine Test System Case

The single-machine test system consists of a gas turbine generation unit connected directly
to a single static load. The unit is rated as a 210 MVA, 50 Hz synchronous generator with
inertia constant of 7.334 s on a 210 MVA base. The load has a constant power consump-
tion of 100 MW and 50 MVar. The active power demand was step changed by £25 +50

+75 +£100 MW to provoke system frequency changes. Note that negative values denote a
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reduction in load. Figure 5-3 and 5-4 show the frequency response and the derivative of this

frequency for these load changes in the single-machine test system.
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Figure 5-3: Frequencies for a single-machine test system; the black and grey lines denote a
load increase and decrease respectively.
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Figure 5-4: Frequency derivatives for a single-machine test system, the black and grey
lines denote a load increase and decrease respectively.

The shapes of the frequency response curves are different for a step increase and decrease
in the load. This is due to the characteristics of the generator controller and its growing
influence over the frequency response within a few seconds of the disturbance occurring.
This difference in frequency behaviour will not influence on the behaviour of the ICA as the
frequency measurements used are taken before this controller action occurs.

The curves of the derivative of frequency are shown in Figure 5-4. It is evident that
larger load changes produce larger excursions in the rate of change of frequency.

Table 5-1 shows the calculated inertia H,, produced by the ICA for different load step

changes and relative errors. The relative errors are calculated by,

H,, —H
et TS 100% (5-22)

Error =
SYys

where H,y, is the estimated inertia and Hjy, is the system inertia.
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Table 5-1: Inertia calculation errors for the single-machine test system.

Dp df/dt Hest  Error
MW)  (Hz/s) (s) (%)

-100 -1.62  7.34861 0.05
=75 -1.208  7.3912  0.64
-50  -0.8121 7.32961 -1.96
-25  -0.4059 7.33232 -0.16
25 0.4059 7.33232 -0.16
50 0.8121 7.32961 -1.96
75 1.208  7.3912  0.64
100 1.62  7.34861 0.05

It is noticeable in Table 5-1 that the derivative of the frequency at = 0™ is of the same
magnitude for a load increase and decrease of the same size, with the only difference in the
two data values being that the signs are inverted. The errors obtained are negligible from a
practical viewpoint. The maximum error in the inertia estimation is for load changes of +50
% (the estimates produced for both a load increase and decrease were the same).

These results demonstrate two properties of the ICA: 1) The error in the estimate of
the inertia is the same for load changes of the same size, regardless of whether changes
represent a load increase or decrease; 2) The estimation method is generally reliable despite

the variation in the disturbance size.

5.6.2 Multi-machine Test System Case

The multi-machine test system (see Figure 5-5 and for a detailed description [81]) simu-
lations were performed to determine if the properties identified in the single bus case held
true for a more complex system, and to investigate the impact of network properties on the
performance of the ICA.

The simulations performed consisted of load step changes at each load bus, using 25%
steps like those used in the single bus case. In addition to these load change simulations, the
inclusion of multiple generators allowed the simulation of sudden generator disconnection
disturbances to be included. It is important to note, the systems net load of 320.2 MW,
is used as the base, SB, for the inertia estimates. A base conversion, from the individual
generators ratings to the system base, gives the inertia of G1, G2, and G3 as 7.38 s, 2.00 s

and 0.94 s, respectively.
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Figure 5-5: Three-machine, 60 Hz test power system.

Figure 5-6 shows the equivalent system frequency, calculated using the frequency of the
centre of inertia method, and its rate of change data for a single case of each disturbance
considered (changes at Load A, B and C and outages of G1, G2 and G3). Note that the
frequency of COl is calculated as an inertia weighted sum of the frequency of each generator
in the system, as described in [10], and represents the equivalent frequency behaviour of the
system. In Figure 5-6 it is noticeable that the system frequency for an outage of Gl is
unstable, demonstrated by a second frequency decline at approximately 2.5 s. However,
based on the comparison of the estimate errors seen in Table 5-2 the system’s instability has
not compromised the performance of the estimation method. This is not surprising given
the fact that the instability occurs after the disturbance and, therefore, after the moment the
data used by the ICA was collected but it is a vital property of the ICA as it will allow the

inertia estimates to contribute to adaptive actions that could prevent this instability.

Table 5-2: Results of the estimated inertia of the 3-machine test system.

Haclual dfc/dt Hestimated Error
Event Ap (MW) s) (Hz/s) s) (%)

Gen 1 out -71.64 29873 -1.07025 297238 0.49952
Gen 2 out -163 8.45426 -1.67206 8.55272  -1.1647
Gen 3 out -85 9.53044 -0.8339  9.39125  1.46055
Load A 80 0.68824 10.55725 -0.67951
Load B 40 10.486  0.25385 10.4673  0.17829
Load C 30 0.33891 10.75954 -2.60867
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Figure 5-6: Frequency response of COI for tests with the 3-machine tests system.

The results in Table 5-2 show that the ICA can be used to produce reliable estimates of
system inertia regardless of the magnitude of the system inertia. This can be stated Table
5-2 based on because the disconnection of a generator changes the system’s inertia, at the
moment of its disconnection, so the system inertia for the data collected at # = 0" is only
dependent upon the remaining, connected, generators. The new system inertia for each
generator disconnection is given in Table 5-2. It is clear that the errors obtained do not vary

in an extreme way for the four different values of system inertia seen in the table.

Taking the current and forecast system inertia condition of the GB power system, pre-
sented in Chapter 4, we are typically looking at a range of 100 - 200 GVA.s in the next 5
- 10 years. If we take proposed method and apply in the GB system, assuming a similar
performance in the real with a good quality of the input signal, the error level observed will
be 3 GVA.s maximumly, which give an accurate estimation of the inertia with a resolution

to distinguish a typical 300 - 500 MW power plant switching on and off.
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5.7 Chapter Summary

This chapter presents a novel algorithm of Inertia Calculation Application (ICA), based on
wide area measurements, that can be used to accurately calculate the system inertia online.

The algorithm takes wide area measurements of frequency and electrical power output
from the terminal of each generator in the system. Then swing equation is used to estimate
the individual inertia of each generator. The sum of all estimated individual inertia will be
the overall system inertia.

From the results presented in section 5.6, it is evident that the accuracy of the power
system inertia estimates is independent of the type, size, and location of the disturbance
during which the necessary data is gathered.

The computer simulated testing of the ICA has shown that it is accurate and reliable.
This system inertia information would be useful for system operators working in an envi-
ronment where changes to the nature of large power systems (e.g. a high penetration of
RES) had caused the system inertia to become quite variable and potentially reduced to a
level where system security may be compromised. The ICA is also capable of producing
accurate estimates of the inertia of individual generators, or parts of the system as long as
the power imbalance of the device or region of system can be accurately monitored. This
research has also made a fundamental stone for applications based on the estimated inertia

of the method, which are represented in chapters 7 and 8.



Chapter 6

Development of an RTDS
Hardware-In-the-Loop Testbed

This chapter describes the construction of a novel RTDS based testbed providing high-
fidelity real-time simulation capability. The necessity and benefit of conducting real-time
closed-loop testing are discussed in Section 6.1. Section 6.2 introduces the simulator and
associated types of equipment of the testbed. Section 6.3 discusses different methodologies

of conducting real-time testing. Section 6.4 summarises the chapter.

6.1 Chapter Introduction

The previous chapters assessed the significance of inertia estimation. As mentioned above,
renewable resources connected to a system has a great impact on the system and new fre-
quency control methods are required to be developed. However, it is difficult to quantify the
effectiveness of proposed methods especially for WAMPAC applications due to the varia-
tion and complexity in the real-world power system, and more importantly there is no such
WAMPAC which the proposed algorithm can use.

Even there is a such WAMPAC, a number of reasons will prove this is not practical.
No utility would permit such a scheme to be tested on a critical system for which they
are responsible. The best alternative is to construct a high-fidelity real-time model of a
real power system and test algorithms on it, which is the real-time simulation. To facilitate
WAMPAC application testing, a Real Time Digital Simulator testbed is developed associated

with a number types of equipment(e.g, Time clock, network switch).

100
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6.2 Real Time Digital Simulation

The Nyquist Criterion indicates that the sampling frequency (F;) must be at least twice
the frequency under study [82]. This is because aliasing occurs in the frequency domain
at frequencies above Fy, so that the frequency spectrum is mirrored about this frequency.
The Real Time Digital Simulator (RTDS), however, is a dedicated hardware unit capable of
solving arbitrary system topologies in a time step of 50us, which is fast enough to perform
most simulation cases.

In the case of the RTDS, the small time step is achieved in real time through advanced
parallel processing techniques. Several processors mounted on racks solve individual mod-
els and communicate with each other sub-time step so that the entire network solution can
be solved in a base frame rate of 50us. The user is able to draft power systems of arbitrary
complexity, the size of which is limited only by the amount of processing power available.
These can then be run in real time, with the user interacting through control actions, and
observing the response of the power system [83].

RTDS processor cards are mounted in card cages, known as racks, which are housed in
cubicles along with input/output cards, power entry components, power supplies, and other
necessary components. The I/O cards can permit the RTDS hardware to be interfaced with

external equipment such as controllers, protective relays or amplifiers.

PB5 Cards

GTNET Card

Rack 1 <
GTWIF Card

Rack 2 <

Figure 6-1: RTDS cubic and its key components.

It is of course vitally important in the RTDS simulation that the base time-step of 50tLs
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is adhered to for the duration. Communication between cards is achieved via the RTDS’s
backplane, a bus coordinated by the workstation interface card (WIC). This ensures that
all relevant information is passed between processors sub-time step. The WIC card also
handles LAN based user communications between the RTDS and the workstation. This
allows user interaction in runtime and updates real-time displays such as plots and meters.

Further information regarding RTDS hardware can be found in [84].

6.3 Hardware and Software Integration

This section describes all key internal hardware RTDS and external equipments of the
testbed. Software used to facilitate the hardware is also presented. The whole architecture

is given in Figure 6-2.
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Figure 6-2: RTDS testbed architecture and communication infrastructure.

6.3.1 Hardware

To perform real-time digital simulation for WAMPAC applications, following RTDS com-

ponents and equipments are implemented and configured:
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RTDS PB5 card

The PBS5 processor card is one of the latest generation of processor card developed for the
RTDS simulator. The PBS5 is a powerful computational unit which is used for solving the
overall network solution and auxiliary components, such as transmission lines, generators
and Power Electronic Converters. Each PBS5 card contains two Freescale MC7448 RISC
processors operating at 1.7 GHz.

Using PBS5 cards based racks, it is possible to run one or two network solutions com-
ponents on one rack. Each network solution component can support a maximum of 90
single-phase nodes or 30 three-phase busbars. Therefore, 2 subsystems with 90 nodes each
can be included on one rack. The rest of PB5 processors can be used to solve simulated
network component models.

Each PBS5 card also includes 24 non-isolated 12-bit digital to analogue converters. Eight
optical ports that can be used for connecting to high resolution digital and analogue 1/0O

cards or for direct communication between PB5/GPC processor cards are supported as well.

RTDS GTWIF card

The Giga Transceiver Workstation InterFace card, GTWIFE, is a PPC405 based processor
card [84]. The GTWIF’s primary function is to manage communication between the RTDS
and the workstation of the host computer using Ethernet TCP/IP based communications.

The GTWIF card provides the following functions:

Loading, starting and stopping cases

Timestep generation

Internal synchronisation between racks with the Global Bus Hub (GBH)

Manage all backplane transfers during simulation

Diagnostics of the hardware

Communication with RSCAD software
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RTDS GTSYNC card

The GTSYNC card takes an external time reference (e.g. GPS clock) and use it to synchro-
nise the RTDS simulation timestep. The GTSYNC card supports 1 Pulse Per Second (1PPS)
over BNC coax or ST type fibre connectors, IRIG-B over BNC coax connector, as well as
IEEE 1588 over RJ45 or ST fibre connectors which support various devices under test.

Synchronisation of the simulation timestep to an external time reference is essential
for any PMU testing, WAMPC applications and IEC 61850 automation. The GTSYNC
connects through a GT port on the GTWIFE.

RTDS GTNET card

The Giga-Transceiver Network Communication Card, provides a real-time communication
interfaces to and from the simulator via Ethernet. Different protocols are used with the
GTNET depending on the applications. The different protocols include TCP/UDP socket
communication, IEEE C37.118 data output streams, IEC 61850 GSE binary messaging, IEC
61850-9-2 sampled values, DNP3 communication, IEC 60870-5-104 protocol and playback
of large data files stored on a PC storage.

In the cases of validation of wide area based frequency control, the GTNET card can
run PMU protocol to generate IEEE ¢37.118 data stream to external controllers and Data
Concentrators. IEC 61850 protocol can also be activated by an additional GTNET card to

receive command in GOOSE message from external controllers.

Time Synchronisation Equipment

The demand for accurate time synchronisation available 24/7 increases with the growth of
critical substation applications, such as phasor measurement, merging units, travelling-wave
fault location and current differential protection operating. For WAMPAC study, the time
clock signal is needed to be feed to the physical and virtual PMUs in the testbed. In this
setup, a Reason RT430 GNSS Grandmaster Clock is used, providing a clock reference from

GPS and GLONASS satellites.

The time clock transmits clock signal through I-RIGB and NTP protocol, which are

adopted by different devices of the testbed.
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Ethernet Switch

Ethernet is one of the commonly used communication protocol due to its simplicity and re-
liability. Ethernet communication has the advantages of higher transfer speeds, full duplex
and collision-free operation, fibre optic interface, remote monitoring and diagnostic support
which make it viable for power system operation and control [85]. A 100 Mbps Ether-
net network is used in this testbed with a Reason S20 Managed Ethernet Switch providing

copper and fibre optic interfaces as well as network management.

Programmable Logic Controller

A Programmable Logic Controller (PLC) is a standalone system which is capable of contin-
uously executing calculation and making decisions through the embedded program, taking
real world analog and digital signals as inputs. In this testbed, a GE phasor controller is

used.

Workstation

A number of PCs are implemented to perform modelling and control of RTDS and to operate

as a data recorder for PMU streams and simulation results.

6.3.2 Software
RSCAD

RSCAD is a user-friendly software to interface with RTDS. It allows the user to perform
all of the necessary steps to prepare and run simulations, and to analyse simulation results
— all without the use of third-party products, which can be challenging to maintain and
troubleshoot.

RSCAD also provides sophisticated PMU model and IEC 61850 configuration functions,

which can be efficiently utilised to interact with external devices in the WAMPAC study.

Data Concentrator

The primary function of a DC is to receive data from PMUs and DCs that are lower in

the data hierarchy, perform some form of bad data rejection and then align this data into
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a coherent record that can be used. The coherent data record can then be transmitted to
applications or other DC. In this testbed, a workstation running PhasorPoint [85] software
operates as the DC of the testbed. An alternative open-sourced DC software OpenPDC [86]

is also implemented. Both software is capable for collection and visualisation of PMU data.

PLC Programming Software

To develop a proper programme in the PLC, Straton software [87] is an integrated devel-
opment tool based on IEC 61131-3 programming languages offering a wide selection of
features and communication protocols. Straton Runtime is independent and can easily be

used on the PLC controller (e.g., GE Phasor Controller) of the testbed.

6.3.3 Power System Model

A number of widely used power system benchmark model are modelled and modified to
be implemented with RES, including Kundur’s two area system, IEEE 9-bus test system,
IEEE 39-bus test system and a customised GB test system. A brief description is given in
the following section and the detailed topology and data of the network can be found in the

Appendix.

Kundur’s Two-Area System

The two-area system used is example 12.6 at page 813 in [10], comprises two similar areas
connected by a weak tie line in the middle. As a test case, it is outstanding for the study of
inter-area oscillation and frequency stability and control. Due to smaller scale of the network
which consume less computing power of RTDS, detailed high-fidelity models of wind and
HVDC can be implemented into the system to create scenarios with high penetration of

RES.

IEEE 9-bus Test System

The IEEE 9 bus power system represents a reduced equivalent of the Western System Co-
ordinating Council (WSCC) system. The base voltage levels are 230 kV, 18 kV, 16.5 kV,

and 13.8 kV. The WSCC 9-bus test system has relatively smaller numbers of generators,
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lines and loads and it is easy to control for initial testing and validation. Similarly, detailed

high-fidelity RES model is implemented.

IEEE 39-bus Test System

This IEEE 39 bus system is well-known as 10-machine New-England Power System. Gen-
erator 1 represents the aggregation of the external system. To implement RES model into the
standard IEEE 39-bus system, it is not feasible to have detailed model at every RES location
as it would require significant amount of RTDS hardware resources. To obtain high effi-
ciencies at the rated VSC power, the switching times of the PWM pulses should ideally be
low (< 1us). Typically, the switching frequencies of VSCs are at least ten times higher than
the nominal AC grid frequency. To capture the high switching frequency VSC dynamics in
real-time, the RTDS small time step capability is used to simulate the converter circuit. The
small time step simulation uses dedicated hardware resources. The required computation
resources increase with the number of VSC interfaced sources in the simulation.

Therefore, with limited RTDS resources, it is not feasible and necessary to include de-
tailed RES model in a large system as the focus of the study in this thesis is the impact of
RES on system frequency control. Thus, a simplified PQ power source model that represents
the steady-state and transient behaviour of VSCs without requiring small time step models
is used, as shown in Figure 6-3. The dynamic of the model is achieved by modelling the
outer loop of VSC controls and power system circuit which significantly reduces the time

and computation resources required for detailed modelling of VSC sources.

Outer Loop
Current
Control

Figure 6-3: PQ power source model in phase reference.
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GB Test System

The GB test system consists of an onshore transmission network covering England, Wales
and Scotland. It is owned and maintained by three regional transmission companies, Na-
tional Grid, Scottish Power and Scottish Hydro. While the whole system is operated by
System Operator (SO), National Grid.

A number of system scenarios with high penetration of PE are created using National
Grid’s forecast of future system inertia, representing various system inertia condition in
2020 and 2025. For the same reason, the PE-interfaced RES is modelled as simplified PQ

power sources.

6.4 Hardware-In-the-Loop Testing Techniques

With all setups and configuration discussed so far, it is then important to discuss several
methodologies which can be used to conduct the testing and validation using the testbed.
HIL simulation is used to connect hardware systems and software models, and to place
together them into a single closed-loop simulation. The benefit of HIL simulation techniques
is they provide the rapid development of any part of a closed-loop system with a platform,
whether based in hardware, or software.

For example, in an earlier work [88], A PV inverter controller as external hardware is
tested using HIL for fast developing. In that case, a hardware controller was interfaced to the
RTDS with power system simulated to form a closed loop. The obvious advantage is that
we have been able to develop a hardware-implemented controller, while not having to be
tested on physical inverter hardware. Of course, we can also have a PV controller simulated
in Real Time Simulator (RTS) and interfaced with an actual inverter.

HIL technique is most employed to connect a hardware system, while no more preferred
model exists, to a software model with well-known system. In the context of the smart
grid, this could be a piece of newly developed equipment with advanced functionalities,
and it is connected to a simulated local power system through a power amplifier interface.
The hardware is utilised as it is not well-known, being newly established, while the power
system is simulated as various good models of systems exist. This arrangement will allow
the evaluation on the newly developed devices with the same conditions, that it would see

if connected to the actual power system, while avoiding the risk of testing of an unknown



6.4. HARDWARE-IN-THE-LOOP TESTING TECHNIQUES 109

system.

As described, HIL simulation techniques can be leveraged in various different configura-
tions for the development of many parts of a closed-loop system; Thus, the term HIL is used
frequently for a wide variety of implementations, leading to more difficult to understand
exactly how and if, HIL techniques are being used in a particular study. In this condition,
this section will help clarify the issue by discussing the four most frequently used methods

of employing HIL techniques, using common terminology.

6.4.1 RTS-based Simulation Only

Before conducting any HIL simulation, it is always the first step to simulate a model in
real-time using the real time simulator even though it can not be formally called HIL as no
external hardware is involved. However, the simulation performed is in real time instead of
typical off-line computer based simulation.

While RTS based simulation could be just the first step of following HIL testing, it is
sometimes used for fast validation of complication modeller which will take much more
time if simulated on PCs. In this thesis, the RTS-based simulation is also referred to as
CIL simulation or testing as the proposed Adptive UFLS relays are modelled in RTDS and
validated within the software loop. In [88] RTS simulation methods is used to purely accel-
erate the simulation speed as the authors developed a real-time model that approximates the
electrical system on the Hawaiian island of Lanai in conjunction with a model of a large PV

system.

6.4.2 Controller Hardware-In-the-Loop (CHIL)

Controller Hardware-in-the-Loop testiing is usually conducted by interfacing an external
hardware with controller under test implemented. The actual device being controlled is the
model running on the RTS. This is the key advantage of the CHIL testing as new algorithms
or physical controller can be evaluated using a simulated system or model running on the
RTS without the requirement to interface real system.

The key advantages can be summrised as:

1. Algorithms or controllers can be developed, tested, and tuned in a very fast manner

without the risk of damaging test system.
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2. The simulated system or model can be readily modified and adjusted to the need of
testing. For example, the future scenarios of GB test system is modelled in RTDS and
it can be adjusted to test the proposed algorithm at different inertia level and loading

conditions.

Another very common use of CHIL techniques is to test the response of digital power

system protection relays with different abnormal system conditions simulated in RTS [89].

6.4.3 Power Hardware-In-the-Loop (PHIL)

PHIL simulation is a more recent technique that is to connect a software model to a hardware
system that is operated at high power level. In PHIL testing, the RTS interfaces to the
electrical output of the external devices via a power amplifier instead of low-voltage signal
connections. The measured electrical output of the device under test is used as an input to
the RTS model to close the loop.

The PHIL simulation technique is handy for device manufacturers as the product’s per-
formance can be readily tested to a wide variety of test system and configuration, allowing

faster development of robust control algorithms.

6.5 Chapter Summary

This chapter has described the construction of a novel RTDS based testbed for proposed
frequency control method providing high-fidelity simulation capability.

The necessity and benefit of conducting real-time closed-loop testing are discussed while
the simulator and associated equipments of the testbed are briefly described.

Different methodologies of conducting real-time testing has been explained and suitable
testing method will be used for the testing of the proposed method for UFLS and WAMPAC

based fast frequency control method.



Chapter 7

Decentralised Adaptive Under
Frequency Load Shedding Scheme

This chapter describes the creation of a novel algorithm for the accurate and reliable estima-
tion of frequency and RoCoF of the Col based on local measurements of frequency. With
the input of the system inertia, an adaptive UFLS is designed. Section 7.2 defines the math-
ematical concept of estimation of Col’s RoCoF, while the design of corresponding UFLS
is presented in Section 7.3. Section 7.4 describes the research performed to validate this
method. The relative success of this algorithm is discussed in Section 7.5 as well as possible

improvements.

7.1 Introduction

Modern electrical power systems are protected from large generator disconnection or sys-
tem separation by Low Frequency Demand Shedding, commonly known as under frequency
load shedding (UFLS) [10], [90]. Existing UFLS schemes have several predefined stages
triggered by certain frequency thresholds, where each stage of shedding is deterministically
designed in advance based on thorough system studies [19]. As the system inertia continues
to drop and vary in the future [5], [74], [91], deterministically designed frequency control
proves to be unsuitable, or even incapable, of offering efficient and secure protection in a
future where an over shedding or breaching statutory frequency limit will be highly possi-
ble. To overcome this issue, many studies have focused on adaptively changing the amount

of load shedding by using swing equation to calculate active power mismatch [19], [90].
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Although, the electrical frequency is a global signal in steady state, when the system faces a
severe frequency disturbance, frequency in the system will show individual behaviour. The
difference of frequency depends on the local inertia and the electrical distance between the
disturbance and the location where the frequency is measured [25], [92], [93]. Therefore,
the Rate of Change of Frequency (RoCoF) seen at different locations varies, resulting in

high deviation of RoCoF and estimated Loss of Generation (LoG).

A well-established communication infrastructure across the system, i.e. installing PMUs
at every terminal of the generators can calculate the frequency of Center of Inertia (Col) and
its RoCoF in a control centre where the rotating speed and inertia of all generators are avail-
able through communication [41]-[43], [94]-[97]. In such a way, accurate LoG can be
calculated. However, two reasons lead us not to go further with this approach. First, main-
taining the reliability of communication is always a challenge. Secondly, a sophisticated
communication system usually means that the LoG of the system can be directly obtained
by knowing the disconnection of the generator and its power output before the event. UFLS
action can then be taken based on this information instead of estimating it using RoCoF
and inertia. For protection schemes such as UFLS, to achieving the most reliability, non-

communication required solutions are preferred.

In this chapter, a method which estimates RoCoF of the Col locally and a decentralised
UFLS scheme using this technique are proposed. To estimate RoCoF of the Col locally,
an innovative algorithm referred as Inflection Point Detector (IPD) is used. The inflection
point is defined as the points of the frequency where the second derivative of frequency
crosses zero. By connecting those inflection points, the inter-area oscillation part of the
locally measured frequency can be therefore cancelled. With two consecutive inflection
points, an approximate RoCoF of the Col can be calculated. To accomplish a UFLS strategy
based on proposed IPD, it is necessary to have system inertia available. This is achievable
as inertia estimation methods have been proposed by a number of researchers and paper
[78], [98]-[100]. The requirement for the corresponding communication infrastructure to
broadcast system inertia information is practically not difficult as there is no need for fast
communication speed and the inertia information can be updated on a minute basis. With the
available RoCoF of the Col and system inertia, an adaptive UFLS strategy is then proposed

which provides faster and more accurate response compared to conventional methods.
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7.2 Principles and Challenges of Applying The Swing Equa-

tion To LoG Event Size Estimation

Knowing the size of an LoG event would be quite beneficial to improving frequency be-
haviour and preserving system stability. This enables UFLS relays to swiftly shed an ap-
propriate amount of load to help retain active power balance. In this context, obtaining an
approximate estimate of the event size immediately after its inception will be more helpful
than an accurate estimation of the disturbance size after an unacceptably long delay. The
sooner this size is estimated, the sooner an appropriate amount of load can be shed in order
to arrest frequency decline.

According to (5-4), the per-unit swing equation of a synchronous generator on its own
apparent power base is:

dAf;

2Hi7 = AP, (7-1)

where H; and A f; denote the inertia time constant and frequency deviation of the rotor of the
generator i, respectively. AP; is the difference between the mechanical and electrical power
of the generator i. To come up with one swing equation describing system dynamics, the

frequency of Col is defined as below

N
'):1 Hifi
feor == (7-2)
L H;
i=1
With some mathematical manipulations, one can derive the following swing equation
dAfc
2Hcor ; L = APcor (7-3)
t
where
N N
Zl Hl Sl 21 APlswl
Heor = = APcor = — (7-4)
LS LS
i=1 i=1

The above equation is commonly referred to as the Col swing equation in per-units and
proved advantageous in many different areas of power system studies. As already mentioned
in section 5.3.1, we are neglecting the damping since we are only interested in the immediate
moment after the event where the effect of damping can be safely disregarded. This equation

relates the active power mismatch to the RoCoF right after an LoG event.
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Col frequency is essentially defined as a weighted average of the rotor speeds of genera-
tors, not frequencies measured at generator terminals. Therefore, to accurately estimate the
Col frequency, the internal voltage of each generator should be calculated. This may not be
straightforward and introduces some errors due to the inaccuracy of generator parameters
and their time-dependence. Alternatively, special metering equipment might be installed at
each generator to directly measure the rotor speed, which might be demanding. Therefore,
system operators prefer to measure the frequency of some pilot buses in the system instead
of estimating the frequency of the Col [19], [101]. Nonetheless, it is obvious that the fre-
quency response of a pilot bus cannot represent the weighted average frequency of the whole

system, but only the average frequency of synchronous machines in the near vicinity.

Theoretically, the Col swing equation can be used to estimate the size of an LoG event.
This can form a UFLS scheme followed by sending trip signals to some load blocks to com-
pensate for the active power mismatch in the system. Practically speaking, there are two
main challenges to adopt such a communication-based UFLS scheme. Firstly, if all gen-
erator terminals are equipped with PMUs, the tripped generators and the resulting active
power mismatch can be directly determined without resorting to the Col frequency. Sec-
ondly, basing system stability countermeasures fully on the communication network is not
acceptable as a system-wide communication network is prone to latency and even total fail-
ure. A UFLS scheme based on such an approach may fail to determine the event size and

operate in a timely manner.

7.3 Local Estimation of Col RoCoF and LoG Event Size

Owing to the technical challenges described in the previous section, the calculation of the
Col frequency using communication infrastructure might not be a viable option. An inno-
vative technique is presented here for estimating the Col RoCoF using locally measured
frequency, only. The provision of the Col RoCoF makes it possible to develop an adap-
tive UFLS scheme for power systems with volatile inertia. This can effectively prevent

frequency from declining to unacceptably low nadirs following large LoG events.
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7.3.1 Local Estimation of the Col RoCoF

Following an LoG event in the system, the frequency at different locations of the system
starts declining. Frequency decays will not be uniform across the system, despite demon-
strating a relatively similar trend and eventually converging to the same value after several
seconds. Following an LoG event, frequencies at different locations oscillate around the Col
frequency, and the differences between them vanish over time.

Simulations show that when the second derivative of frequency with regard to time is
positive, i.e. the frequency curve showing upward concaveness, its magnitude is smaller than
the Col frequency. On the contrary, when the second derivative of frequency with regard to
time is negative, i.e., the frequency curve showing downward concaveness, its magnitude
becomes larger than the Col frequency. Between upward and downward concaved sections
lie inflection points where the second derivative of frequency with regard to time changes
sign. This forms the basis of Inflection Point Detector (IPD), which is used in this paper to
pinpoint inflection points in real time. It can be inferred that the frequency curve at each
location intersects the Col frequency curve at around each inflection point. An approximate
curve of the Col frequency can be obtained by connecting these inflection points, and the

Col RoCoF can be calculated accordingly.
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Figure 7-1: Frequency responses and inflection points.
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To demonstrate the principles of the proposed IPD, an LoG event is simulated on the
IEEE 39-bus system, and results are shown in Figure 7-1. Figure 7-1(a) illustrates the calcu-
lated Col frequency and a locally measured frequency oscillating around the Col frequency.
The RoCoF of local frequency, the Col RoCoF and the one estimated by using the proposed
IPD method are shown in Figure 7-1(b). As can be seen, the estimation can be considered
a good approximation of the Col RoCoF after the first inflection point is detected. It can
be observed that the local frequency curve intersects with the Col frequency curve almost
once the second derivative of local frequency with regard to time crosses zero. Let f,, and
1, denote the frequency and time instant of the n-th inflection point on the local frequency
curve. Besides, fp and 7y refer to the coordinates of the LoG inception instant. The IPD

estimates the Col RoCoF by
dfCoI _ fn _fnfl

Iy Ih—th—

(7-5)

For the first RoCoF, fy_ is the pre-event steady state frequency and #y_; is the time when
under frequency event is detected.
Figure 7-2 shows the block diagram of the IPD technique used for estimating the Col

RoCoF using local frequency measurements, only.
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Figure 7-2: Diagram of Inflection Point Detector.

7.3.2 Proposed UFLS Scheme

Having calculated the Col RoCoF as described, the LoG event size can be estimated using
the swing equation provided that the system inertia is known. The question arising here is
whether it is possible to conduct UFLS with no need of real-time communication between
the control center and UFLS relays. To do so, a non-communication approach is needed to
ensure the sum of load shed by different relays does amount to the active power deficit in

the system. Let us assume that NV substations are equipped with proposed UFLS relays. Let
f

mf denote the locally estimated Col RoCoF at the location i. Let m; also represent the slope
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of the straight line between the point on the frequency curve at = 0~ and the first inflection
point found on this curve. With the assumption that locally estimated Col RoCoFs are good

approximate of the true Col RoCoF, one can write

dAfcor
~ mjéol — dl‘ ° |t:0+ (7_6)

foo ~ o~ S
ml—mz—a-'—ml’

As mentioned in section 7.1, system inertia is assumed to be available to the UFLS relay
and is updated regularly enough, e.g., on a minute-by-minute basis. This means each relay

can individually estimate the size of active power deficit as below
AP = 2HScom! (7-7)

The superscript “est” in APf* implies that this variable is the estimation of the active power

loss by the relay at substation i. Each relay is set to shed the amount of load below

(7-8)

P
AP; = 2H S m! —=
l Col™; APz‘oml

where Py, i is the maximum amount of load allocated for load shedding at the location i and
AP, 141 1s the size of the largest credible contingency in the system. It can be easily confirmed
that the sum of 0P, from all UFLS-enabled locations will amount to the estimated size of
the LoG event.

It should be noted that due to the governor response of synchronous generators and
the frequency dependency of load, it is not necessary to shed the exact amount of load as
the LoG event size to retain a balance between generation and consumption. This can be
considered by applying an adjustment factor 8 to the amount obtained in (7-7). Then (7-8)
can be rewritten as

Pr;
AP, = 2BHScom! ﬁl (7-9)
tota

In this way, the required amount of load to be shed at each UFLS relay-equipped substation
can be obtained.

Itis assumed in (7-7) that the system inertia remains unchanged after the LoG event. This
assumption holds true if the power mismatch is caused by the disconnection of HVDC inter-
connectors or PE-interfaced RES with negligible inertia contribution. However, if the LoG
is caused by the trip of a synchronous generator, relying on the constant inertia assumption
would lead to the overestimation of the LoG size [102]. To account for this and make the

estimation more accurate, (7-7) can be rewritten as
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APES = 2HS poym™! (7-10)

Where 2HS ,,5; denotes the post-event system inertia excluding the inertia of tripped gener-

ator

ZHSPVE = ZHSpOSt + 2H[S[ (7-1 1)

Where H; is the inertia constant of the tripped generator, S; is the capacity of the tripped

generator. Considering the power factor of tripped generator
St = P /PF (7-12)

where P, and PF are the active power output and power factor of tripped generator. Com-

bining above equations

2HS pre = 2HS poss + 2H, P,/ PF (7-13)

Then
2HS pre = 2HS post — 2H2HS pose®™ | PF (7-14)

Then (7-8) can be rewritten by replacing HcorSpre by HcorSpost» We can have

2HS pre m?st, f

AP?S[ —
1 —2Hm" JPF

1

(7-15)

It should be noted that in the case of an LoG event without inertia contribution, applying
the proposed inertia compensation would cause underestimation of the LoG size. However,
the advantage of applying the above inertia compensation outweighs this disadvantage as
overshedding by the UFLS relays will be avoided in this way. Figure 7-3 compares the error
between the true and estimated LoG size without applying inertia compensation. The inertia
of the tripped generators, denoted by H;, is varied between 0 to 6 seconds while its active
power output is maintained constant. If the LoG size is relatively small compared to the
whole generation of the system, the effect can be neglected. The estimation error increases
as the disturbance size increases. The error of the estimated LoG size reaches 68.75 % when
the disturbance size is 40 % of the whole system generation, and the inertia constant of the
tripped generator is 6 sec. In all of the simulations carried out in the next section, a inertia
of 3 sec has been assumed for the lost generation. This is to make a tradeoff between over-

and under-estimation of the LoG size.
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Figure 7-3: Comparison of estimated LoG for different inertia levels of the tripped
generator.

7.4 Performance Evaluation

To study the performance of the proposed adaptive UFLS schemes, a number of simulations
are carried out on the IEEE 39-bus system, also well known as 10-machine New-England
Power System equipped with the proposed UFLS scheme. In this section, the performance
of the proposed UFLS scheme is evaluated. Real Time Digital Simulator (RTDS) is used to
conduct an extensive number of simulations. A diagram of IEEE 39-bus system is given in
Figure 7-4. The test systems are modelled using RSCAD and then loaded on RTDS, which
runs at real time with 65us time-step. UFLS relays are modelled using RSCAD and loaded
on another RTDS rack. The test system and relay racks are connected to each other with
internal communication links, providing the relays with three-phase voltage waveforms of
the load terminal, and connecting the relays to the associated load of the test system.
Non-synchronous power generators are implemented and placed at every generator ter-
minal and replace the portion of the synchronous generators uniformly. By doing so, sce-
narios of different inertia level of the system are formed, and the system frequency response
in different test scenarios can then be obtained and analysed. The obtained results are used
to evaluate the effectiveness of the proposed UFLS scheme and compare it with that of the
conventional scheme. The frequency of Col is used to represent the average frequency re-
sponse of the entire system. It should be noted that since this study only focuses on the
primary frequency control, the final frequency after load shedding does not return to 50 Hz.
A four-step conventional UFLS scheme is set based on the systematic approach pre-
sented in [103]. The conventional scheme involves four steps, which conforms to the typical

number of steps for many countries, as noted in the grid codes [104].
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Table 7-1: Specifications of the IEEE 39-bus system in different scenarios.

Scenario  System inertia System capacity

MVA.s Sec (MVA)
Base case 78000 12.4 6300
25% PE case 58500  9.26 6300
50% PE case 39000  6.20 6300
75% PE case 19500  3.10 6300

An important point to note here is that FFR is not modelled and considered in this study.
Even though FFR has been attracting a lot of attention in the recent power system research,
it is vital to point out that the method presented in this chapter is focusing on an improved
UFLS scheme which has a different operation principle and triggered at a lower frequency

threshold. Therefore, FFR is not considered to be included in this study.

7.4.1 Test System and Relays Settings

The IEEE 39-bus system with a total load capacity of 6087 MW and 2781 MVAr is used to
test the performance of the proposed and conventional UFLS schemes in terms of system
frequency response following LoG events. The nominal frequency of this system is modified
to be 50 Hz. A dynamic PQ source model is used to represent large PE-interfaced RESs.
These RESs are added to all generator buses, and the RES penetration level is varied by
replacing different portions of the conventional generation with the same size of dynamic
PQ sources. To create under frequency conditions for testing the UFLS schemes, generators
of different sizes are tripped.

Four versions of the IEEE 39-bus system in RTDS are used to represent the system
in future scenarios with different inertia and RES penetration levels. Table 7-1 lists the
information of each scenario in terms of system capacity and inertia. The test systems
corresponding to these scenarios are called base-case, 25 % RES case, 50 % RES case and
75 % RES case, respectively. The base-case scenario represents the default scenario with
the most substantial inertia, i.e., 12.4 sec. The UFLS relays are placed at one-third of the
load buses.

The proposed UFLS relays are set to operate and shed an appropriate amount of load

once local frequency measured by them falls below 49.5 Hz. A four-stage conventional
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Figure 7-4: IEEE 39-bus test system.

UFLS is implemented in this section which will disconnect 7.5 % system demand at 49.2,
48.8, 48.6 and 48.4 Hz respectively. A 150 ms delay is added representing the operation
delay of circuit breaker. This enables us to compare the performances of the proposed and
conventional UFLS schemes following similar LoG events. The settings of the conventional
scheme are obtained based on existing grid code guidelines and common practice [103],
[104]. Thanks to the early estimation of LoG size, the proposed scheme is able to quickly
activate the UFLS process compared to the conventional scheme, without risking reliability.
Therefore, the single frequency threshold of the proposed scheme is set higher than all
frequency thresholds of the conventional UFLS scheme.

It is well established that frequency might become distorted over a transient period fol-
lowing LoG events. This makes it quite challenging to reliably identify the inflection points
of the frequency curve. Therefore, a blocking period of 500 ms is applied here before
seeking the first inflection point. Simulations conducted show that the performance of the
proposed scheme is improved accordingly with no risk of violating statutory frequency lim-
its. System inertia is assumed to be estimated with respect to the committed synchronous
generators in the system and fed to the UFLS relays regularly enough via non-real-time com-
munication media. The scheme is expected to counteract active power deficit through this
single stage of load shedding. From a practical point of view, however, it would be helpful

to still maintain the conventional UFLS scheme in service. This might help to account for
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large LoG events or cascading failures following which the proposed UFLS scheme might

not act effectively/fast enough.

Table 7-2: Specifications of conventional UFLS settings.

Stages  Category  Threshold Size

1 Conventional 49.2 7.5%
2 Conventional 48.8 7.5%
3 Conventional 48.6 7.5%
4 Conventional 48.2 7.5%

7.4.2 Accuracy of Local RoCoF Estimation

To study the accuracy of the technique put forward for estimating the Col RoCoF by local
frequency measurements, all 29 non-generator buses are equipped with the proposed UFLS
relay. A total of 105 LoG events are simulated at different locations with sizes ranging from
250 MW to 1250 MW in 50 MW steps. In total, 3045 RoCoF estimations are acquired
and presented in Figure 7-5 with a normal distribution fitting curve. 88.2 % of all RoCoF
estimated are within 5 % deviation of the Col RoCoF, which proved the robustness of the
proposed IPD technique. It should also be noted that the mean of all RoCoF errors is -1.94
%, and the standard deviation is 3.01 %.
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Figure 7-5: The distribution of the RoCoF estimation error.

7.4.3 General Evaluation of the Proposed UFLS Scheme

The general performance of the proposed UFLS scheme is studied in this subsection for

a wide range of LoG events in different system scenarios. A heavy loading scenario is
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assumed with a 1500 MW load increase. Additional generating units with a total generation
of 1500 MW output are placed at bus 18. The outage of generating units below 600 MW at
this bus will not activate the UFLS scheme as frequency deviation will not violate the 49.5
Hz threshold. Four larger outage cases, corresponding to 600, 800, 1000 and 1200 MW,
makes frequency violate the 49.5 Hz frequency threshold. To demonstrate the performance
of the UFLS scheme following these four LoG events, the Col frequency following each
event is calculated using (7-2) and shown in Figure 7-6. It is observed that the UFLS scheme
is triggered, and the frequency deviation is arrested in all cases. The first inflection point is
detected around 600 ms after the LoG inception in all cases. The frequency nadir remains
slightly below 49.5 Hz as the whole generation deficit is compensated for at once as soon as

the threshold is violated.
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Figure 7-6: The frequency response of the proposed UFLS scheme following LoG events
of different size.

The average relative errors of the estimated RoCoF in each simulated case is calculated

as below ‘
COFCOI — m{ |
ROCOFCOI

Average Relati 1 i Ro (7-16)
verage Kelauive error = — -
c N5

where the RoCoF ¢, stands for the true RoCoF of the Col and m{ is the estimated RoCoF by
the relay i and NV is the number of UFLS relays in the system. Table 7-3 summarizes the true
and estimated LoG size and Col RoCoF in each case. As can be seen, the estimations are
quite acceptable from a practical point of view with marginal errors. The estimation error

for Col RoCoF in all cases are less than 2 %. It is also noted that the estimated LoG size is

smaller than the true size. This mismatch is related to the inertial response of generators and



124CHAPTER 7. DECENTRALISED ADAPTIVE UNDER FREQUENCY LOAD SHEDDING SCHEME

Table 7-3: Performance of the proposed UFLS scheme.

%r‘l’fe" S‘é‘;“ﬁ(rl\rfa\l)d Load Shed (MW) TEIZCOZ(SI;IZI{ Z)te —— RoCoF Est. Error (%)
600 4988 24165 20316 -0.319 0.97%
800  644.5 -642.2 0415 -0.412 -0.72%
1000 790.4 787.7 20512 -0.505 -1.39%
1200 9362 2933.0 0.604  -0.598 -1.02%

also the effect of voltage depression immediately after the event. In fact, the estimated LoG
size is accurately reflecting the true active power deficit. Table 7-4 shows the time instants
at which the UFLS relays accomplish their duty and disconnect the corresponding load. In
the case of 600-MW LoG, it is seen that not all relays perform load shedding as the relays
operate in a distributed mode and will not trigger if the load shedding of other relays makes

frequency recover.

Table 7-4: UFLS triggering instants by different relays.

LoG Size 600 MW 800 MW 1000 MW 1200 MW

Relay 1 2.36s 1.38s 1.14s 0.95s
Relay 2 2.37s 1.38 s 1.13 s 0.95s
Relay 3 2.23s 1.38s 1.13s 0.94 s
Relay 4 2.38s 1.39s 1.14s 0.97 s
Relay 5 0.00 s 1.38s 1.15s 1.09 s
Relay 6 2.05s 1.40s 1.02s 0.84 s

7.4.4 Sensitivity to Various Factors

The sensitivity of the proposed UFLS scheme to penetration level is investigated in this sub-
section. The performances of the proposed and conventional UFLS schemes are compared
for all simulated cases carried out on the modified IEEE 39-bus system. To evaluate the
UFLS performance from different perspectives, a wide range of contingency sizes is con-
sidered by disconnecting a set of generators whose total active power output amounts to 5
% to 25 % of the total generation in the system. For each specific contingency size, multiple
possible cases are studied to ensure the obtained results are valid.

Figure 7-7 demonstrates the frequency response following a 1000-MW LoG event. The
solid and dashed lines represent the results obtained with the proposed and the conventional

UFLS schemes, respectively. As can be seen, the proposed adaptive UFLS scheme would
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more effectively contain the frequency nadir close to nominal frequency thanks to its abil-
ity to estimate the true LoG size, fast and accurately. Table IV summarizes the results of
RoCoF estimation for different RES penetration levels. It can be observed that the average
relative error does not exceed nine percent in different penetration levels, confirming that

the accuracy of the proposed technique is quite promising from a practical point of view.
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Figure 7-7: The frequency response of the proposed UFLS scheme following LoG events
of different size.

Table 7-5 provides frequency nadirs for LoG events of size ranging from 1000 MW to
1800 MW. As can be seen, the nadir by the proposed scheme does not fall as much as that
by the conventional UFLS scheme irrespective of the RES penetration level. This is because
of the quick estimation of the event size and implementation of the UFLS at once by the
former. On the other hand, the amounts of load shed by the proposed UFLS scheme remains
constant regardless of the RES penetration level and the system inertia. However, simulation
results show that the conventional UFLS scheme tends to shed more load following an LoG
event of a fixed size if the system inertia decreases. This emanates from the fixed margins
between the frequency thresholds of the conventional UFLS scheme. Indeed, for larger RES
penetration levels, frequency drops much faster and is likely to violate a greater number of
frequency thresholds. This will result in more load shedding and even overshedding in

systems with highly reduced inertia.
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Table 7-5: Frequency nadirs for different RES penetration levels.

Base-Case 25% RES 50% RES 75% RES
LoG Event Size (MW) Prop. Conv. Prop. Conv. Prop. Conv. Prop. Conv.
Frequency Nadir (Hz)
1000 4942 49.17 49.39 49.18 49.31 49.16 49.21 49.10
1200 49.34 49.14 49.29 49.11 49.20 49.06 49.11 48.95
1400 4926 48.97 49.20 4890 49.09 48.81 49.03 48.81
1600 49.18 48.79 49.08 48.76 49.01 48.77 4897 48.72
1800 49.06 48.76 48.92 48775 48.85 48.68 48.79 48.55

7.4.5 An Adjustment Coefficient to Optimize UFLS Performance

The flexibility offered by the fast estimation of the LoG size using the proposed UFLS
scheme is studied in this subsection. The amount of load shed by the conventional UFLS
scheme is generally smaller than the LoG size. This essentially results from the multiple load
shedding steps used by the conventional UFLS scheme. If frequency violates a frequency
threshold but does not reach the next threshold, only the amount attributed to the violated
threshold will be shed from the system. However, the proposed scheme is able to accurately
estimate the size of the LoG event. This enables system operators to decide what portion of
the lost active power needs to be compensated for by load shedding.

In practice, it might be desirable to limit the load shedding amount to a less-than-unity
fraction of the LoG size. Many studies [42], [44] on adaptive UFLS have also deliberately
reduced a certain portion of the estimated power mismatch to achieve a less amount of load
to be shed. This can be easily realized in the proposed UFLS relays by multiplying the
estimated LoG size by an adjustment coefficient. Special care should be taken to determine
the adjustment coefficient as shedding less amount of load will certainly result in lower
frequency nadir and final system frequency.

The performances of the proposed UFLS scheme with different adjustment coefficients
and the conventional UFLS scheme are compared here. This comparison is made in terms
of frequency nadir reached and the total amount of load shed. To this end, the IEEE 39-bus
system with 50 % RES penetration is chosen as the test system. The sizes of LoG events are
varied from 1000 MW to 1800 MW, and the frequency behavior is recorded for adjustment
coefficients ranging from O to 1 pu. Figure 7-8 provides the average of important behavioral
indices of simulation results obtained. As can be seen, without any adjustment (8=1) the

frequency nadir by the proposed scheme will be located 0.25 Hz higher than that with the
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conventional scheme. This is achieved by shedding the same amount of load as the LoG

event size.
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Figure 7-8: The frequency response of the proposed UFLS scheme following LoG events
of different size.

By decreasing the adjustment factor, the amount of load shed by the proposed method
will decrease at the expense of reaching lower nadirs. When f is set to 0.7, the amount of
load shed by the proposed scheme will be fairly equal to that by the conventional scheme,
but with a higher nadir. The reason is that the load shedding process by the proposed scheme
is done at once as soon as frequency falls below 49.5 Hz, while this is done in several steps
using the conventional scheme. Further reducing 8 gives rise to both higher frequency
nadirs and less amount of load shed by the proposed scheme compared to the conventional
one, which clearly confirms the superiority of the former. This is the case up until $=0.34
for which the nadir with both schemes will be the same, while the amount of load shed by
the proposed scheme is less than 50 % of that by the conventional one.

Figure 7-9 demonstrates the frequency response of the system for a 1000-MW LoG event
using the proposed UFLS scheme and compared it with that of the conventional schemes.
As explained, when f is set to 0.7 pu, the proposed scheme will shed the same amount of
load as that by the conventional scheme. In this case, the frequency deviation is arrested by
the proposed scheme at around 0.21 Hz higher than using the conventional UFLS scheme.
The figure also shows how the same nadir would be achieved by the proposed scheme by

setting B to 0.35 pu only by shedding less than 50 % of the load shed by the conventional
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scheme. In this case, the time to reach nadir is increased, which gives the opportunity for
primary and secondary control mechanisms to return the frequency within an acceptable
range in due time. In brief, the proposed scheme can provide higher frequency nadirs than

that with conventional UFLS scheme, with equal or even less amount of load shed.
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Figure 7-9: The frequency response of the proposed UFLS scheme following LoG events
of different size.

7.5 Validation in the GB Test System

In this section, the proposed adaptive UFLS scheme is tested on a model of the GB trans-
mission network, which is a practical example of a large AC power system. The dynamic
model of the GB test system was adopted from National Grid’s 36-zone model in DIgSI-
LENT PowerFacotry for this study. The dynamic model of the system used for this study
included all components in the power system. This extends the extensive tests carried out on
the modified IEEE 39-bus test system as the GB transmission network is an isolated system
with a few interconnectors to the external grid, predicted to encounter low inertia problem
in the future.

The network is converted into RTDS, shown in Figure 7-10, with a reduced number of
zones (compared to the 36 zones), allowing the incorporation of more complex resource
models. Each zone will have a different generation mix and certain significant resources
(e.g. large offshore wind farms or new nuclear plants) will appear as distinct entities con-

nected to sub networks within the zone. By this, the GB test system model consists of
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a total of 26 busbars, 20 synchronous generators and 25 asynchronously connected genera-
tions (inverter-based generation) with 26 lumped loads. The nominal voltage of transmission
lines is 400 kV, in this network.

In this case, eight designed UFLS relays are implemented at heavy loading busbars

across the system, as shown in Table 7-6 and marked in Figure 7-10.

Table 7-6: UFLS relay placement in GB test system.

Region Zone
South 1 ,2a8’9
North 13,15,20,23

16
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Figure 7-10: Single-line diagram of GB test system in RTDS.
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The inertia level is 80 GVA.s presenting a system inertia predication in year 2020-2025
and the total system demand is 38 GW. 43% of the demand is supplied with non-synchronous
generation and modelled as PQ sources.

The setting of proposed adaptive relay remains the same as it is designed to accommo-

date different system inertia level. The conventional UFLS relay is given in Table 7-7. For
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practice in real system, simulation results are presented in absolute value instead of in per

unit in the previous section.

Table 7-7: Specifications of conventional UFLS settings in GB test system.

Stages  Category  Threshold Size

1 Conventional 49.2 1200 MW
2 Conventional 48.8 1200 MW
3 Conventional 48.6 1800 MW
4 Conventional 48.2 1800 MW

The performance of the conventional and proposed UFLS schemes are presented in Table
7-8 and Table 7-9. It is noted the proposed one-stage UFLS scheme can effectively estimate
RoCoF with high accuracy and respond proportionally to the event size. The frequency nadir
is considerably improved especially. The performance of RoCoF estimation by the proposed
method is also included in Table 7-8 which again valid the effectiveness of proposed RoCoF

estimation method and adaptive UFLS scheme.

Table 7-8: Performance of proposed UFLS scheme in GB test system.

Event Freq Final Freq Load Estimated Max Ave
Size Nadir Freq Recovery Shed RoCoF Relative  Relative
MW) (Hz) (Hz) (Sec) (MW) (Hz/s) Error (%) Error (%)

1500 49.36 49.97 16.20 999 -0.31 2.05 1.38
1500 49.36 49.97 16.21 981 -0.30 1.72 0.87
2000 49.22 49.94 17.40 1315 -0.41 3.18 222
2000 49.23 49.94 16.90 1321 -0.41 3.48 1.93
2500 49.11 49.93 17.62 1714 -0.53 6.67 2.54
2500 49.08 49.93 17.92 1682 -0.52 8.69 4.57
3000 4896 4991 18.46 2070 -0.64 3.34 1.87
3000 4898 49.92 18.31 2128 -0.66 2.90 1.81
3500 48.83 49.90 18.62 2450 -0.76 4.65 2.88
3500 48.85 49.90 18.32 2483 -0.77 4.01 2.27
3500 48.78 49.89 18.77 2431 -0.75 8.83 5.08
4000 48.73 49.89 18.24 2908 -0.90 5.45 3.88

7.6 Chapter Summary

This chapter has demonstrated a method that allows the accurate estimation of Col’s RoCoF

without communication system and, therefore, the accurate estimation of LoG and to shed
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Table 7-9: Performance of conventional UFLS scheme in GB test system.

Event Freq Final Freq Load
Size (MW) Nadir (Hz) Freq (Hz) Recovery (s) Shed (MW)
1500 49.14 50.02 12.79 1200
1500 49.14 50.03 12.61 1200
2000 49.00 49.95 16.89 1200
2000 49.00 49.95 16.90 1200
2500 49.01 49.94 16.45 1200
2500 48.68 50.14 11.18 2400
3000 48.68 50.14 11.18 2400
3000 48.63 50.01 13.52 2400
3500 48.63 50.01 13.71 2400
3500 48.48 49.93 16.42 2400
3500 48.48 49.92 16.31 2400
4000 48.47 49.92 16.53 4200

the proper amount of load using the proposed adaptive UFLS scheme.

Traditional UFLS schemes operate when measured frequency falls below the predefined
thresholds and shed predefined amounts of loads in multiple steps. Such a scheme is ex-
pected to experience over shedding issues when a fixed set of settings is used in another
system with higher renewable integration.

Unlike the traditional method, the newly proposed UFLS scheme utilises local frequency
measurement to estimate the RoCoF of the Col of the system and adaptively change the size
of load shedding. The inflection points on frequency curves are exploited to be used to
estimate the Col frequency and calculate an approximation of the RoCoF of the Col.

Performance of the proposed UFLS scheme is assessed using both IEEE 39-bus test
system and GB test system. The obtained results have shown that the proposed method
can adequately protect the system from frequency instability. The estimation of RoCoF is
accurate, thus can successfully reflect the actual disturbance size and decide the amount
of load shedding. Compared with conventional UFLS scheme, the proposed method can
achieve better performance in terms of higher nadir and correct load shedding amount.

Additionally, an algorithm to compensate for the reduction of the system inertia due to
generator tripping is created, the post-event system inertia can then be corrected to produce

a more accurate LoG estimation.



Chapter 8

Fast Frequency Response using Wide

Area Monitoring and Control System

This chapter describes a novel wide area monitoring and control scheme for fast frequency
response and its validation using HIL testing. The background of the method is discussed in
Section 8.1. Section 8.2 presents the concept of the scheme, and the validation methodology
is provided in Section 8.3. Section 8.4 presented the result of the performance assessment

of the scheme. The conclusion is given in Section 8.5.

8.1 Chapter Introduction

This chapter presents the design and performance of the Enhanced Frequency Control Ca-
pability (EFCC) scheme, using representation model of the future lower-inertia GB system
simulated by the proposed RTDS testbed, as described in chapter 6. In section 4.3, the
importance of FFR in future power systems and the feasibility for FFR to be achieved us-
ing a range of technologies has been discussed. However, the key shortcoming and gap of
the existing work is that they only focus on a specific technology or type of energy source
without the consideration of the optimised coordination of different resources, which could
have significantly different characteristics and capabilities in providing frequency support.
Furthermore, the existing work has very limited consideration of the regional impact of fre-
quency events. In [8], the regional impact of frequency events was considered, but again
only one specific resource was investigated without consideration of contribution from or

coordination with other FFR providers.

132



8.2. MONITORING AND CONTROL SCHEME 133

It can be seen from the literature review that, while the need for FFR in systems with
low inertia has been widely recognized, the following issues still remain unresolved: 1) the
locational impact of FFR has not been fully considered, where frequency stability has been
addressed as an independent issue from rotor angle stability and the risks of accelerating
frequency control using local measurements has not been recognized; 2) the coordination of
responses from different resources has not been considered when deploying the FFR from
different resources with different characteristics and capability, which leads to the overall
response not being optimal in performance; and 3) the need for monitoring of the status and
capability of resources providing frequency response is not well recognized, which could
result in the mismatch between the expected response and the actual power delivered by
renewable generation.

The focus of the chapter is to assess the performance of proposed scheme and to report
its success or issues across a series of defined tests of typical power system disturbance
conditions. The RTDS simulation environment has been dispatched to capture typical future
transmission system performance against scenarios as defined within National Grid’s Future
Energy Scenarios (FES). It should be noted that the design of the scheme is conducted by
GE which is part of the EFCC project [59], [105]'. The novelty of this chapter is the testing
and validation methodology and the analysis of testing result for such a very first WAMPAC

scheme of its kind in the world.

8.2 Monitoring and Control Scheme

This section presents the design of the novel Wide Area Monitoring Protection and Control
(WAMPAC) system, termed “Enhanced Frequency Control Capability (EFCC)”. The pre-
sented scheme addresses the aforementioned challenges of frequency control and the need
for faster frequency response with consideration of the regional impact of events and the
coordination of a range of different resources for responding on a localised basis.

The scheme uses real-time data from PMUs installed at both transmission and distribu-
tion levels for monitoring the network and determining the required responses. The system

takes into account the impact of the frequency event on different parts of the network and

IThe description of the proposed the scheme has been published in the paper Q. Hong, M. Karimi, M. Sun
et al., “Design and Validation of a Wide Area Monitoring and Control System for Fast Frequency Response,”
vol. 11, no. 4, pp. 3394-3404, 2020. © 2020 IEEE
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allocates responses at a regional level. The characteristics and capabilities of different con-
nected resources are considered, so that a coordinated and optimised response is dispatched
during and immediately following the event, thereby providing effective and enhanced fre-

quency control for low-inertia power systems.

8.2.1 Overview of the EFCC Scheme

The EFCC scheme has been designed with the following high-level requirements to address

the challenges brought by the lower system inertia:

e Bound total response magnitude to predictably limit over/under response to events;

The response must be within 500 ms of event initiation;
e Minimise the impact of control actions on the transient stability of the network;

Maximise utilisation of available resources;

Be capable of dealing with communications performance issues and failures in re-

source deployment.

The system uses a distributed control approach as indicated in [106], where the monitor-
ing and control functions are executed using three functional elements: the Central Super-
visor (CS), Local Controllers (LCs) and Regional Aggregators (RAs).

In Figure 8-1, the scheme is designed with two main data paths:

e One real-time “fast-communication” path for PMU measurements and command for

resources.
e One near-real-time communication path for sharing resource information.

The CS monitors the capabilities and characteristics of resources in near-real-time scale
(i.e. 1 s from status change). Based on the resource information, the CS identifies the op-
timal combination of resources to achieve the most desirable coordinated response, e.g. a
short delay and high ramp-up capability with sufficient duration. The CS sends the opti-
misation results (in the form of a set of priority values and rankings for each resource) and

system operating conditions (i.e. system inertia) to all LCs. This information is used by
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LC when calculating the required response from individual resources. This is discussed in

Section 8.2.3 and 8.2.4.

For the fast-data measurements, the power system is divided into regions, where the
boundaries would be formed based on suitable coherency studies [107]. Within each region,
a number of PMUs are installed close to the dominant inertial sources in the region. PMU
data in each region is collected by the RA, which perform aggregating algorithms to produce
an equivalent frequency and angle value for its region. The outputs of the RAs are broadcast
to all LCs, which perform real-time monitoring and control functions. The LCs are installed
at the resource sites that provide the FFR service. Each resource is equipped with one LC
and a local measurement device (typically a PMU), which acts as a backup in the event of

loss of wide-area communications.

When a disturbance occurs, each of the distributed LCs detects the event based on the
wide-area measurements or the local backup measurement. Each LC will then determine
the overall response required for the event and from that, their individual contribution to
the overall response. The contribution of the regions, and hence individual resources within
the regions, is determines based on analysis of the wide-area phase angle movement as a
result of the event. Deploying response with respect to the wide-area phase angle movement
ensures minimal impact on the overall transient stability of the system. The selection of
which particular resource to use within each region is based on the information received
pre-event from the CS. Using the priority tables, resources are deployed according to their
effectiveness in halting the frequency decline.

It should be noted that EFCC aims to deploy responses with a shorter time delay than
conventional droop-based responses, thereby enhancing containment of frequency devia-
tions. Droop control is of course still required in the system for frequency regulation. The
design of each of the three main elements and the algorithms to achieve the associated func-

tions are described in detail in the following sections.

8.2.2 Design of Regional Aggregators (RA)

An RA is installed in each region to collect and process PMU measurements and produce a
regionally aggregated frequency and angle to represent the regional behaviour. Compared to

a centralised control scheme, this has the benefit of reducing the amount of data sent from a
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region. Also, it reduces the effect of local modes of oscillations in a region through the ag-
gregating function. In order to represent a region’s frequency, sufficient PMUs are required
within the region to represent the inertial resources’ frequency behaviours, and ensure that
the effects of system reconfiguration/outage and resource unavailability do not significantly
impact the accuracy of the overall measurement synthesis. A weighting factor (W,én) is as-
signed to each PMU measurement to reflect its observability of the surrounding inertia in
the region. Clearly, in real-world applications, there are threats to data quality, measurement
accuracy and communications systems integrity. Accordingly, quality handling is incorpo-
rated in all functions.
The regional equivalent frequency is calculated using (8-1):

_ LSk X Win X O

Ir ‘ -
! L Srn % Wrn

(8-1)

where: Q}én is a quality metric derived for the measurement data based on elements such
as communications quality and signal metadata such as defined by the IEEE C37.118.2
standard [108].
The regional aggregated angle Og, is calculated using a similar method as shown in
(8-2).
Or, — Y. 6k, X Wi X Okn (8-2)
L Oy X Wy
A confidence level of the region is defined to assess the quality and the availability of

PMU data in the RA is calculated as shown below in (8-3):

Wi % O
LW,

In the LC, which processes the RA data, the confidence level Cg, is used to determine

Crn (8-3)

if the signal from a particular region is of sufficient quality to be used by the scheme. If the
confidence from that regions’ calculation is too low, it will be excluded from calculations,
however, this does not necessarily prevent the scheme from operating. A threshold for
overall confidence of the whole system is used to decide whether WAMS is reliable enough
to operate. If not, LC discards the wide area measurements and operates based on local
measurement. This is part of the graceful degradation design of the scheme.

The output of an RA is a vector R = [fr, Orn Crn), Which will be used by LCs for

detecting events and calculating the response required in each region.
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Figure 8-2: Response characteristics of resources

8.2.3 Design of Central Supervisor (CS)

The main task of the CS is to inform all LCs regarding the latest system condition (e.g.
overall system inertia) and provide near-real time assessment and coordination of resources
across the system. Based on the availability, capabilities and characteristics of the resources
that can provide FFR, an optimisation process is performed by the CS to prioritise the avail-

able resources in terms of response speed and duration capabilities.

Each resource providing FFR is characterised as shown in Figure 8-2 using a number
of parameters to describe its capability, e.g. P™ and dP™ /dt describe the total amount of
positive power and the ramp up rate of the positive active power respectively. The LCs will
report such information to the CS periodically or whenever there is a change to the resource
status. The CS will receive this information from all LCs and perform the optimisation func-

tion to assign resource priorities, i.e. ranking resources’ frequency response effectiveness.

In this example of the optimisation algorithm, the priority value of a resource ({) is
calculated based on the speed by which a resource can respond and the duration of that
response. The response characteristics of resources are defined with an initial delay of Tp
and average ramping rate dP/dt. From Figure 8-2, it can be seen that, the speed of response
is associated with delay and ramp rate, i.e. Tl;r and dP™ /dt for a positive response. Due
to the variety of the resources and their different delay and ramp rate, it is challenging to
directly compare different types of resources and prioritise them in the resource allocation
process. Therefore, a pseudo ramp rate (P), associated with delay and ramp rate, is defined
to compare the response speed of different resources. The definition of pseudo ramp rates
is illustrated in Figure 8-3. In this section, the positive response of a resource for under-
frequency event is used as an example to explain the design of CS. The negative direction

of response will follow the same principle.
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Figure 8-3: Definition of the pseudo ramp rate
Firstly, the resource profile can be expressed as (8-4):
Pz—xTR——thg (8-4)

At a defined time Ty, the pseudo ramp rate P can be calculated as (8-5):

dP*

dpP+
p— _di XTg — " X 1Ip

1k

(8-5)

The value of Ty is configured based on the desired response window, i.e. 1-2s where
it effectively represents the regional deployment of resources once triggering action has

occurred, but also accounting for delays in the resource deployment.

Once the pseudo ramp rate is calculated, the priority of each resource may be obtained
using (8-6):
Pt Tk

S = amax(IS) +P max(Tp)

(8-6)

Where P* and Tlf are the pseudo ramp rate and the power duration of the k’” resource in
a region respectively, while max(P) and max(Tp) are the largest ramp rate and the longest
duration for all resources within a region; « is the weighting of the positive/negative re-
sponse rate; B is the weighting of positive/negative response duration. A relatively higher
priority will be assigned to a resource with a faster response and/or longer duration capa-

bility compared to other resources. The weights a and 3 are configurable settings in the

CS.

The calculated priority values ({;) will be used to produce a ranking table for all the
resources in the region. The ranking table is sent to the LCs, along with system information
(e.g. system inertia, number of active regions and resources, etc.), which is used by the LCs

to determine the nature and amount of their responses.
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8.2.4 Design of Local Controller (LC)

The LCs are distributed controllers that are installed at (or close to) resource sites. LCs
autonomously detect events and calculate the resource deployment based on real-time mea-
surements from RAs and ranking information from the CS. There are a number of steps and
function blocks involved in the decision-making process; these are described in detail in the

following subsections.

System aggregation

The outputs from RAs contains information relating to regional behaviour, such as the ef-
fects of inter-area oscillations. To evaluate the system power imbalance from an event, the
data from RAs is further aggregated using the same methodology as used in the RA, produc-
ing a system-wide equivalent frequency and angle using (8-7) and (8-8) respectively. This

process is referred to as system aggregation and it is necessary for:
e Create a system signal from which to detect system events.

e Create the reference by which to compare each of the regions for the locational tar-

geting of the control scheme.

e Provide a filtering effect for inter-area oscillations due to averaging between the os-

cillating regions.

The latter is important as it reduces the effects of inter-area oscillations on the performance
of event detection and subsequent power imbalance calculations, each of which would oth-

erwise be sensitive to the effects of these oscillations.

_ ZfRn X WRn X QRn

Jrn X Wrn &7

fs

_ ZeRn X WRn X QRn
GRn X WRn

Os (8-8)

Event detection

The control scheme is only triggered when a frequency event is detected. The effects of

local phenomena such as line trips, which will affect local frequency measurements, do not
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Figure 8-4: Comparison of detection window on RoCoF

trigger the scheme. The events are detected using a pre-defined RoCoF threshold. Con-
ventional methods of calculating RoCoF from PMU measurements can lead to a long delay
due to the averaging window used. For this scheme, a novel fast event detection algorithm
is used, which limits the delays associated with fixed windowing methods. The approach
uses a window-fitting approach to target the samples surrounding the frequency excursion.
The detection window contains frequency values which are received every 20ms from the
measurement devices. The detector employs multiple stages of detection for verification,
and best-fit calculations to increase the accuracy of the detection method without unnec-
essary delay. There are a series of settings which allows user configuration and tuning of
the behaviour of the detection algorithms, such as changing thresholds, adjusting sensitivity,
etc. The algorithm is designed to “ride-through” gaps in data which may occur in wide-area

networks, and remain operational when gaps are present.

The event detector algorithm will provide an event trigger but also a RoCoF calculation,
where the event window method captures the event gradient more effectively than a fixed
window approach as shown in Figure 8-4. Use of a smaller window allows faster detection,
as the calculated RoCoF will violate the triggering threshold sooner, but also provides a

faster assessment of the resultant system RoCoF due to the event.

Resource allocation

Once an event is detected, the LC must determine the amount of individual power contribu-
tion from the resource it is controlling, based on the scale of the detected event, the impact
of the event on its region and the ranking information from the CS. This process is referred

to as resource allocation. The event scale is estimated using the swing equation as shown in
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(8-9) [109]:

2Hg x §
275 X Srated o gy % RoCoFs = AP (8-9)

sy
AP is the estimated total amount of power imbalance following a frequency disturbance.
The system inertia H; should be equivalent to the current inertia in the system, but this may
be difficult to assess accurately, so the value used in the algorithm allows for error, using
a self-correcting mechanism during deployment. When an event occurs, the LCs use the
wide-area measurements to evaluate which regions are most affected by the disturbance,
identifying the leading and lagging regions based on their individual angular acceleration.

A factor Kg, is defined using (8-10):

Krn = AOg, — ABg (8-10)
—~ =~
Orn—6y 05 —65

Where, 6" and 6, are pre-event system and regional angle respectively, while 9; and
91’& are system and regional angle at the time when the event is detected. The impact of
an event on each region can therefore be quantified through the above analysis of angles
deviation levels due to the event.

The total power imbalance is then allocated to the most affected regions, but biased ini-
tially towards the regions which are “leading” the event, i.e. ahead of the system frequency.
By targeting control to these regions, the angular separation between the regions can be re-
duced, thus reducing the risk of transient instability or system splits. The amount of power,
Prm, that a region requires to respond appropriately to the event can be calculated using
(8-11).

Krm

Prm = = X AP (8-11)
=1 Krj

Regions m represent the regions that are allowed to provide frequency response during

the initial control period where the risk of instability is a concern.

Total resource : Requested power in
avaliable in a region | a region

Priority || Resource 1 | !

Resource 2

Resource 3

Figure 8-5: Examples of resource allocation within a region.
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Once the effects of the event on the angular separation have passed, typically after the
first swing following the event, the risk of applying resources without region bias is reduced.
The scheme will then transition to a coordinated control stage, where additional resources
from regions which were initially blocked can be utilized, i.e. regions not included in Re-
gions m can begin to respond and contribute to the frequency response. This is particularly
useful if there was insufficient resource available in the most affected regions. The chosen
design principle maximizes the use of available resources without jeopardizing system sta-

bility.

LCs in Region 1

TEEE C37.118.2
e Modbus

IEC 61850 GOOSE

Figure 8-6: Test setup for validation of the EFCC scheme.

Within each region, there can be multiple resources controlled by multiple LCs. The re-
sponses from these resources are coordinated by their capability and characteristics so that
the overall response is fast and of sufficient duration for handover to primary response. This
is illustrated in Figure 8-5. The total requested power will be taken from the available power
based on the priority, which is determined by the CS based on the resources’ ramp rate and
duration (as presented in Section 8.2.3). In case 1, resource 1 is sufficient to supply all the
requested power and has the highest priority, so all requested power will be dispatched from
resource 1. In case 2, the requested power is resource 1 and 2 will be fully dispatched while
the remaining power will be taken from resource 3. If the requested power is greater than

the available power, all the available power will be dispatched as shown in case 3.

8.3 Validation of the EFCC Scheme

In this section, the methods used for testing the EFCC scheme and the associated test results

are presented to demonstrate the effectiveness of EFCC in enhancing frequency control in a
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low-inertia system. The validation of the scheme has been performed in using Controller-
Hardware-in-the-Loop (CHIL) approach. CHIL is suitable for applications where the in-
teraction between simulation and the physical devices involves analogue and digital sig-
nals [110].

The main reason for testing the EFCC scheme using CHIL approache is that CHIL is
more flexible and easier in the configuration of the network operating conditions, which
allows a relatively large number of tests to be conducted with a lower cost and shorter

period of time.

8.3.1 GB Test System Modelling in RTDS

This test uses a GB network test system that is designed to be representative of the GB sys-
tem. The reduced number of zones (compared to the 36 zones) will allow the incorporation
of more complex converter-based resource models, i.e. RES models. The reduced model of

36-zone GB network system is built and simulated in RTDS.

The modelled GB network test system consists of 20 synchronous generators and 25
asynchronously connected generations (converter-based generation) with 26 lumped loads
is selected for the validation and HIL testing. The single line disagram of the test system is
shown in Figure 8-7. In this model, four different types of service providers are modelled
and integrated. Photovoltaic (PV), Doubly Fed Induction Generator (DFIG), Combined
Cycle Gas Turbine (CCGT) and Demand Side Response (DSR) are connected at buses 4,
20, 25 and 9, respectively. The nominal voltage of transmission lines is 400 kV in this

network.

In EFCC scheme, total system inertia is an essential parameter in the scheme to calculate
the imbalance power. System inertia value is used for the estimate of the event size along
with the RoCoF value. Power imbalance, P, will be calculated based on equation swing

equation introduced previously which is presented below:

For validation of entire scheme, the test system model is configured to conditions re-
flective of future transmission system levels in the year 2020 of inertia including generator
inertia and inertia from demand and all other kinds of components which have kinetic en-
ergy, and generation technology and demand type, referred as “H2020” in the thesis. Total

value of inertia of the whole system can be obtained from various estimation method.
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Figure 8-7: Single line diagram of the GB test system.

8.3.2 CHIL Validation of the EFCC Scheme

The CHIL test setup for validating the EFCC scheme is illustrated in Figure 8-6. A reduced
GB network model is constructed in RTDS for emulating frequency disturbances. In these
tests, the EFCC scheme contains four LCs, two RAs and one CS. The network is configured
to have two different regions (corresponding to the two RAs), with each region containing
a mix of synchronous generators and converter-based generation. There are in total four
resources (corresponding to the four LCs), with each region containing two resources pro-
viding the EFCC responses. The resource information is provided in Table 8-1. Total rated
power of synchronous generators in the GB test system is 31045 MVA. The network model
is dispatched to represent the lowest inertia level with stored kinetic energy of 80 GVAs in

the GB transmission system in 2021/2 based on the studies conducted in [111].

8.3.3 Virtual PMUs Placement and PMU’s Weight Calculation

The aggregation of input signals (PMU frequency and angle) is based on the weightings ap-

plied to each input signal as defined by the user. So it is vital important to set the weightings
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Table 8-1: EFCC resource information for CHIL test.

Parameter LC1 LC2 LC3 LC4
Type CCGT Wind PV DSR
A Yes Yes(caseAl) Yes Yes
No(caseA2)
Pt 200 MW 300 MW 300 MW 200 MW
P~ 300 MW 200 MW 100 MW 0 MW
Ty 300 ms 100 ms 100 ms N/A
T, 300 ms 100 ms 100 ms N/A

dPt/dt 300 MW/s 1000 MW/s 1000 MW/s N/A
dP~/dt 300 MW/s 1000 MW/s 1000 MW/s N/A

TPJr 10 s 10s 10's 120s

T, 10s 10s 10s N/A
Region 1 1 2 2
Ranking 2 1 1 2

in order to obtain the best possible aggregated system frequency and angle for the scheme.
In the test, Virtual PMU of RTDS, simulated PMU by RTDS, is used to measure the

voltages and currents of the local busbar, and provide the IEEE C37.118 streams for the

controller of the scheme remotely. Virtual PMUs of RTDS have been configured and con-

nected to the controllers. The detail of the configuration is explained below.

PMUs Placement in GB Network

Virtual PMUs which are configured with Regional Aggregators (RAs) are presented in Table
8-2. In this table, The RA which PMU connected, and bus number which PMU installed are
presented. PMUs 1, 2, 3, and 4 are mapped with RA1 and PMUs 5, 6, 7, and 8 are mapped
with RA2. PMUs configurations with RAs for GB network test system are illustrated in
Figure 8-6.

Virtual PMUs which are configured to connect to GE PhasorPoint. GE PhasorPoint is the
Phasor Data Concentrator (PDC) and it has been designed for Wide Area Monitoring System
(WAMS) and phasor applications solution for system operators and transmission companies.
In the test, PhasorPoint is used for recording the test data from all PhasorControllers and

PMUs.
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Table 8-2: PMU placements in GB test system.

No. Virtual PMU Connectto Bus number

1 PMU Z11 RA1 1

2 PMU Z12 RA1 12
3 PMU Z13 RA1 10
4 PMU Z14 RA1 4

5 PMU Z21 RA2 16
6 PMU Z22 RA2 19
7 PMU Z23 RA2 23
8 PMU Z24 RA2 25

Virtual PMUs Weight Calculation

As there is no defined equation or method to weight the PMUs in the scheme, therefore
following equation for the calculation of PMUs’ weights is proposed for GB system model,

by calculating a ratio between individual generator inertia and the regional inertia:

i Qi
HSGSSG

: i
region~region

(8-12)

As it mentioned in Table 8-2, some buses are chosen for monitoring purposes with
PMUs. It is worth to mention that selecting these buses for monitoring by PMUs will result
in monitoring of 66% of total inertia in region 1.

The same procedure is conducted for calculation of PMUs’ weights in region 2. It is
worth mentioning that in this case, the inertia of the two regions are similar. In practice, the
weightings for all regions should reflect the difference of regional inertia as in future there

is likely to have a less even inertia distributed system.

8.4 Test Description and Cases

Real-time simulations provide a suitable testbed to perform HIL testing, in which the tran-
sient processes in a real power system has been simulated using the RTDS. The RTDS
produces test signals to be fed into the device under test, which in this study is the GE pha-
sor controller loaded with the designed EFCC control algorithm. The RTDS testing facility
provides sufficient flexibility to perform tests with a number of different test scenarios with

all mentioned service providers modelled.
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The test scenario delivered is based on a framework where RTDS uses virtual PMUs
to provide IEEE C37.118 streams of the measured frequency and angle signals to the con-
troller hardware and receives control output from it as input feedback into the real-time
simulation. This “closes the loop” between the simulator and the controller allows the real-
time simulation to incorporate the response of the control hardware. The modelled GB test
system is selected considering the requirements of producing adequate results and the fact
that only limited hardware is available places limitations on the size of the test system and
the complexity of the equipment models that can be included in the test system.

The testing focuses on the performance of the entire EFCC scheme for the GB test

system and made up of the following stages and individual tests:

1. Load increment and disconnection in region 1 and region 2.
2. Security against Short Circuits.

3. Frequency events followed by a short circuit fault.

4. Sensitivity analysis:

e Impact of PMU weights on the estimated system frequency.
e Impact of the amount of frequency response from service providers.

e Impact of ramp up rate of service provider response.

Testl: Sudden connection of a 1000 MW load

In this case, the availability of service provider PV, as shown in Table 8-3 is set to 1300
MW to be sufficient for the disturbance size which is 1000 MW. In Figure 8-8, the system
frequency is obtained from the local controller using Phasor Point software. Two cases are
compared when the EFCC scheme is activated and not. The effect of EFCC is significant as
the frequency nadir is improved from 49.35 Hz which has violated 49.5 Hz limit to 49.65
Hz. In Figure 8-9, system RoCoF, event detection signal and response of service provider
is given below. It is noted that the RoCoF estimation is 0.2 Hz/s which is larger than prede-
fined threshold 0.15 Hz/s, so that the event is detected, and service provider has responded.
In this case, 700 MW is requested from PV. To further illustrate how EFCC scheme has
responded, Figure 8-11 is given which shows the details in the first 2 seconds when distur-

bance happened. It is noted that the event detection and response request time is 250 ms.
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Table 8-3: Availability of service providers in test case 1.

Service provider Available power (MW)

Resion 1 DSR 200
cgton PV 1300

. CCGT 200
Region 2 Wind 300

50.1 T T
~——— Without EFCC
= With EFCC i

System Frequency (Hz)

49.3

I I I L I
0 20 40 60 80 100 120
Time (s)

Figure 8-8: System frequency response of a 1000 MW load increase event at bus 9 of

region 1.
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Figure 8-9: Simulation results of a 1000 MW load increase event at bus 9 of region 1.
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Additionally, at the beginning of the event (at 1s), there is a spike in the system frequency
which caused by the sudden system angle changes due to the sudden power imbalance,
which is not reflecting the actual system frequency. The scheme can detect this abnormal

spike and not to response initial transient but rather the longer-term frequency trend.
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Figure 8-10: Simulation results of a 1000 MW load increase at bus 9 of region 1 with two
different service pulling off speed.

It is also notable that after the service provider has dispatched its power and start to pull
off, a second frequency drop is observed. In Figure 8-10, a study is conducted to show the
effect of the pulling off speed of service provider (50 s and 100 s for pulling off the service
provider). If ramping down of FFR at a slower speed, a better frequency behaviour after 40
s can be achieved, as the governors are now slowly responding to slower falling frequency.
However, it means that the service providers are required to be able to sustain the output for
a longer period.

It should also be pointed out that the post-contingency steady-state frequency is below
49.8 Hz. In practice, secondary control should kick in and improve the frequency back
above 49.8 Hz. In the test, secondary control is not considered. Therefore, the steady-
state frequency after the event is mainly determined by the droop setting of the generator

governor.

Test2: Sudden connection of a 1500 MW load

To further explore the capability of the scheme, the disturbance size is set to 1500 MW which
is close to the maximum possible generator loss in the current GB system. The availability

of service providers remains the same as test case 1. The RoCoF measured in Figure 8-13
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Figure 8-11: Simulation results of a 1000 MW load increase at bus 9 of region 1.

is 0.3 Hz/s while the frequency response is given in Figure 8-12. Despite the larger size
of the active power deficit, the requested response is not significantly increased, due to the
initial frequency spike caused by a large disturbance which forces controllers to hold until
the spike damps out. Then the moment to estimate RoCoF is later than the initial point. In
this way, the security of the scheme is assured without compromising the required frequency

response.
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Figure 8-12: System frequency response of a 1500 MW load increase event at bus 9 of
region 1.

Test3: Sudden connection of a 1000 MW load in a different region

In this case, the location of the disturbance is moved to the other region to test if the EFCC

can correctly detect the location and issue the corresponding command.
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Figure 8-13: Simulation results of a 1500 MW load increase event at bus 9 of region 1.

Table 8-4: Availability of service providers in test case 3.

Service provider Available power (MW)
. DSR 200
Region 1 PV 300
. CCGT 200
Region 2 Wind 1300
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Figure 8-14: System frequency of a 1000 MW load increase event at bus 21 of region 2
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Figure 8-15: Simulation results of a 1000 MW load increase event at bus 21 of region 2

Test4: Effects of short circuit fault

From Figure 8-16, it can be seen that regional aggregator has detected a fault in the sys-
tem and effecively issued a fault detection signal preventing any maloperation. After fault
cleared in the system, the controller started to caluclate the RoCoF. However in this case,
the post-event RoCoF did not violate the defined threshold. Therefore, the scheme was not
triggered and no frequency response was instructed. From Figure 8-17, it can be seen
that the voltage at region 1 dropped below threshold (0.85 p.u.) which triggered fault de-
tection block. On the other hand, it is also noted that the voltage in the system is largely

depressed through the whole system. The closer to the fault location, the deeper voltage
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Figure 8-16: Simulation result of a 140 ms single line ground fault at bus 3 of region 1

drop is observed.

TestS: Generator tripping after a short circuit fault at bus 5

In this case, a 140 ms single phase ground fault is applied at bus 5 and then a generator
(1000 MW) at bus 5 is tripped. As shown in the figure 8-19 and 8-20, similarly to the cases
with load connection, the fault is detected and temporarily paused the event triggering, and
event detection is enabled after fault cleared. As the estimated RoCoF has violated the 0.15
Hz/s threshold, the scheme is enabled and the amount of requested power from PV is 850
MW. Figure 8-19 demonstrates status of the signals in a zoomed period shortly after the
disturbance. It proves that the scheme is able to correctly detect and respond to events that
occur in the aftermath of faults. The scheme is secure against line disconnection after a

fault.
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Figure 8-17: Voltages measured by PMU during 140 ms single line ground fault at bus 3 of
region 1

Sensitivity analysis: Impact of PMU weights on system frequency by comparing f-o;

from RTDS

In this test case, PMUSs are weighted in two ways. The first one is to equally set all weights
to 25. The second one is to calculate weights based on the generator inertia connected at
the same bus, described in previous section. The COI frequency is derived from RTDS
and based on the generator speed which represents system frequency most accurately. To
illustrate the difference, a 1000 MW load is connected at 12 seconds. It is noted that
the transient spike at the beginning of the event is both observed in both PMU weighting
method. But that equal weighting is removing more of the oscillation in the frequency while
the proximity weighting shows more frequency oscillation. The reason to see such results
is that we have a limited number of PMUs (total 8 out of 25 buses) due to the limitation

of RTDS resources. It is suggested to further investigate the impact with a higher number
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Figure 8-18: System frequency of generator tripping after a fault at bus 5 in region 1
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Figure 8-19: Simulation result of generator tripping after a fault at bus 5 of region 1

of PMUs and the optimal way to place PMUs in the system for future study. On the other
hand, the visibility can be influenced by the location of the disturbance. Especially, in this
case, there is one PMU having a higher weight located at the disturbed bus, therefore the
oscillation at this particular bus is introduced to the aggregated frequency. In Figure 8-23,
the difference of two PMU weight setting method is clearly shown. For the equal weight

method, the RoCoF is underestimated to the actual COI value.
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Figure 8-20: Simulation result of generator tripping after a fault at bus 5 of region 1
(zoomed)
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Figure 8-21: System frequency of different PMU weight configurations
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8.5 Chapter Summary

This chapter has presented the design and validation of a WAMC system capable of detecting
and analysing the regional impact of disturbances, and subsequently deploying fast and
coordinated responses with consideration of the characteristics and capabilities of a range
of different resources.

Case studies have been presented, using CHIL approach to test the scheme. The test
results have demonstrated that the scheme is capable of fast detection of frequency events
and deploying FFR in a coordinated and optimised manner to enhance frequency restoration
in low-inertia systems, thus providing a promising solution for the frequency control of

future power systems.



Chapter 9

Thesis Summary

This chapter presents the conclusions of the research, summarises the main contributions
and suggestions for future research in the area of frequency control in a power system with

high penetration of Power Electronic interfaced sources.

9.1 Conclusion

In this thesis, the research presented is to create new frequency control methods for a power

system with high penetration of Power Electronic interfaced sources.

The research first starts with a review of existing frequency control in Chapter 2. It
has revealed that the existing control methods will no longer be effective in a high PE-
penetrated system due to the uncertainty and reduced system inertia. To improve those
methods, there is a need to implement SMT and WAMPC into the system to support critical
system information for new frequency control methods.

A study of PE converter modelling and control is conducted to understand further how
the PE converter could affect the system frequency control. The study of its model and
control allows a deeper understanding of the PE converter’s role in the future system and
highlights its potential benefit for new frequency control methods because of VSC convert-
ers’ fast response speed. A high-fidelity model of PE converter and its control are then
modelled, and simulation results have proved its frequency support capability.

Then, the system frequency response in low-inertia systems is investigated in chapter 4,

revealing that current primary control is not sufficient in a low-inertia system. Furthermore,

160
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the impact of RoCoF relay on the system frequency stability is also assessed. A GB trans-
mission network with DG models is used for this study. The obtained results have shown
that the unwittingly tripping of DGs during a large frequency event could further stress the
system frequency stability. Fast frequency response is also simulated to compare with exist-
ing primary control. The benefit of the fast frequency response is proved. However, it also
reveals that the time frame of such a fast frequency response is very short, requiring a faster

and more reliable communication system.

As the importance of inertia has been addressed in previous chapters and studies, it is
vital to investigate a method for online estimation of the system inertia. Instead of a post-
mortem approach, wide area measurements and the swing equation are used to create an
online inertia estimation algorithm. The accuracy of estimation is satisfactory for further
application of inertia based frequency control. The proposed method can also be utilised to
estimate the inertia of various power system components, i.e., a distribution network with
embedded DGs or a certain region of the network as long as the power balance in and out of

the region can be measured at the boundary.

With estimated inertia, a decentralised under frequency load shedding strategy is pro-
posed to adaptively adjust load shedding amounts according to system inertia using local
measurements. The performance of the proposed UFLS scheme is assessed using both the
IEEE 39-bus test system and the GB test system. The obtained results have shown that the
proposed method can adequately protect the system from frequency instability. The esti-
mation of RoCoF is accurate, thus it can successfully reflect the actual disturbance size and
decide the amount of load shedding. Compared with the conventional UFLS scheme, the
proposed method can achieve better performance in terms of higher nadir and correct load
shedding amount. This is particularly effective before a full Wide Area Monitoring Sys-
tem (WAMS) scheme can be established in the system and can be an important protection
scheme in parallel with future WAMS based frequency control scheme. Additionally, an
algorithm to compensate for the reduction of the system inertia due to generator tripping is
created, the post-event system inertia can then be corrected to produce a more accurate LoG

estimation.

In the case of SMT and WAMS system implemented, a fast frequency control scheme
using WAMS is then presented, which uses real time frequency data from PMUs and deter-

mines the required responses. The system takes into account the impact of the frequency
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event on different parts of the network and allocates responses at a regional level. The
characteristics and capabilities of different connected resources are considered so that a co-
ordinated and optimised response can be dispatched immediately following the event.
Besides all created methods, a high fidelity RTDS based real time simulation testbed
is constructed in the lab to facilitate the simulation and validation of proposed frequency
control methods, using Controller-in-the-loop (CIL) and Hardware-in-the-Loop (HIL) tech-
niques. Algorithms or devices under test can be verified through real-time simulation in a

closed-loop manner.

9.2 Future Developments

The work presented in this research has met all its objectives and successfully made a num-
ber of contributions. Nevertheless, there are still several areas where further developments
could be made in order to extend the ideas and improve the methods created in this thesis.

As the topic of this thesis is about the impact of PE converters on system frequency
control, it is suggested that future development could include the FFR and synthetic inertia
functions into the power electronic model used. Therefore, the interactions between the
proposed frequency control methods and FFR and synthetic inertia can be further assessed.

The inertia estimation method presented in chapter 5 could be further verified using real
measurements in the system. As there is no complete wide area monitoring system existing
in the system, data from one single PMU at a generator busbar can be the next step for
validation of the method in the near future. PMUs at the grid connection point between
transmission network and distribution network could also be used to assess the inertia level
of the down stream distribution network. By doing this, the equivalent inertia of the demand
could be estimated if the inertia of all rotating machines in the distribution network are
known.

Another suggestion is to include a PMU placement strategy for the WAMS based fast
frequency control. The number of PMUs used in chapter 8 is limited by the RTDS resources
in this study and also in the real network due to the slow adoption of SMT technology around
the world. It would be of great interest to develop an optimal PMU placing and weighting
algorithm to improve the performance of the proposed method. It is vital to maximise the

accuracy of any such scheme in systems with limited PMUs in a real system.
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Across chapter 5 to chapter 7, conventional generators and renewable generators are
mainly considered as the source of the frequency response. Nevertheless, the proposed
methods can also be applied for demand side response. Demand response is the ability to
control the demand side loads to change their consumption based on situation and in re-
sponse to system changes. By extending the UFLS scheme in chapter 7, a hybrid frequency
control scheme could be further developed with the proposed RoCoF estimation method,
which utilises the demand response or other FFR resources for fast frequency control and
only trigger the adaptive load shedding when the frequency falls further below the statutory
limit.

Addtionally, the decentralise UFLS scheme can be combined with a WAMS based fast
frequency service when there is a WAMS available to explore, which can improve the overall
reliability in case of a communication failure.

It is also important to mention there is wider fundamental evidence research behind the
premise of frequency support challenges. The economic analysis of all the newly proposed
method is always an interesting topic to be further explored. A comprehensive and effec-
tive pricing strategy could be really beneficial for rolling out the new frequency control

techniques.
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Appendix A

Network Data of Test Systems

This appendix will provide the data required in order to perform dynamic studies on the
test systems used throughout this thesis. The parameters for Kundur’s two area test system,
IEEE 9-Bus and IEEE 39-Bus test systems that were used to perform simulations for this

research.

A.1 Kundur’s Two-Area Test System

Original data of the test system is adopted from Power System Stability and Control by P.
Kundur. [56]
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Figure A-1: Single line diagram of Kundur’s two area test system.

The line impedance data for the network is presented in Table A-1. Load flow data is

included in Table A-2.

A.2 1IEEE 9-Bus Test System
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Table A-1: Line data for the Kundur’s two-area test network
From bus Tobus R (pu) X (pu) B(pu)
1 5 0 0.15/9 0
2 6 0 0.15/9 0
3 11 0 0.15/9 0
4 10 0 0.15/9 0
5 6 25x0.0001  25x0.001  25x0.00175
10 11 25x0.0001  25x0.001  25x0.00175
6 7 10x0.0001  10x0.001  10x0.00175
9 10 10x0.0001  10x0.001  10x0.00175
7 8 110x0.0001 110x0.001 110x0.00175
7 8 110x0.0001 110x0.001 110x0.00175
8 9 110x0.0001 110x0.001 110x0.00175
8 9 110x0.0001 110x0.001 110x0.00175
Table A-2: Load flow data for the Kundur’s two-area test network
Bus V(pu) Pc MW) PL(MW) Qp (MVar) Qc (MVar)
1 1.03 - - - -
2 1.01 700 - - -
3 1.03 719 - - -
4 1.01 700 - - -
7 - - 967 100 200
9 - - 1767 200 350
Table A-3: Generator dynamic data for the Kundur’s two-area test network
Generator Rating X; X, X| X, X} Xé Xé’ X ;0 X q”o H
(MVA) (puw) (pw) (pu) (pu) (pw) (pw) (puw) (pu) (puw) (s)
Gl 900 1.8 03 025 8 003 1.7 025 04 005 6.5
G2 900 1.8 03 025 8 003 1.7 025 04 005 6.5
G3 900 1.8 03 025 8 003 1.7 025 04 0.05 6.175
G4 900 1.8 03 025 8 003 1.7 025 04 0.05 6.175
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Figure A-2: Single line diagram of IEEE 9-bus test system.

Table A-4: Synchronous machine parameters

SM1 SM2 SM3
Nominal Power (MVA) 512 270 125
Nominal Voltage (kV RMS L-L) 24 18 15.5
Xd (pu) 1.7 1.7 1.22
X’d (pu) 0.27 0256 0.174
Xd (pu) 0.2 0.185 0.134
T°do (s) 3.8 4.8 8.97
T”do (s) 0.01 0.01 0.033
Xq (pu) 1.65 1.62 1.16
X’q (pu) 0.47 0245 0.25
X’q (pu) 0.2 0.185 0.134
T’qo (s) 0.48 0.5 0.5
T”qo (s) 0.0007 0.0007 0.07
Ra (pu) 0.004 0.0016 0.004
X1 (pu) 0.16 0.155 0.0078
S(1.0) 0.09 0.125 0.1026
S(1.2) 0.4 0.45 0.432
H (s) 2.6312 4.1296 4.768
D (pu) 2 2 2
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Table A-5: Exciter parameters

SM1 SM2 SM3
Kp 5.3 5.3 5.3
Ka 200 30 25
Kf 0.0635 0.05 0.108
Tr (s) 0 0 0.06
Ta (s) 0395 04 0.2
Tf (s) 1 1.3 0.35
Vtmin (pu) 0.1 0.1 0.1
Vtmax (pu) 100 100 100
Vrmin (pu) -3.84 459 -3
Vr max (pu) 3.84 459 3

Table A-6: Transformer parameters

T1 T2 T3
Nominal primary voltage (kV RMS L-L) 24 18 15.5
Nominal secondary voltage (kV RMS L-L) 230 230 230
R1 (pu) 1.00E-10 1.00E-10 1.00E-10
L1 (pu) 2.88E-02 3.13E-02 2.93E-02
R2 (pu) 1.00E-10 1.00E-10 1.00E-10
L2 (pu) 2.88E-02 3.13E-02 2.93E-02
Rm (pu) 5.00E+03 5.00E+03 5.00E+03
Lm (pu) 5.00E+03 5.00E+03 5.00E+03
Vr min (pu) -3.84 -4.59 -3
Vr max (pu) 3.84 4.59 3
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Table A-8: Load parameters

Load5 Load6 Load8
Nominal Active Power (MW) 125 90 100
Nominal Reactive Power (MVar) 50 30 35

A.3 1EEE 39-Bus Test System

IEEE 39-Bus system is a reduced equivalent of the New England test system (NETS) [103].

9

33

Figure A-3: Single line diagram of IEEE 39-bus test system.



182 APPENDIX A. NETWORK DATA OF TEST SYSTEMS

Table A-9: Transformer Data

From BUS ToBUS R (pu) X (pu) Tap Ratio

12 11 0.0016 0.0435 1.006
12 13 0.0016 0.0435 1.006
6 31 0 0.0250 1.070
10 32 0 0.0200 1.070
19 33 0.0007 0.0142 1.070
20 34 0.0009 0.0180 1.009
22 35 0 0.0143 1.025
23 36 0.0005 0.0272 1.000
25 37 0.0006 0.0232 1.025
2 30 0 0.0181 1.025
29 38 0.0008 0.0156 1.025

19 20 0.0007 0.0138 1.060
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Table A-10: Bus Data

183

BUS Type —V— (pu) PGEN (MW) PLOAD (MW) QLOAD (MVAr)
1 P-Q _ - - -
2 P-Q _ - - -
3 P-Q - - 322 2.4
4 P-Q ; : 500 184
5 P-Q : - - -
6 P-Q _ - - -
7 P-Q _ - 233.8 84
8 P-Q - - 522 176
9 P-Q ; - - -
10  P-Q ; : ; _
11 P-Q _ - - -
12 PQ _ - 75 88
13 P-Q _ - - -
14  PQ ; - - -
15 P-Q : : 320 153
16  P-Q _ _ 329 32.3
17  PQ _ - - -
18  PQ - - 158 30
19  PQ _ - - -
20  P-Q ; : 628 103
21 P-Q _ _ 274 115
22 PQ _ - - -
23 P-Q ; _ 247.5 84.6
24 P-Q - - 308.6 92
25 P-Q ; _ 224 47.2
26  P-Q : : 139 17
27 P-Q _ _ 281 75.5
28  P-Q - - 206 27.6
29  P-Q - - 283.5 26.9
30 P-V 1.0475 250 - -
31 SLACK  0.9820 : 9.2 4.6
32 PV 0.9831 650 _ _
33 P-V 0.9972 632 - -
34 PV 1.0123 508 - -
35 P-V 1.0493 650 - -
36  P-V 1.0635 560 ; _
37 PV 1.0278 540 _ _
38 PV 1.0265 830 _ _
39 PV 1.0300 1000 1104 250
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Table A-11: Transmission Line Data

From BUS ToBUS R (pu) X (pu) B (pu)

1 2 0.0035 0.0411 0.6987
1 39 0.0010 0.0250 0.7500
2 3 0.0013 0.0151 0.2572
2 25 0.0070 0.0086 0.1460
3 4 0.0013 0.0213 0.2214
3 18 0.0011 0.0133 0.2138
4 5 0.0008 0.0128 0.1342
4 14 0.0008 0.0129 0.1382
5 6 0.0002 0.0026 0.0434
5 8 0.0008 0.0112 0.1476
6 7 0.0006 0.0092 0.1130
6 11 0.0007 0.0082 0.1389
7 8 0.0004 0.0046 0.0780
8 9 0.0023 0.0363 0.3804
9 39 0.0010 0.0250 1.2000
10 11 0.0004 0.0043 0.0729
10 13 0.0004 0.0043 0.0729
13 14 0.0009 0.0101 0.1723
14 15 0.0018 0.0217 0.3660
15 16 0.0009 0.0094 0.1710
16 17 0.0007 0.0089 0.1342
16 19 0.0016 0.0195 0.3040
16 21 0.0008 0.0135 0.2548
16 24 0.0003 0.0059 0.0680
17 18 0.0007 0.0082 0.1319
17 27 0.0013 0.0173 0.3216
21 22 0.0008 0.0140 0.2565
22 23 0.0006 0.0096 0.1846
23 24 0.0022 0.0350 0.3610
25 26 0.0032 0.0323 0.5130
26 27 0.0014 0.0147 0.2396
26 28 0.0043 0.0474 0.7802
26 29 0.0057 0.0625 1.0290
28 29 0.0014 0.0151 0.2490
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