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Abstract

AMPLIFYING DATA CURATION

EFFORTS TO IMPROVE THE QUALITY OF LIFE SCIENCE DATA

Mariam S. Alqasab
A thesis submitted to the University of Manchester

for the degree of Doctor of Philosophy, 2018

The massive amount of data received from the biomedical literature raises the issue
of maintaining data quality. This leads biomedical database providers to curate their
data, whether by using tools or hiring domain experts (humans who are known as cu-
rators). It should be noted that the curation process is not affordable for all databases,
as it is an expensive and time-consuming task, especially when human experts perform
curation. Carrying out curation is crucial in all domains and is not limited to biocu-
ration. In the biomedical field, keeping data curated can prevent harmful problems.
For example, if a protein name is miswritten in a data records, a scientist may then
use the incorrect name in all their experiments, causing confusion. In short, relying on
data that has not received curation can cause the production of incorrect results. The
importance of performing data curation leads many researchers to focus their efforts
on providing approaches to help speed up the curation process, make it more reliable
and make it more efficient.

In this thesis, we aim to amplify the use of the curation efforts in curated sources
and put these methods into a format that can be used by others without requiring extra
input from data curators. Among all the available suggestions to improve data curation,
to the best of our knowledge no model exists to help measure the level of maturity in
the curation process. In this thesis, we first propose a maturity model that describes the
maturity levels of biomedical data curation. The proposed maturity model aims to help
data providers to identify limitations in their current curation methods and enhance
their curation process. The maturity model was built based on information gathered
from five different biomedical databases and surveying the biocuration literature, and
did not require extra input from curators. Second, we explore one possible approach
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to maximising the value obtained from human curators (IQBot) by automatically ex-
tracting information about data defects and corrections arising from the work that the
curators carry out. This information is packaged in a source-independent form, allow-
ing it to be used by the owners of other databases. To extract this information, we
compared data from two consecutive versions of the data records. We ran IQBot to
monitor a real-world database (UniProtKB) to extract defects and defect corrections.
When we compared the extracted defects and defect corrections with data from other
databases, we found that the databases still had out-of-date data in their records.
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Chapter 1

Introduction

Quality is not an act, it is a habit.

Aristotle

As part of managing changes in data, data resource owners may use data curation.
The term ’data curation’ appears in the literature in relation to raising the standard
of data to a more mature level (the term is explained later in this chapter). As we are
focused on the biomedical domain, we use the term ’biocuration’ to refer to biomedical
data curation.

Although using data curation has various benefits for data resources, carrying out
data curation is an expensive process. Data curation requires the handling of a lot of
resources, including the tools required to perform various curation tasks and the hiring
of domain experts to apply their knowledge to the process. Furthermore, data curation
is an ongoing and time-consuming process. The problem is that not all data resource
owners have the necessary means to afford data curation. In this thesis, we focus on
providing ways to maximise the effectiveness of curation efforts in the biomedical
domain, and on restructuring the curation process into a format that can be used across
a wider range of disciplines.

At the beginning of this chapter, we introduce the term ’data curation’ (Section
1.1), and explain how data curation is carried out in the biomedical domain (Section
1.2). This leads us to discuss the problems related to biocuration (Section 1.3). To
solve these problems, we define the aims of the thesis (Section 1.3.1) and state the
research contributions (Section 1.3.3). The main contributions were published as listed
in section 1.4. Finally, we outline the structure of the rest of the thesis (Section 1.5).
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16 CHAPTER 1. INTRODUCTION

1.1 Data Curation

The Cambridge Dictionary defines curation as “the selection and care of objects to be
shown in a museum or to form part of a collection of art, an exhibition, etc.” 1. The
term ’curation’ is used more broadly here in the context of data curation, which is our
concern in this thesis. According to Shreeves and Cragin, “Data curation is the active
and ongoing management of data through its lifecycle of interest and usefulness to
scholarship, science, and education, which includes appraisal and selection, represen-
tation and organisation of these data for access and use over time” [SC08, p. 93].

Data curation plays an important role in enhancing data quality. Currently, a num-
ber of database providers use different ways to improve their data curation, using meth-
ods that are automatic, manual, or a blend of both. Automation in curation can solve
general quality problems that are easy to detect and solve. For instance, automation
can be useful for checking problems related to straightforward data completeness, i.e.,
querying whether all required attributes have values in all records and are not null.
However, the available forms of automated curation cannot fix more complex quality
problems. These need human knowledge, and expertise in the domain of the database,
to be detected and solved. Not all quality issues come under simple categories like fill-
ing in missing values or fixing misspelt values. More complex issues require experts
in the domain to examine the data, apply their knowledge to find defects, and correct
the data. As a result, some data resource custodians hire human experts to curate their
data manually, using their knowledge of the domain. These human experts are known
as data curators.

Databases providers use data curation as part of ensuring data quality. Data cura-
tion is not limited to fixing defects in the data at one stage, but is an ongoing process.
As mentioned above, the curation process can be carried out either automatically (us-
ing tools), manually (by curators), or semi-automatically (curators supported by tools).
It is better for data resources to avoid only curating data automatically, as not all types
of quality issue in data can be identified and corrected using curation tools. Some cases
related to inaccuracy need curators to spot the defects in data and assign corrections.
In short, carrying out the curation process for a data source is not a simple task, as it
requires time, effort, and other resources.

1https://dictionary.cambridge.org/dictionary/english/curation
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1.2 Data Curation in the Biomedical Domain

Generally speaking, data curation is handled by different communities from various
domains. Even within communities, data curation can vary depending on the type of
maturity of the data resources. This thesis focuses on data curation in the biomedical
domain, which is also referred to as biocuration. Specifically, we aim to amplify the
use of curation efforts applied to biomedical databases to help raise data quality. We
have chosen the biomedical domain because it is very active in terms of data curation.
Many biomedical databases dedicate part of their work to curation. They utilise cura-
tion tools and hire curators to work on their data. Since biocuration is an active field, a
new society called the International Society for Biocuration2 was established in 2008.
Biocuration, as defined by the society, ”involves the translation and integration of in-
formation relevant to biology into a database or resource that enables integration of the
scientific literature as well as large data sets” [ISB].

In the biomedical domain, researchers are actively studying issues related to biocu-
ration and working to enhance it. Biomedical communities follow different approaches
to data curation; some communities perform curation manually by hiring data curators,
while others perform it with the assistance of automatic curation tools. Some biomed-
ical communities, such as Egas [CLN+13] and IMEX [OKA+12] have grouped to-
gether to curate data (more details can be found in the 2 chapter).

’Biocurator’ is a term that refers to human experts in the biomedical domain who
perform curation. Biocurators may be paid to do this curation or, in some cases, may
donate their time to curate data related to their field of interest. Hiring data curators
costs money, and this leads data resource owners who cannot afford to employ biocu-
rators to ask domain experts to donate their time. However, in this case, data resource
owners cannot guarantee that they will receive suitable offers of help.

1.3 Research problem

There are many advantages of providing data curation, but performing it can be a
difficult task. Data curation is high in cost and may require data resource managers to
employ curators to do the job. The data need to be curated recursively, and curators
need to handle a huge amount of data, which makes it a time-consuming task. A
significant amount of research has been done to overcome these issues, including the

2www.biocuration.org
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following:

• Research proposing different ways to enhance curation whether by providing
collaboration between data resources to perform curation such as Phenex [BDD+14]
or seeking help by asking authors of papers to participate [BGF+12].

• Dealing with a large amount of literature to curate. Some research has focused
on implementing tools to support curation to automate part of the process, such
as RLIMS-P [TLL+14] and DataTamer [SBI+13].

The research mentioned above, and most of the literature on biocuration (which
is discussed in the next chapter), aims to solve issues related to the curation process.
However, to the best of our knowledge, less attention has been paid to wider issues
beyond the main idea of improving the curation process or to considering other aspects
related to curation. The list below shows some problems that we noticed, which we
argue could be resolved by changes to the curation process:

• To lower the cost of biocuration.

• To reduce the time spent on curation.

• To organise the curation process.

• To help data resources owners achieve curation at a level that suits their needs.

1.3.1 Research Aims and objectives

We aim to solve the research problems mentioned above by finding ways to expand
the use of current curation efforts. Based on our aim, the thesis objectives are stated as
follows:

• To summarise the literature of biocuration.

• To find a way to use the practices of data curation to assess the curation process.

• To find a way to maximise the effectiveness of curation efforts and apply them
to a wider range of data sources.
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1.3.2 Research Questions

To overcome the research problems mentioned previously, and achieve the research
aims and objectives, we formulated the following research questions:

• How can we use the practices of data curation to assess the maturity of the cura-
tion process?

• How can we reuse existing curation efforts and package them in a way that is
applicable to other resources?

• Can we infer the defects detected in data by a curator by examining the changes
made between stable versions of the data resource?

• Can we also infer the corrections identified for the defects by the curators, from
changes made between stable versions?

1.3.3 Research Contributions

This thesis presents the following contributions:

Design a maturity model for biocuration. The first contribution of this thesis is a
model that focuses on measuring the level of maturity in the curation process,
and, at the same time, allows individual data resource managers to define their
desired maturity level. The model does not provide a general description of
the curation process, but focuses on showing different maturity levels of the
basic components of the biocuration process. We amplify the effectiveness of
curation efforts by reviewing and gathering information from the literature on
biocuration and putting existing curation practises into one model. To the best of
our knowledge, the proposed maturity model is the first model that specifically
relates to biocuration.

A mechanism for reusing the curation efforts in other databases. We proposed, IQBot,
a mechanism that focuses on extracting the curation efforts from a curated data
source by following three steps: first, detect defects in data; second, find defect
corrections; third, determine the reason behind the defect corrections, subject to
the availability of the needed information.
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It should be noted that the maturity model represents a way to help biocuration
communities assess the maturity of their curation process, and at the same time cu-
ration practices that can be used in the curation process.The IQBot is considered as
a curation practice which helps efficiency by reusing the curation efforts applied to a
curated data source.

1.4 List of Publications

The research described in this thesis has been published in the following papers:

1. Alqasab, M., Embury, S.M. and Sampaio, S., 2017. Amplifying data curation
efforts to improve the quality of life science data. Int. J. Data Curation, 12,
pp.1-12. (winner of the best paper award)

2. Alqasab, M., Embury, S.M. and Sampaio, S., 2017. A Maturity Model for
Biomedical Data Curation. International Conference of Biomedical Ontologies,
Newcastle 2017.

1.5 Thesis Structure

The rest of this thesis is structured as follows:

Chapter 2 reviews the current situation for curation for the biomedical domain, as
described in the scientific literature, and highlights gaps in the research.

Chapter 3 introduces the concept of the maturity model. The rest of the chapter pro-
poses and describes BIOC-MM, a maturity model for the curation of biomedical
databases. We also discusses all the components of the maturity model at each
level of maturity, and explain how to use the maturity model in a community.

Chapter 4 presents the results of our effort to evaluate the model, BIOC-MM, with
the help of experts in biocuration. First, we survey the literature on evaluating
maturity models. We then describe the evaluation process from two different
viewpoints: the model builder (off-line); and human experts (expert evaluation).

Chapter 5 introduces our second contribution, which is represented by IQBot, a com-
ponent that works as a bridge between curated data sources and their consumers.
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An IQBot component extracts the results of the curation efforts made on a database
(whether the curation is carried out manually or automatically). We then outline
the architecture of an IQBot and describe how an IQBot can detect defects and
corrections in data. We also show the procedures followed to determine the rea-
son for the detected defect’s correction.

Chapter 6 shows how the IQBot described in chapter 5 can be connected to a real-
world curated database (UniProtKB). The chapter also discusses the difficulties
and challenges involved in dealing with a curated database when handling its
data and providing a list of defects and corrections.

Chapter 7 concludes the overall thesis with an explanation of the challenges faced,
and outlines possible future work to be carried out.



Chapter 2

Biocuration Literature Review

Necessity... the mother of invention.

Plato

This chapter reviews the existing literature relating to the curation of biomedical
databases. The literature review mainly focuses on obtaining an overall idea of what
research has been conducted on biocuration, the problems and issues in the domain of
biomedical data curation, and the proposed solutions to address these issues.

This chapter is structured as follows. Section 2.1 gives a definition of biocuration
and points out some differences between existing curation procedures in biomedical
databases. Research on curation workflow, which describes the full curation pipeline
and also describes how the curation process operates in respect to literature curation,
is presented in Section 2.1.1. Section 2.2 reviews the literature for biocuration, and
has been divided to three parts. The first part relates to triage and bio-entity litera-
ture (Section2.2.1), which concerns curation procedures used to search for literature
and extract data. The second part describes issues relating to the annotation of data
expressions, with a focus on the literature related to the identification of relationships
in data (Section 2.2.2). The third part, evidence extractions, concerns in the literature
on providing proofs of the curation,as described in Section 2.2.3. Finally, the chapter
concludes by highlighting the gaps in the biocuration literature.

22
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2.1 Biocuration Definition

The International Society of 1 refers to biocuration as follows: “Biocuration involves
the translation and integration of information relevant to biology into a database or
resource that enables integration of the scientific literature as well as large datasets;
accurate and comprehensive representation of biological knowledge, as well as easy
access to this data for working scientists and a basis for computational analysis, are
primary goals of biocuration”2.

The task of biomedical data curation goes beyond fixing defects in data (although
this is part of the curator’s mission); it covers all the stages of the data life-cycle, such
as data collection, data storage, and so on. Besides, some curation tasks must be done
by humans who are experts in the domain of the data, and are therefore capable of
interpreting the scientific literature, resolving conflicting interpretations, and reflecting
the results in the data. The curation task is time-consuming, and it is not always easy
to recruit curators with the breadth and depth of expertise to be able to do the job well.

Different database providers carry out the curation process in different ways. For
example, FlyBase invites people from outside the database (i.e., the articles’ authors)
to participate in the curation process. UniProt, on the other hand, divides the curation
process into two parts, automatic and manual curation. The Rat Genome Database and
PomBase apply OntoMate and Canto, respectively, as dedicated tools.

2.1.1 Biocuration Workflow

When we reviewed the literature relating to biocuration, we found a number of biocu-
ration workflows that outline the steps followed to perform curation. These workflows
varied in scope, from those describing full curation pipelines (Section 2.1.1.1) to those
with a focus on describing the literature curation pipeline (Section 2.1.1.2).

2.1.1.1 Full Curation Workflow

This section compares the biocuration workflows of two databases: UniProtKB 3

and Rat Genome 4 Databases. UniProtKB uses TrEmbl, where all automatic curated
records are stored, and Swiss-Prot, where manually curated data records are stored.

1www.biocuration.org
2www.biocuration.org
3www.uniprot.org
4www.rgd.mcw.edu
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UniProtKB differentiates data records in TrEmbl from those in Swiss-Prot by referring
to them as unreviewed and reviewed, respectively. Figure 2.1 shows the curation work-
flow of UniProtKB. Data records can receive two types of curation; manual and auto-
matic. The automatic curation concerns issues related to protein sequence, and two
rule-based systems are used: Unified Rules (UniRule) and the Statistical Automatic
Annotation System (SAAS). The UniRule approach uses rules created by domain ex-
perts. However, the SAAS approach is designed based on a decision tree algorithm. In
addition to these two systems, InterPro 5 classification is applied. The manual curation
focuses on issues that cannot be curated automatically, such as curating literature and
family-based curation.

Figure 2.1: UniProt Curation Workflow6.

Although many biomedical databases curate their data, they follow different work-
flows to achieve this. If we compared the UniProt workflow with another database (for
example, the Rat Genome database) we can identify differences in the curation work-
flow or in the procedures performed to curate data. Figure 2.2 shows the main steps
for the curation of the Rat Genome Database. Rat Genome focuses their work using a

5www.ebi.ac.uk/interpro/
6www.uniprot.org/help/biocuration
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curation mechanism called OntoMate. OntoMate operates as the main interface where
the entire curation process starts. Currently, OntoMate selects and curates abstracts
from the literature, but the work of extracting data from full-text sources is ongoing. If
this goal is achieved, OntoMate will be the first tool in the domain able to curate full-
text articles. It should be noted that UniProtKB separates the data curated manually to
the data curated automatically, while Rat Genome does not distinguish between these
two methods of curation.

Figure 2.2: Rat Genome Curation Workflow [LLH+15].

2.1.1.2 Literature Biocuration Workflows

The section describes literature curation workflows that make use of various approaches
to speed up the curation process. Hirschman et al. propose the incorporation of embed-
ded text-mining approaches into the biocuration workflow to support the curation pro-
cess [HBK+12]. The authors start by giving a general overview of the primary proce-
dures of the biocuration workflow, which was constructed based on information gath-
ered in two ways. First, the authors reviewed the methods of data curation used in eight
biomedical databases. Second, they looked at the existing text-mining approaches that
help to overcome curation problems. The authors list a number of text-mining tools
that support some literature curation tasks, and are embedded in the curation workflow
when applicable. From these two sources of information, five main stages of literature
curation were identified that were common to all the reviewed biomedical databases,
as shown in Figure 2.3. These are described as follows:

1. Triage, which has the aim of ranking and prioritising the articles selected from
the literature. The articles are selected based on a mechanism of text categorisa-
tion.

2. Bio-entity identification and normalisation, which consists of two steps: 1) entity
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tagging, which detects specific information in the article selected in the previous
step; 2) normalisation, which provides a unique identifier for the entity tags.

3. Finding expressions and relations related to proteins from the articles used in the
previous step. The process covers aspects such as extracting protein interactions.

4. Evidential qualifier association, which is responsible for extracting evidence of
information accuracy and relationships between data (in other words, providing
proof associated with the data curation, such as referring to the experiment that
leads to data extracted in step 2 and 3.)

5. Adding the information resulting from the previous steps into the corresponding
data records.

Figure 2.3: General literature curation workflow [HBK+12].
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Other researchers focus on describing workflows that serve specific communities
and/or integrate text-mining approaches into the curation workflows. McQuilton et al.
explain the biocuration workflow of the FlyBase database and discusses some curation
problems, before making suggestions for future enhancements, that could be integrated
with text-mining tools, in order to overcome them [McQ12]. This curation process is
carried out weekly in order to deal with the massive amount of incoming literature
in the area. Figure 2.4 shows the steps followed to curate the literature in FlyBase
when new articles are selected. The authors of the articles are invited, via email, to
fill in information about the articles they have written. The authors then are required
to provide information, such as antibody information, in a Fast-Track Your Paper’
(FTYP) form. When the authors respond with this information, the curation process
will continue in order to curate the full text. However, not all authors reply, and this
requires curators to skim the articles to determine if the article is curatable or not
before curating the full text. The FlyBase team has started to integrate text-mining
tools into the curation workflow. The first tool used is the PaperBrowse tool, which
uses natural language processing to extract data such as gene mentions from articles.
The second tool organises the articles based on triage through the use of a support
vector machine (SVM). The tool accepts data from both authors and curators, and the
articles are organised and categorised for full curation based on this data. This tool
was build based on collaboration with WormBase7 and Textpresso8.

Dowell et al. also discuss the integration of text-mining tools into the biocura-
tion workflow [DMHH+09]. The authors used the biocuration workflow of Mouse
Genome Informatics (MGI) as a basis for examining how text-mining tools could fit
into the curation process and, in particular, how they could enhance data indexing.
Figure 2.5 shows the pipeline of gene indexing in the MGI biocuration workflow. The
gene indexing goes through two stages of triage. At the first stage, a collection of
articles are selected that are related to specific gene names, such as ’mouse’. Then,
the curators are responsible for categorising them. To proceed with the gene indexing,
the curation team need to assign the gene symbols to the articles. When the indexing
process is completed, the articles can then be curated. The authors’ primary focus is
to integrate a Name Entity Recognition (NER) tool into the workflow [DMHH+09].
The authors summarise their findings into two systems which meet the needs of MGI:
the Open Biomedical Annotator (OBA) from NCBO, and ProMiner from Fraunhofer

7www.wormbase.org
8www.textpresso.org
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Figure 2.4: FlyBase literature curation pipeline [McQ12].

SCAI. Both systems showed good results, but ProMiner showed better results in speed-
ing up the process of data indexing.

In addition to the previous studies, Rak et al. also examine the use of text-mining
approaches in the biocuration workflow [RBNR+14]. Argo offers many biocuration
features, such as providing a manual annotation editor that allows modification and
editing of already-defined annotations. The authors explain the Argo workflow in de-
tail, and show how the workflow could be adopted by other biomedical communities,
as shown in Figure 2.6. The workflow covers text-mining approaches to searching
for, reading, and annotating data. A Kleio search is used to identify data from articles
extracted from PubMed, and textpresso is used to assist in identifying proteins in the
articles.
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Figure 2.5: Gene Indexing in the MGI Biocuration Workflow [DMHH+09].

Pillai et al. have developed a biocuration workflow called AgBase [PCT+12],
designed for annotating agricultural gene products. AgBase aims to raise the efficiency
of the curation process by shortening the time needed for curation. It uses text-mining
approaches to select and rank the literature; specifically, it uses eGIFT (Extracting
Genic Information From Text) to improve the process. The tool was designed by Tudor
et al. [TSVS10]. eGIFT is described as “a web-based tool that associates informative
terms, called i Terms, and sentences containing them, with genes” [TSVS10].

In contrast to the work described so far, Sernadlela et al. focus on lowering the cost
of curation in the biocuration workflow through the use of a semantic-based approach
[SO17]. The authors propose a semantic-based architecture that shows the process
to curate data.The architecture covered three aspects: knowledge discovery, semantic
integration, and semantic services (as shown in Figure 2.7).
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Figure 2.6: Argo Curation Workflow [RBNR+14].
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2.2 Biocuration Literature

Based on the biocuration workflows mentioned in the previous section, we structured
the biocuration literature into the following categories: 1) triage and bio-entity liter-
ature, which is concerned with research related to the selection of articles to curate
(triage), and extraction of data from the selected articles (Section2.2.1); 2) annotat-
ing data expressions, which focuses on extracting protein expressions and interactions
(Section2.2.2); and 3) evidence extraction, which focuses on reviewing ways to find
evidence associated with the curated data (Section2.2.3).

2.2.1 Triage and Bio-entity Literature

Scientific literature is one of the primary means of communicating new scientific
knowledge between scientists. Most of the literature available on biocuration con-
cerns curation using biomedical literature, as this literature is the primary source of
curation information. The problem is that the process of determining whether an arti-
cle is curatable or not is a time-consuming task for biocurators. Besides, identifying
the data from the text requires time and effort from biocurators. This leads researchers
to focus on research concerned with improving methods for selecting and extracting
data from the literature. The section is divided as follows:

1. Collaboration and sharing curation.

2. Specific data extraction.

3. Specialist approaches.

2.2.1.1 Collaborative and Shared Curation

A great deal of data curation is carried out on behalf of communities which share a
common interest in maintaining a high quality data resource in a specific domain. This
has lead researchers to focus on providing a collaborative and shared environment to
curate data, in order to harness the full power of the communities involved.

Orchard et al. aim to find a way to share and reuse curation efforts and ensure
removal of redundant data [OKA+12]. The authors designed an approach to serve
the International Molecular Exchange (IMEx)9 consortium. “The IMEx consortium
is an international collaboration between major public interaction data providers to

9www.imexconsortium.org
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share curation effort and make a non-redundant set of protein interactions available”
[OKA+12, p. 1]. In essence, the idea is to divide the work of curating the literature
between the consortium members. The members are responsible for selecting and
curating the journal(s) relevant to their interests. However, to facilitate task sharing
(as had been proposed by BioC [CaKK+08], [LCaM+10]), a common data format,
in this case PSI-MI XML, is essential. The members receive literature that needs to
be curated and share their curation efforts with the rest of the databases through the
IMEx platform. This reduces the work needed by curators to locate relevant literature.
However, it only targets the participant databases.

Several researchers have explained the concept of collaboration as the base of de-
veloping approaches at all curation stages, and not only those related to curation based
on the literature. For example, Campos et al. propose Egas, a platform for collaborative
curation [CLN+13], [CLMO14]. Egas was first introduced as a means of allowing a
team of curators to work on a shared curation project. Later, Egas became a complete
collaborative web-based platform, supporting both manual and automatic literature cu-
ration and allowing curators to collaborate in real-time. The idea of Egas is to permit
a number of curators to work on a curation project. It allows curators to query and
retrieve abstracts and full-text articles through its interface. It also allows for adjust-
ments to the permission levels that allow or deny curators access to a specific project.
Each project contains annotation guidelines created by the project administrator, and
the curators who have joined the project can then start to curate data.

Other teams have created platforms which are targeted at specific biomedical com-
munities. Orchard et al. have initiated a project called MIntAct [OAA+13], which
merges the IntAct Molecular Interaction database10 with the MINT database of verified
protein-protein interactions11. MINT is manually curated by experts in the scientific
literature. The MIntAct project focused on sharing the curation efforts of 11 different
databases in order to gain maximum value from the curation work performed at each
source.

McQulton et al. also use the idea of sharing curated data, by proposing BioSharing
[MGBRS+16]. BioSharing is based on combining three registries, with all registries
following the same standard data format. BioSharing, as with other shareable ap-
proaches, provides an interface that allows both users and consumers to browse and
share data. In addition, BioSharing enables users from the community to participate in

10www.ebi.ac.uk/intact
11mint.bio.uniroma2.it
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curating data records and report any issues.

Lee et al. propose Web Apollo, a genomic annotation editing platform [LHR+13].
Web Apollo works with the help of JBrowse for visualisation. Web Apollo is based on
the idea of collaborative curation, in which curators in different geographical locations
collaborate to curate data. The data feeds into Web Apollo from various sources and
files.

The concept of collaborative curation covers more than just a framework for cura-
tors. Collaboration can be used as a solution to other curation problems, such as the
need to speed up curation. One such approach is to allow the authors of articles to
participate in the curation process. Bunt et al. propose automation of the process of
contacting authors of articles undergoing curation to invite them to participate in the
curation process [BGF+12]. This method is applied by the FlyBase database; if a
new article is selected for curation, an e-mail is sent to the author, which directs them
to fill in a form with some information about the article. Based on the information
supplied by the authors, articles are prioritised and ranked to prepare them for cura-
tion. This helps curators not only to speed up the curation process but also to start
with the more important articles. Dai et al. also use the idea of author participation
[DTW+13]. However, the aim here was not to lower cost or reduce workload, but to
utilise the knowledge of the community and encourage authors to participate in the
curation process. Dai et al. have developed a tool called Author Reward to meet this
aim, which is built as an extension to multiple biological wikis. Karp et al. propose
the use of crowd-sourcing and author participation to curate data [Kar16]. Karp et
al. discuss the findings of both approaches, crowd-sourcing and author participation,
by outlining the number of attempts to use or adopt crowd-sourcing curation by multi-
ple groups. The authors conclude that the results of using a crowd-sourcing approach
do not show sufficient author responses to make a meaningful difference to curation
workflow. However, if the author participation approach is followed, it could lower the
cost of curation by reducing the time taken to carry it out.

Some authors have proposed general curation platforms oriented around the con-
cepts of collaboration and sharing. An example is the work of Abrams et al., who have
proposed DataShare, which was developed at the University of California as a platform
for researchers to enhance data curation [ACS+14]. DataShare helps curators to: “(1)
prepare for curation by reviewing best practice recommendations for the acquisition
or creation of digital research data; (2) select datasets using intuitive file browsing and
drag-and-drop interfaces; (3) describe their data for enhanced discoverability in terms
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of the DataCite metadata schema; (4) preserve their data by uploading to a public ac-
cess collection in the UC3 Merritt curation repository; (5) cite their data in terms of
persistent and globally-resolvable DOI identifiers; (6) expose their data through reg-
istration with well-known abstracting and indexing services and major internet search
engines; (7) control the dissemination of their data through enforceable data use agree-
ments; and (8) discover and retrieve datasets of interest through a faceted search and
browse environment” [ACS+14, p. 1]. DataShare also provides an interface to submit
and download datasets.

Another such platform is the DataStaR (Data Staging Repository) platform [KCCR+11].
The authors, Khan et al., follow other researchers in using the idea of sharing to en-
hance data curation. However, unlike the other proposals discussed above, DataStaR
adds more features by providing metadata for the insertion of additional information.
The authors applied DataStaR to the biomedical domain, but they claim it could be
adapted for use in other domains. As with the other platforms, DataStaR provides an
interface for users to store and publish data, and uses an XML format to present the
data.

Other research focuses on sharing biomedical data curation. Comeau et al. adopted
a markup language format for the BioC system that aims to share data curation [CIDC+13].
The implementation of BioC uses an XML format as it is one of the most common for-
mats. The key factor of using XML format is to ease the job of the interaction with
data.

2.2.1.2 Specific data extraction

Some researchers have focused on proposing approaches that support extracting spe-
cific data, such as extracting a particular gene name or protein name. Torii et al. im-
plement a rule-based tool, called RLIMS-P, to extract protein phosphorylation data
from the literature [TLL+14]. “Protein phosphorylation is central to the regulation
of most aspects of cell function” [TLL+14, p. 1]. The primary role of RLIMS-P is
to automatically find, select, and extract data from articles related to protein phospho-
rylation. The tool offers a website to access its services, and allows users to search
for articles using PubMed ID or keywords. The tool can search and sort the retrieved
articles based on assigned criteria. The abstracts of the resulting list of articles are then
highlighted in terms of the data related to protein phosphorylation. Links are provided
to the corresponding data in external data resources, such as UniProt.
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Singhal et al. have investigated a way to extract disease-gene-variant triplets from
the literature [SSL16]. However, since prior to their work there had been few attempts
to extract triplets from the biomedical literature. Singhal et al. focused on raising the
accuracy of the extracted triplets by looking not only in the selected articles but also in
all other relevant articles in PubMed.

Wu et al. suggest an algorithm to make the curation process faster by extracting
information in Parkinsons and Alzheimers disease. To achieve this goal, an automated
approach for highlighting information in PDF documents is proposed [WOG+17].
The approach is based on using linguistic and semantic features to detect the relevant
data in the PDF documents. To identify the relevant names in the PDF (i.e., information
related to Parkinsons and Alzheimers disease), name entity recognition approaches
are used. These include the approach used by the National Center for Biomedical
Ontology (NCBO) and the named entity model from the Natural Language Toolkit
(NLTK). After extracting the data, it is sorted based on spatial boosting.

Rinaldi et al. have implemented ODIN, a tool that extracts customised data and
relationships from the literature [RDS+13]. ODIN, as with several other tools, uses
PubMed to retrieve articles. ODIN reviews the annotated text, which is presented as
highlighted text or a table, as shown in Figure 2.8. In addition, the users can reorder
the results based on their preference. The tool runs within a web browser.

Figure 2.8: ODIN interface [RDS+13].
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OntoMate is another tool designed to assist biocuration for the Rat Genome Database12

[LLH+15]. OntoMate supports curators in extracting and annotating PubMed articles
with a concept-based approach that uses natural language processing. The tool covers
all the stages of the curation process, from collecting data for curation to retrieving the
curation results.

Yepes et al. have proposed an approach to data curation based on the use of supple-
mentary materials [YV13]. This paper is an extension of the prior work of the authors,
adding the features of access to the provided tables and supplementary materials, and
of extracting data for curation. The method followed here is to obtain information from
tables and supplementary materials in articles and store it in an XML document. This
approach converts any data received to text. The reason for using the data in a text file
format is because the work is based around the EMU tool for extracting data, proposed
by Doughty et al. [DKFB+10], which can only accept text files as input. This creates
issues if the materials contain images, as they cannot currently be processed via this
method approach.

Other groups have aimed to design approaches to extracting information related to
specific genes or proteins. For example, Dai et al. have proposed LiverCancer to assist
in annotating data related to liver cancer disease [DWL+14]. The relevant data in the
articles are highlighted and extracted using a combination of text-mining tools.

Verspoor et al. proposed a schema for annotating the biomedical literature on the
human variome and for identifying the relationship of the human variome to diseases
[VJYC+13]. The schema includes each article’s abstract as well as the full text. The
articles are extracted from PubMed, and the data are annotated with the BRAT annota-
tion tool 13. The schema deals with entities, which are data related to the human var-
iome, and relationships, which is information that indicates the relationships between
entities. The schema covers eleven aspects of the entity (such as gene, mutation, and
age) and thirteen types of relationships. Guidelines for using the schema are provided.
The schema may provide a clearer understanding of the entities and relationships to be
used in implementing text-mining approaches for curation.

Jamieson et al. propose a semi-automatic text-mining approach to curate pain rel-
evant data, which is based on combining text-mining tools [JRR+13]. The approach
has three main stages: 1) document scoring, in which the articles are sorted based on
the presence of specific terms in the title, abstract or text; 2) data extraction, in which

12WWW.rgd.mcw.edu
13WWW.brat.nlplab.org/
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a text-mining tool is used to identify information about molecular interactions; and
3) data visualisation, in which results are shown through the use of the MediaWiki
framework. The primary focus is to support curation of molecular interaction data.
This means that this approach could be applied to different biomedical fields looking
at molecular interactions, and is not only relevant to research into pain mechanisms.

2.2.1.3 Special purpose approaches

A few research teams have focused on tools to generate research that conforms to a
specific type of data quality, such as accuracy or consistency. Keseler et al. propose an
approach to assess the accuracy of curation annotations, and to validate them by check-
ing that the information mentioned when curating data is available in the referenced
publication [KSW+14]. The method was applied to the EcoCyc and CGD databases.
The process of validation was carried out manually, as a validator was need to check the
accuracy of data by going through the articles mentioned in the data records. However,
this approach is time-consuming and costly. In contrast, Balhoff et al. apply notions of
collaboration and sharing to ensure data consistency and reduce errors when curating
data [BDD+14].

Some researchers have tried to increase the accuracy and efficiency of the selection
of articles for curation. Zarva et al. propose an approach to improve the ranking of
evidence available in biomedical literature [ZBNDA17]. The approach combines two
other approaches: rule induction, which uses rule-based to extract dependency relation-
ships between data; and the Random Forest classifier proposed by Liaw and Wiener
[LW+02]. This hybrid approach provides a score for measuring the uncertainty for the
extracted evidence.

Corst et al. have aimed to produce curated data with fewer errors by developing a
graph-based approach to finding problems in data records [CRR15]. This approach
focused on the changes in data when integrating it with other resources.

Others researchers have aimed to make use of existing approaches to improve
the overall quality of curated data. In trials, PubTator showed an ability to improve
the speed and efficiency of the curation process and smoothed the work of curators
[WKL13]. However, PubTator developers found some problems that PubTator is not
capable of solving. Firstly, PubTator can only extract data from the title and abstract,
not the full text of a paper. Secondly, it can currently only be applied in the biomedical
field. Thirdly, the pre-annotation process can only be performed for a limited number
of concepts (names). Despite these issues, PubTator and other similar tools mean that
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rather than spending time finding out which articles need to be curated, curators can
have more time to spend on actual curation.

Kare et al. use a crowd-sourcing technique to scale curation of drug indication data
[KBA+15]. This approach uses the Amazon Mechanical Turk (MTurk) platform to
curate data. It also provides a guideline document with the user interface. The authors
claim that using a crowd-sourcing technique helps in lowering the time and cost of
curation.

Poux et al. have sought to solve the problem of coping with the rapidly increasing
number of new articles that need to be curated [PAM+17]. The authors suggest using
a multiple literature triage approach with the help of the PubTator tool with UniProt.
With the help of PubTator to annotate articles, some changes can be made to meet the
requirements of UniProt, such as changing the record identifiers to UniProt accession
numbers. Also, PubTator indicates to curators whether the article needs to be manually
curated or not, and divides the resultant articles into curateable, not priority, and not
curateable. As this takes place at the outset, it helps curators to be more selective as
to which articles they devote curation time to, which raises the overall quality of the
curated data. A further example of researchers tackling this problem of the volume of
new articles to be curated is found in the work of Wei et al., who evaluate the perfor-
mance of PubTator in curating genes in PubMed abstracts [WHL+12]. The evaluation
was carried out by looking at the precision, recall, and f-measure metrics. Based on
these three metrics, the results obtained using PubTator were compared. The authors
found that the results of using PubTator showed a 40% improvement in curating data
and, more importantly, using PubTator did not affect quality.

Rutherford et al. propose an online literature curation tool, Canto, which is dedi-
cated to curating the fission yeast database and PomBase [RHL+14]. As with other
tools discussed above, Canto accesses PubMed articles. Rinaldi et al. used text-mining
techniques within the curation pipeline to speed the curation process, as there are a
large number of incoming articles that need to be curated and the workload cannot be
completed by available human resources [RLGC+17]. The goal here is to “find infor-
mation related to curation in adaptive interface and use sentence similarity technique
to create interlinks across articles [RLGC+17].

Neves et al. made use of existing tools to enhance data curation for the SABIO-
RK14 database by implementing BLAHmun [RW16]. The main role of BLAHmun is
to search for data and annotate it. It does this by integrating the Medicate and TextAI

14WWW.SABIO-RK database
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tools to perform data curation by searching for and curating data.

2.2.2 Annotating Data Expressions Literature

As part of the curation process, the relationships between data and the protein/gene
expressions need to be extracted, whether manually by curators or automatically using
tools. In this section, we review the literature surrounding approaches to extracting re-
lationships (Section 2.2.2.1) and approaches to extracting protein interactions (Section
2.2.2.2).

2.2.2.1 Extracting Relationships

Several systems extract biological expressions from the literature, such as BELMiner
[RRML17]. By biological expression, we mean the relationship between data extracted
and evidence of these data in the biomedical text. BELMiner is an example of a system
that extracts biological expressions from the biomedical literature using a rule-based
semantic parser [RRML17]. The semantic parser extracts data through the use of the
Biological Expression Language15 (BEL). The BEL “is a language for representing
scientific findings in the life sciences in a computable form” 16. The authors discuss
how to develop such a framework, and examine its efficiency in curating data. How-
ever, the authors mention that the results of adopting a rule-based approach were not
promising; performance was poor in extracting BEL statements. Furthermore, the rules
used to extract data from the text do not cover all aspects of curation.

Neves et al. propose CellFinder, a curation pipeline designed specifically for ex-
tracting gene expressions related to the cell and anatomical parts of the kidney [NDM+13].
CellFinder supports a six-stage process: 1) triage, which involves querying MedlineR-
anker [FBSS+09] for articles; 2) pre-processing, which uses the OpenNLP toolkit 17

to split the text based on sentences; 3) named-entity recognition, in which named-
entity information is extracted based on ontology approach; 4) post-processing, which
focuses on acronym resolution, ontology mapping, and blacklist filtering; 5) event ex-
traction, which finds the relationships between named-entity information; and 6) man-
ual validation, which uses “Bionotate [CMB+09], a collaborative open-source text
annotation tool” [NDM+13, p. 6].

15WWW.openbel.org
16WWW.openbel.org
17WWW.opennlp.apache.org
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2.2.2.2 Extracting Protein Interactions

PIMiner is a web-based tool for extracting protein interaction data from the biomedical
literature [CZT+13]. PIMiner is designed to retrieve abstracts from PubMed and to
search for the required information in the abstract.

Rinaldi et al. is concerned with detecting protein-protein interaction in the litera-
ture, but differs in dealing with large-scale literature [RFC15]. The approach focuses
on providing three features: extraction of protein interaction information; sorting the
results; and providing a GUI to allow users to curate data.

The BioQRator tool is also designed to extract protein-protein interaction (PPI)
data [KKS+14]. BioQRator serves a general annotation purpose, providing several
features for adding, finding, sharing, and downloading documents. In addition to these
features, BioQRator is integrated with text-mining resources to order the articles and
to extract entity/relationships using a triage module and entity/relationships module,
respectively. BioQRator is designed to accept both PubMed and BioC formats.

Dogan et al. have proposed a method to annotate protein-protein and genetic in-
teraction records from the biomedical literature [IDKCa+17]. The method consists of
two iterations. Four curators are responsible for annotating different articles in each
iteration. The curators manually extract protein-protein interactions (PPIs) and genetic
interactions (GIs) data, and use a tool that helps keep a record of the extracted data.
The data is presented as passages that contain the extracted data, evidence, keywords,
and other information such as gene/protein and organisms/species. Then, the results
from the iterations are compared and assessed. Mottin et al. also focus on protein
interaction [MPG+17], examining PPIs and post-translational modifications (PTMs).
Mottin et al. not only focus on extracting this kind of information but also proposed
an approach to sort and order the articles containing related information for PPIs and
PTMs. The approach uses triage to rank articles relevant to the curator’s needs. The
articles are retrieved from MEDLINE through BioMed. Generally, the articles are
ranked based on two metrics; the vector-space search engine, and density.

2.2.3 Evidence Extraction

In the early stages of biocuration for a data resource, the curation team focuses on the
process of curating data and meeting the immediate needs of its community. Further
on, however, the need to consider other aspects to enhance data curation may start to
appear, and curators may began to use ontology terms when annotating data. Using
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ontology terms helps in many ways, as they can be used to refer to a data source where
the data has been extracted, or to provide metadata about the data presented in the
record. For example, using the term ECO:0000250, from Evidence and Conclusion
Ontology (ECO), means that the data have received curation based on curator observa-
tion of experimental evidence. There are many ontologies developed to serve different
biomedical concepts, such as GO18, ECO19, Sequence Ontology (SO)20, and Ontology
for Biomedical Investigations (OBI)21.

Currently, many biomedical databases use terms from different ontologies. UniProt,
for example, uses the ECO and Gene Ontology (GO) terms while annotating data. Cu-
rators provide the ontology terms to the annotated data in the record. Figure 2.9 shows
an example of a protein entry, with accession number A0A0E3A9F9, in UniProt. In
the entry, an ECO code appears next to the protein SubName. The ECO term gives
the reason why the data has been changed in the data record. If we look at the trans-
lation of the term ECO:0000313—EMBL:KJW76970.1, the first part, ECO:0000313,
indicates that the data has been taken from another biomedical source (the one stated
in the second part of the annotation). This is given as EMBL:KJW76970.1, which
refers to the EMBL database. Figure 2.10 shows an example of another protein entry
in UniProt, with the accession number P0C7Y4, which contains the GO term. If we
look at the entry, we can see the GO term is GO:0019835. The definition of the term
is “the rupture of cell membranes and the loss of cytoplasm”22.

Figure 2.9: UniProt Entry, A0A0E3A9F9, which contains ECO term

Much research has focused on findings ways to ease and speed up the selection of
ontology terms. Rutherford et al. have implemented the Canto tool which suggests
GO terms the curator might wish to use while they are annotating data [RHL+14]. A

18www.geneontology.org
19www.evidenceontology.org
20www.sequenceontology.org
21http://obi-ontology.org
22www.amigo.geneontology.org/amigo/term/GO:0019835



2.2. BIOCURATION LITERATURE 43

Figure 2.10: UniProt Entry, P0C7Y4, which contains GO term.

CLucene index is used inside Canto to search for ontology. Neves et al. have devel-
oped CellFinder based on ontologies, using CELDA (Cell: Expression, Localization,
Development, Anatomy) in the structure of CellFinder. The use of CELDA ensures
access to the cell and anatomy domain ontologies. Liu et al. have built the Onto-
Mate tool to annotate data from the literature (designed primarily for the Rat Genome
Database) [LLH+15]. The tool uses a dictionary-based ontology to allow the curator
to look for ontology terms and add missing ontology terms if required. OntoMate con-
tains four ontologies which are: “the rat strain ontology, the clinical measurement on-
tology, the measurement method ontology, and the experimental condition ontology”
[LLH+15]. Sernadela et al. propose a semantic layer that uses ontology-based anno-
tation techniques, which help in providing the ontology terms for the annotated data
and relationships [SLC+15]. Wu et al. propose an approach to extract data from PDF
documents, and as part of extracting names, they suggested using the National Center
for Biomedical Ontology (NCBO) annotator [WOG+17]. In PhenoMiner, while ex-
tracting phenotype data, the tool obtains ontology terms associated with the extracted
phenotype [LLS+13]. The ontology terms are taken from the following ontologies:
rat strain ontology, clinical measurement ontology, measurement method ontology, and
experimental condition ontology.

Since curators use ontology terms when annotating data, some issues related to
finding and select ontology terms have started to appear in the literature. Ravagli et al.
[RPM16] and Balhoff et al. [BDD+14] propose approaches to deal with cases where
curators cannot find the required ontology terms. Balhoff et al. suggest a feature al-
lowing data curators to ask ontology providers to add new ontology terms, or even edit
existing ontology terms if needed [BDD+14]. This is achieved by implementing an
Ontology Request Broker (ORB). The role of the ORB is to send the request in the
form of an HTTP request, which is then sent to BioPortal API where the request is
processed. However, Ravagli et al. focus on dealing with ontologies from a differ-
ent perspective [RPM16]. The authors propose OntoBrowser, a web-based tool for
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curating ontologies. The idea of the tool is to allow domain experts to collaborate
on curating and reporting issues related to ontology terms. OntoBrowser provides a
shareable and collaborative environment via a central database, where users/curators
can work on a single copy of the data. The tool is supported with a user-friendly
interface, which allows curators to select the ontology they want to work on.

Other researchers have tried to manage the differences between ontologies by gath-
ering a collection of related ontologies into one place. For example, Noy et al. have
introduced BioPortal23, an online repository that assembles a collection of biomed-
ical ontologies into one access point [NSW+09]. BioPortal provides a number of
features related to ontologies, in addition to its main repository role. It allows users
to access its services either programmatically or through the website. The users can
integrate with the contents of the repository to map and edit ontologies. Similarly,
the Ontology Lookup Service (OLS) provides a repository for biomedical ontologies
[CJAH06]. It uses an AJAX-based approach to look up and suggest ontology terms in
the database. As in BioPortal, OLS offers programmatic access and reports the results
in Open Biomedical Ontology24 (OBO) format. Welter et al. propose the Genome-
Wide Association Studies (GWAS) catalogue, which is dedicated to supporting cura-
tion of information on single-nucleotide polymorphisms (SNPs) [WMM+13]. The
catalogue mainly focuses on three aspects: catalogue data, ontology, and data access.
The GWAS catalogue searches for literature in PubMed. In the early stages of pro-
ducing the catalogue, the extraction of SNP data from the literature was carried out
manually. Now, however, the data is extracted and stored automatically. As there are
different ontologies available, GWAS has a schema ontology which offers the ability
to map terms from different ontologies. The ontology schema is built based on EFO
application ontology.

Some researchers have focused on the idea of making sure that ontology users are
accurately using the terms. For instance, Auken et al. propose an approach to find
accurate GO annotations from articles [VASM+14]. The idea is to provide metadata
with the GO terms extracted from the articles. The metadata includes the GO term, the
GO evidence code, and the gene.

23https://bioportal.bioontology.org/
24WWW.obofoundry.org/
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2.2.3.1 General Curation Platforms

Several researchers have focused on designing and implementing curation platforms to
serve different purposes of data curation, and some research provides approaches that
can be applied to any field and are not specific to a particular domain.

Bour et al. [BMSN+16] and Stonebake et al. [SBI+13] both present curation
platforms that serve a general purpose and are not designed purely for the biomedical
domain. Bourgonje et al. have proposed a curation platform that helps curators to
minimise the time required for curation [BMSN+16]. The design of the platform is
based on a combination of three approaches: 1) Natural Language Processing; 2) In-
formation Retrieval; and 3) Machine Translation. Moreover, Stonebake et al. propose
DataTamer, an end-to-end curation platform. DataTamer focuses on dealing with four
issues in data curation, which are scalability through automation, data cleaning, non-
programmer orientation and incremental integration [SBI+13]. DataTamer is designed
to lower the rate of human interaction required, as it uses a DataTamer Administrator
(DTA) to provide the system with data to be curated. The system should also have
one or more Domain Experts (DE), who can be contacted if there is an issue requiring
human expertise that cannot be solved by the system. However, few cases to require
human experts to interact with the system.

2.3 Conclusion

In this chapter, we discussed the existing research that has been conducted in the field
of biocuration. Researchers have used several approaches to improve and expedite
the way in which curation teams search for articles, extract genes/protein data and
relationships, and find evidence in the articles referred to in the extracted data. In
short, this research is focused on providing a better method of curation.

Most of the literature is concerned with curating data based on extracting infor-
mation from published articles. The primary aim of much of the research is to find
different ways to improve the curation process and make it more straightforward, effi-
cient and cost-effective. Other research has looked at different aspects of biocuration:
for example, by proposing approaches to help facilitate the process of finding ontology
terms when annotating data or when curating data from other resources.

The first gap in the literature that we observed was that although some researchers
have proposed biocuration workflows, less attention has been paid to providing a gen-
eral model to describe the curation process across all components and to describe the
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things that need to be done to perform curation at a sensible level that meets the com-
munity needs. In other words, to the best of our knowledge, no resource has so far been
designed to help biocuration communities assess the maturity of their curation process
and reach the target maturity level that they require.

Another gap in the literature is that, less attention has been paid to reuse curation
efforts to benefit other databases, as the curation efforts were limited to the databases
which collaborate with each other to curate data, such as in MIntAct [OAA+13] and
DataShare [ACS+14]

In summary, our literature review found that research in biocuration aims to im-
prove the efficiency of the curation process, speed up the process, enhance methods of
extracting data, and integrate curation approaches with the curation process (automat-
ing the curation process).



Chapter 3

A Maturity Model for Biocuration

The soul never thinks without a

picture.

Aristotle

The previous chapter argued for not having a general description of the biocuration
process components that shows the flow of the overall process, as different communi-
ties use different ways to curate the same data.

Here we describe how we addressed the gap by proposing BIOC-MM, a maturity
model for the curation of biomedical databases. BIOC-MM does not focus on describ-
ing the curation process; instead, it provides a way to assess specific curation processes
in biomedical communities and presents a summary of the standard procedures of data
curation in biomedical communities. The chapter begins by giving a brief introduction
to the concept of maturity models and surveys the literature (Section 3.1). Then, we in-
troduce and explain the motivation for BIOC-MM (Section 3.2) and give more details
of BIOC-MM by focusing on the maturity levels and model components (Section 3.3).
Section 3.4 illustrates the curation processes followed at each maturity level. Note that
we describe how to use a maturity model (Section 3.5). This ends the chapter in the
3.6 section.

3.1 Introduction to Maturity Models

This section introduces the concept of a maturity model. We focus on answering two
questions: what is a maturity model, and what is the structure and process that need

47
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to be followed to develop a maturity model? According to Paulk et al., “the Capa-
bility Maturity Model for Software provides software organisations with guidance on
how to gain control of their processes for developing and maintaining software and
how to evolve toward a culture of software engineering and management excellence”
[PCCW93, p. 5]. The model helps assess the maturity level of the process, and thus
guide communities to reach their target level.

Paulk et al. first defined the term maturity model in the context of software pro-
cess [PCCW93]. According to [PCCW93], a maturity model can have five different
maturity levels, which are shown in Figure 3.1 and described as follows:

1. “Initial - The software process is characterised as ad hoc, and occasionally even
chaotic. Few processes are defined, and success depends on individual effort.”
[PCCW93, p. 8].

2. “Repeatable - Basic project management processes are established to track cost,
schedule, and functionality. The necessary process discipline is in place to repeat
earlier successes on projects with similar applications.” [PCCW93, p. 9].

3. “Defined - The software process for both management and engineering activities
is documented, standardised, and integrated into a standard software process for
the organisation. All projects use an approved, tailored version of the organ-
isation’s standard software process for developing and maintaining software.”
[PCCW93, p. 9].

4. “Managed - Detailed measures of the software process and product quality are
collected. Both the software process and products are quantitatively understood
and controlled.” [PCCW93, p. 9].

5. “Optimizing - Continuous process improvement is enabled by quantitative feed-
back from the process and from piloting innovative ideas and technologies.”
[PCCW93, p. 9].

These five maturity models mentioned above should be taken into account when
building a maturity model. Figure 3.2 shows an example of a maturity model. This
model has five maturity levels, as described previously, and contains six components.
The components represent the core aspects that need to be considered in each level.

The design of a maturity model can consist of one or more components. Using
a maturity model is not confined to one purpose. Pöppelbuß and Röglinger [PR11]
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Figure 3.1: The Five Levels of Software Process Maturity [PCCW93].

summarised the uses of maturity models based on the work of Becker et al. [BKP09],
De Bruin et al. [DBFKR05], Iversen et al. [INN99] and Maier et al. [MMC09]:

1. Descriptive purpose, which focuses on as-is assessment when designing the ma-
turity model.

2. Perspective purpose, which focuses on the idea of measuring and enhancing the
maturity of communities.

3. Comparative purpose, which focuses on comparing and benchmarking the model
with the other models available.

Having a maturity model could help communities to work based on their needs,
while avoiding the performance of tasks that consume their resources. The maturity
model could also help to determine the correct level to meet communities’ needs.

3.1.1 Literature on Maturity Models

Previous research on maturity models can be divided into three areas.

1. Many researchers have studied methods for designing maturity models.
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2. Researchers have focused on implementing a maturity model that targets a spe-
cific aspect of a community and cannot be generalised to different communities.

3. Some researchers have proposed different ways to evaluate maturity models.

De Bruin et al. proposed a methodology that explains the main phases in the cre-
ation of maturity models [DBFKR05]. They divided the process into 6 phases: scope,
design, populate, test, deploy, and maintain. However, it is essential to determine the
purpose of the maturity model at the design stage, as this will help to clarify the pro-
cedures for developing such a model. The authors explain the proposed methodology
for developing maturity models through two examples.

Pöppelbuß and Röglinger introduced a set of general design principles (DPs) for
maturity models [PR11]. They claimed that using DPs while implementing maturity
models will help to ensure that the resulting maturity models meet the criteria and
intended purposes. The DPs are divided into categories that suit each of the three
purposes of using maturity models. The proposed DPs in this study were applied to a
specific domain, but the DPs are not limited to a specific domain and can be applied to
different domains.

The Institute of Internal Auditors also describes a sequence of steps to build matu-
rity models [The13]. The paper proposes eight steps for building and using maturity
models:

1. To build a maturity model, the purpose of the model needs to be stated clearly.
The authors proposed a few questions, the answers to which allow the purpose
of the mode to be formulated. Part of answering the question involves defining
the components to include in the model.

2. Determine the scale of each component by determining the aim of each compo-
nent in each level.

3. Develop the expectation for each component level by providing the curation
practices of each component level. By this stage, the maturity model is ready
to use.

4. To use a maturity model, the organisation needs to clearly indicate their target
maturity level for each component.

5. Based on the target stated in the previous step, each component needs to be
assessed against each level.
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6. At this stage, the organisation should point out any missing aspects in the model.

7. A report indicating all the steps taken to follow the maturity model should be
produced and kept in the organisation record. Based on this report, the organi-
sation should have a clear vision of their actual level of maturity and the target
level they would like to achieve.

8. It is important to check that the organisation is following the model in order to
perform the required practices.

The authors illustrated the eight steps through the use of three examples of maturity
models: a Fortune 100 company process capability maturity model; a compliance and
ethics programme maturity model; and a public sector internal audit capability matu-
rity model.

Becker et al. also focus on designing maturity models as a guide for IT support
[BKP09]. The authors propose a procedure for developing maturity models by fol-
lowing the eight requirements for maturity model developments. They compare and
analyse the design process of 51 different maturity models.

Other groups of researchers have focused on building maturity models to serve
different goals: in education, business, software development, and other areas. The
following section will discuss several of these different types of maturity models.

Huang et al. focus on providing a maturity model that helps in improving the qual-
ity of the documentation process of software [HT03]. As delivering documentation
for software development is part of the process, the documentation maturity model
(DMM) assesses the quality of the provided documentation. The paper follows the
five maturity levels and adapts them to suit the DMM’s purpose.

In the education field, there have also been some efforts to design maturity models.
Marshall et al. introduces a maturity model for e-learning [MM02] which follows
a similar process as the original capability maturity model proposed by Paulk et al.
[PCCW93]. The suggested maturity model focused on two aspects of learning by
looking at the institution and the courses.

Clarke et al. focus on another aspect of education [CNS13]. Their model deals
with different issues found in educational institutions, aiming to improve the education
process by assessing students’ behaviour. The authors benchmarked the model with the
previous research and overcame some of the gaps.

Other research has focused on improving maturity models for data quality man-
agement. Ofner et al. describe the adoption and adaptation of an existing maturity
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model to meet specific requirements [OHO09]. The authors adopt the corporate data
quality management maturity model proposed by [HOO09]. This combines the use
of two methods (Design Science Research (DSR) and Method Engineering (ME)) to
satisfy the condition of dealing with complexity in corporate data quality management.
Moreover, Ofner et al. propose a maturity model for enterprise data quality manage-
ment [OOÖ13]. In the process of implementing the model, some existing data quality
management maturity models were compared. The authors also use some data quality
management approaches to implement the model.

To the best of our knowledge, despite all these maturity model design efforts, there
is as yet no maturity model for biocuration.
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Figure 3.2: Public Sector Internal Audit Capability Maturity Mode [The13].
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3.2 A Maturity Model for Biomedical Curation

This section describes BIOC-MM, a maturity model for biomedical curation. The pur-
pose of BIOC-MM is to help communities which have no prior knowledge of biocu-
ration to understand the basic components of curation and understand the curation
process. At the same time, it is intended to help communities that already practise
curation to assess the maturity level of the curation processes and help them to achieve
the level of maturity that meets their goal and resources. BIOC-MM also provides
a number of available techniques and approaches needed at each level of maturity in
order to satisfy the maturity goal.

Our aim when building the maturity model was to use available information about
the biocuration process, without contacting curators. We focused in finding this infor-
mation by reviewing the existing biocuration literature. When we first looked at the
literature, we found that it was mostly focused on automating the curation process,
and on curating data based on literature. This led us to create an initial model with
components focused on literature curation, such as searching for articles and extract-
ing data from article abstracts. The levels focused on automating the curation pro-
cess. However, when we looked at the biocuration workflow proposed by Hirschman
et al. [HBK+12] and investigated the curation process used in five different biomedical
databases, we found that the curation process covered areas other than automation and
literature curation.

It should be noted that the maturity model went through several development and
refinement stages until it reached the state shown in Table 3.1. When designing the
model, two main factors affected its formulation. First, the existing literature on biocu-
ration from the last five years was reviewed. The review covered aspects such as tech-
niques and approaches to improve data curation. Second, we investigated the curation
process used in five different biomedical databases:

1. The Universal Protein Resource (UniProt) 1. UniProt contains a collection of
protein sequences. The structure of UniProt consists of three databases: UniProt
Knowledgebase (UniProtKB), UniProt Archive (UniParc), and UniProt Refer-
ence Clusters (UniRef).

2. BioGrid 2. “BioGRID is a freely accessible database of physical and genetic
interactions.” [SBR+06, p. 1].

1www.uniprot.org
2www.thebiogrid.org
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3. FlyBase 3. “FlyBase provides an integrated view of the fundamental genomic
and genetic data on the major genetic model Drosophila melanogaster and re-
lated species.” [Con03, p. 1].

4. Saccharomyces Genome Database (SGD)4. “SGD provides Internet access to
the complete Saccharomyces cerevisiae genomic sequence, its genes and their
products, the phenotypes of its mutants, and the literature supporting these data.”
[CAB+98, p. 1].

5. Rat Genome Database (RGD)5. “The focus of RGD is to provide a disease-
centric perspective of the rat genome for the community, which is generally or-
ganized scientifically by disease speciality’.’ [TLS+02, p. 127].

We examined all the documentation provided regarding the curation processes used
for these biomedical databases, whether these were online curation guidelines or pub-
lications produced by the consortia responsible for managing the data. The model also
went through a couple of refinement stages, in which domain experts reviewed the
model to ensure that it reflected the actual needs of real biomedical communities.

The five databases were chosen for two reasons. First, each one of these databases
use a different way to curate data. UniProt, for example, focuses on dividing the cu-
ration process into manual curation and automatic curation. On other hand, curators
need to search for new publications and then invite the authors to participate in the
curation process by emailing and asking them to fill in some information about their
publication. The rest of the databases use a tool to automatically extract articles from
PubMed. However, BioGrid curators decide whether an article is curatable before it
is curated in full. SGD curators curate the extracted articles manually. RGD takes
the extracted articles and extracts data from the abstract automatically, after which cu-
rators are responsible for manually curating the rest of the articles. Second, the five
databases provide clear documentation on how they carry out curation. This helped
us to understand their curation process without any need to directly contact curators
(one of our aims was to not request extra work from curators and to try to focus on
the use of available resources. In general, these databases show a variety of ways to
curate data, and each one follows the curation practices which meet its needs. The
differences between these methods of curation help us to better understand the various
ways of curating data.

3www.flybase.org
4www.yeastgenome.org
5www.rgd.mcw.edu
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3.3 BIOC-MM Structure

BIOC-MM is designed in a matrix form; the columns in the matrix refer to the lev-
els of the maturity model. Following Paulk et al., we divided the proposed maturity
model into five maturity levels, ranging from level 1, the lowest, to level 5, the high-
est [PCCW93]. The rows in the matrix represent the main components of curation,
which were extracted from the review of the biocuration literature and the biomedi-
cal databases, as mentioned previously. The following section describes the rows and
columns of BIOC-MM in detail.

3.3.1 The BIOC-MM Maturity Levels

As mentioned previously, the columns of the matrix refer to the maturity levels. The
model, in general, contains five levels, where each level is designed to satisfy specific
goals. Paulk et al. state that the maturity levels in a maturity model need to convey five
aspects of maturity [PCCW93]. In BIOC-MM, we renamed the five maturity levels
to meet the goal of the levels in relation to the task required at each level. The five
maturity levels of BIOC-MM are as follows:

• Level 1: ad-hoc curation.

• Level 2: standardised curation.

• Level 3: curation at scale.

• Level 4: collaborative curation.

• Level 5: analytical curation.

When we look at BIOC-MM, we can see that the model starts with a bottom-level,
ad-hoc curation. Here, the curation process is very basic and the curation team work
individually. Moving to the next level, standardised curation, the team starts to work
as a group rather than working individually. The reason why we chose this level for
curators to work as a team is because the curators need to take the most relevant prac-
tises from level 1 so that the entire curation team can use them. In level 3, after the
curation process becomes more organised, curators can focus on solving issues re-
lated to curation, such as dealing with huge amounts of data, as the curation process
is a time-consuming task. The fourth level concerns the provision of a collaborative
environment to reduce the amount of redundant work across databases. The highest
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level moves from concerns about the practises of the curation process to the analysis
of the curation results. This level also involves the use of other factors that are not core
aspects in the curation process, such as incorporating reviewers’ feedback on publica-
tions while curating data. All these kinds of information could be used to extract more
useful data, enhancing the curation process by improving the understanding of other
factors which can be directly or indirectly connected to curation.

3.3.1.1 Level 1: Ad-hoc Curation

A biocuration operating at level 1 is concerned with performing basic curation proce-
dures. The curation team at this level does not have agreed procedures for curating
data, with each curator working based on her/his own perspective and domain knowl-
edge. In other words, curators work individually to find and correct defects in data.
In doing so, each may take a very different approach and make different decisions.
The individual curation process does not have clear guidelines defining the things that
curators should focus on while curating data.

3.3.1.2 Level 2: Standardised Curation

At the standardised curation level, the curation team focuses on achieving a consistent
form of curation by making curators work as a team rather than as individuals. This
level’s goal is achieved by providing clear guidelines for curators to follow and by
developing standard curation processes.

3.3.1.3 Level 3: Curation at Scale

At this level, curation teams focus on dealing with other curation aspects that need to be
managed while curating data to improve the overall process. This level describes and
explains the action required from curators to deal with the large volume of literature
and data available for curation. Thousands of new articles become available all the
time and it is a difficult task to cope with all incoming literature. In other words, this
level’s goal is to provide various strategies to efficiently deal with with the massive
amount of literature and data to curate.

3.3.1.4 Level 4: Collaborative Curation

After the processes followed in previous levels have achieved clear, organise and con-
trol way to perform data curation, the community at this level is ready and prepared
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to be interactive and to collaborate with other biomedical communities that share the
same interest. In other words, communities can collaborate and share the curation
work between them to avoid redundant work.

3.3.1.5 Level 5: Analytical Curation

The most mature level in our model does not focus on the curation process itself, but
rather on the results of the curation process. It uses the curation results and other
external factors to produce a higher degree of information and understanding, and use
this awareness to serve the curation process. This leads us to refer to this level as
analytical curation, as it involves analysis of the available curation results alongside
other factors.

3.3.2 The BIOC-MM Components

As mentioned previously, the BIOC-MM was designed based on a review of the biocu-
ration literature and of the curation protocols of five biomedical databases. The rows of
the model refer to the curation components, which are summarised into six main steps
that any biomedical curation team must undertake The components are as follows:

• Literature-based curation.

• Data-based curation.

• Quality assurance.

• Data management.

• Computational annotation.

• Community building.

3.3.2.1 Literature-Based Curation

This component concerns curating data with relevance to the literature. Literature-
based curation covers things such as identifying related articles, ranking them, and
obtaining data from them. It should be noted that not all aspects are included in all
levels, depending on the level’s goals. A more detailed view of the component levels
will be presented later in this chapter.
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3.3.2.2 Data-Based Curation

This component concerns curating the data itself by finding and fixing errors that are
either present in the data, or based on findings from data in other resources. It also
involves deriving data from sources such as UniProt using tools to derive data related
to sequence analysis during manual curation.

3.3.2.3 Quality Assurance

This component concerns the quality of the curated source, which means dealing with
the management and organisation of the curated source. This component covers issues
such as providing guidelines and dealing with the data format.

3.3.2.4 Data Management

This component covers the management aspects of the data, rather than the curation
process. Data management covers aspects such as data quality, data collection, and
data access and retrieval.

3.3.2.5 Computational Annotation

This component describes the use of computational annotation, such as ontologies,
when annotating data. Computational annotation is added as a component because it
contributes to an essential part of the curation process.

3.3.2.6 Community Building

This component does not focus on the data curation process, but rather on how the
curation team act to curate the data and the things that a community needs to follow to
manage the curation process.

3.4 BIOC-MM Description

Before describing the model components at each level, we should mention that we
divided the curation practices by themes. According to Braun and Clarke, “thematic
analysis is a method for identifying, analysing and reporting patterns (themes) within
data.” [BC06, p.79]. When we read the literature and investigated the five databases
mentioned previously, we grouped these practises into themes based on the model
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components mentioned previously (Section 3.3.2). We then classified our findings
for each component in relation to its relevant level. The rest of describes the model
components at each level, with examples of available curation practices.

3.4.1 Level 1: Ad-hoc Curation

As mentioned previously, the first level is the ad-hoc level, at which all components
follow basic manual procedures to perform the curation process. In the literature-
based curation component, curators work individually to detect defects and fix them
based on the literature, following manual procedures to select and curate the related
literature. At this level, curators still do not have a clear description of the method for
curating data and the key aspects to focus on while doing so. Similarly, in terms of
quality assurance, the quality aspects of the curation process are not defined; when a
quality issue appears in the curation process, it will be resolved by curators if required.
Data management at this level follows ad-hoc procedures, and not all aspects of data
management are satisfied. This level focuses on the collection of data by the curation
team. The community provides access to the most recent version of the curated data
only. However, there is no attempt to use computational annotation while annotating
data; adding computational annotation terms while curating is a procedure that requires
the organisation of the community team. The community overall has not formalised
the curation process at this level, and the curation process is carried out by individual
curators without any parameters to help them to work in an organised way.

3.4.2 Level 2: Standardised Curation

The goal of this level is to move from the ad-hoc stage of the work to a formalisation of
the curation process. This is achieved by setting criteria and standardise the curation
process by setting rules for the curation team regarding how to curate data. At this
level, data curation approaches start to have some automation in all components (unlike
the previous level, in which the entire curation process was manually operated).

Starting with the first component of the model (literature-based curation), new ap-
proaches are set at this level which includes the following aspects:

1. Defining approaches to search, select, and rank the relevant literature.

2. Determining if the selected articles are curateable or not, so curators do not have
to go through non-relevant articles.
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3. Approaches to extracting data from some parts of the articles, such as title and
abstract.

In the reviewed literature and the five biomedical databases, these aspects were tackled
to some extent by by several communities and research groups. The following list
shows some of the existing approaches that satisfy this level’s goal:

1. PubTator is a web-based text mining tool for assisting biocuration [WKL13].
PubTator helps curators who have limited experience in text-mining by providing
a user-friendly interface. The tool covers different aspects related to searching,
retrieving and annotating articles.

2. Canto is an online tool for community literature curation produced by PomBase
[RHL+14]. Canto provides an interface that allows users to select and curate
articles, and to invite the authors of new literature to participate in the curation
process.

3. OntoMate is a literature search engine tool that extracts literature and tags ab-
stracts from the literature [LLH+15].

4. Szakonyi et al. proposes the KnownLeaf literature curation system, which is
built based on two tools: knownleaf and leafNet [SVLB+15].

5. Neves et al. introduces a curation pipeline for the CellFinder database, based
on the literature, that extracts some data such as cell types, cell lines, and or-
gans. The pipeline consists of text mining tools, and the results of curation are
validated manually [NDM+13].

6. ODIN is a graphical interface for literature curation, which can be run within a
web browser [RDS+13]. ODIN is dedicated to biomedical data curation and
uses a combination of text-mining tools and techniques.

7. PIMiner is a web-based tool designed to extract protein interaction information
and relationships from PubMed abstract articles [CZT+13].

8. RLIMS-P is an online text-mining tool for literature-based extraction of protein
information which helps curators identify biomedical research relevant articles
[TLL+14].
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Curators operating at the second level, data-based curation, start to follow a more
organised approach. A curation team may create documentation describing the pro-
cesses used for data curation. By providing documentation, the curators within a com-
munity will start to work as a team, rather than working individually as in the previous
level. One form of documentation is curation guidelines. These guidelines can be gen-
eral or specific; for instance, they may focus on discussing the curation of a particular
element of data.

For example, UniProt consortium provides both general and specific guidelines as
it gives a general guideline that describes dealing with manual curation such as UniProt
Manual Curation SOP [Con14b]. UniProt also provides guidelines that serve a specific
goal, such as protein name formatting [Con17]. The naming guidelines cover issues
such as conventions on protein names (i.e., the name should not contain disease names)
and procedures for dealing with legacy names that bunch the convention. The provided
guidelines are not fixed; new guidelines can be added or edited based on the community
requirements.

The third component, quality assurance, is concerned with ensuring quality in the
curation process. Communities may add audit trails at this level, which allow data
curators to add comments and justifications when they curate data. The comments
help curators from other teams, communities, and data consumers to understand the
reason for a change in data. Also, this level includes adding guidelines for quality
assurance, in line with the goal of standardising the curation process. The guidelines
for this component cover wider aspects than those included in the previous component.
Here, the guidelines should discuss aspects related to the whole curation process and
not only those related to data.

The fourth component, data management, focuses on data collecting, data query-
ing, and checking fundamental data quality aspects. These aspects are examined by
pulling data from the literature. Another data management aspect is data querying,
and ensuring basic quality aspects of data such as completeness and consistency.

The fifth component, computational annotation, curators at this level start to use
computational annotation terms while annotating data. Communities can adopt ex-
isting computational annotation terms or develop their own, such as the Gene On-
tology (GO)6, and the Evidence and Conclusion Ontology (ECO)7. When adopting
terms from other ontologies, the community should take note of whether the ontology

6www.geneontology.org
7www.evidenceontology.org
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provider is actively maintaining the ontology.

The last component, community building, focuses on providing guidelines to data
consumers for submitting data, giving feedback, or reporting errors. UniProt, for ex-
ample, gives instructions for researchers to send it updates, while Flybase allows their
data consumers to fill in a form reporting any comments. Sowe et al. propose a cloud
platform to support community-based curation, which is designed to serve a commu-
nity of disaster response scientists [SZ13].

3.4.3 Level 3: Curation at Scale

We now explain the procedures followed in each curation component by teams working
the curation-at-scale level. In the level previously described, the curation follows a
standard process; this helps curators within a community to follow a clear procedure
for curation. However, level 3 focuses on the way a community should deal with a
large body of literature and data for curation.

Curators deal with the first component, literature-based curation, by following two
processes to organise and share literature curation with communities of the same inter-
est. First, the curation community must manage the literature by ordering and priori-
tising it, as the amount of incoming literature is huge and curators should be selective
in their approach. Second, the curation process continues to support automation at this
level to adopt a shareable environment for curation.

The rest of this section highlights some existing approaches that cover the aim of
level 3. Poux et al. propose the use of multiple literature triage approaches, aided by
the PubTator tool, to prioritise articles in a better way [PAM+17]. The literature is
classified into three categories: curatable, not a priority, or not curatable. The com-
munity benefits from more automation, both in the curation process and to provide a
shareable environment for curation communities. The sharable environment will help
communities to deal with the literature, if communities agree to divide the curation
task between them. For example, communities which curate the same list of journals
can ease the workload by assigning the curation of a journal to a specific community,
who then share the curation results with the others. This saves time and effort.

LiverCancerMarkerRIF, a text mining-based curation system, offers the ability to
curate data using a user-friendly interface [DWL+14]. The aim of LiverCancerMark-
erRIF is that it allows both users and curators to find evidence on liver cancer while
they use the PubMed website.

UniProt, for example, provides a document which describes how a community like
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UniProt works in terms of literature-based curation, as it follows two types of curation:
manual and automatic [C+14].

Jamieson et al. focus on assisting manual curation by providing a semi-automatic
approach that uses text-mining to create a custom topic-specific molecular interaction
database [JRR+13]. “The approach demonstrates that combining existing text min-
ing tools with domain-specific terms and wiki-based visualisation can facilitate rapid
curation of molecular interactions to create a custom database” [JRR+13, p. 1].

Singhal et al. propose an approach focused on both the local and global context
of each mutation to extract genes and proteins [SSL16]. They also developed a text-
mining based machine learning approach to integrate protein sequence validation with
disease association. The proposed approach uses PubMed abstracts to find disease-
gene-variant triplets.

Rinaldi et al. presented an approach to deal with incoming literature by providing
scaling procedures to identify domain entities and semantic relationships [RFC15].
The approach focuses on providing three features: extraction of protein interaction
information, sorting the results, and providing a GUI to allow users to curate data.

Dai et al. proposed AuthorReward, an extension to MediaWiki, which gives au-
thors the chance to participate in the curation process [DTW+13]. The system sends
a form to the author asking them to provide information which helps curators to de-
termine whether to curate the paper or not, and so speeds up the curation process.
However, using this method (i.e., of asking the authors to undertake part of the work
needed to curate their results) might not work as well as a professional curator. Also,
author participation is optional, so responses cannot be guaranteed.

Urban et al. discussed the addition of some features to the Pathogen-Host Inter-
actions database (PHI-base) [UPR+14]. These summarised into four key features:
covering more taxonomic ranges and controlled vocabulary, covering more species,
linking to other external sources, and functional analysis of PHI-base accessions. The
authors also suggest some enhancements at the technical level, which includes devel-
oping data curation and release management, and mapping PHI-base phenotypes to
Ensembl Genomes.

In terms of the data-based curation component of the model, teams working at this
level consider adding more automation to the curation process, with semi-automated
approaches being used to detect errors in data and propose corrections. However, this
does not replace the role of human curators altogether. The approaches focus more on
smoothing the process of curation, as it saves curators time in identifying issues in data
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and suggests solutions. However, curators need to check and authorise these to ensure
the process is performed correctly. For example, an automatic tool which detects an
incorrect protein name and gives suggestions for the correct protein name requires the
curators need to see and agree on the suggested protein name. The following list shows
examples of existing approaches which helps in speeding up an scaling up the curation
process:

1. Yepes et al. propose the use of tables and supplementary materials provided
with the literature to curate data [YV13]. The authors suggested a text-mining
approach to annotate tables and supplementary materials provided with the pub-
lications. Both tables and supplementary materials are converted to text and
processed via the EMU[DKFB+10] tool.

2. Some researchers, such as Keseler et al., suggest assessing the accuracy of the
curation process [KSW+14]. The method for checking accuracy focuses on
manually examining arbitrary data records from two databases: the Escherichia
coli database (EcoCyc) and the Candida Genome Database (CGD). The accuracy
is tested by checking the availability of the data in the database’s records against
the information from the cited publication.

3. Khare et al. proposed the use of the Amazon Mechanical Turk (MTurk) environ-
ment to apply to crowd-sourcing techniques to scale drug annotation [KBA+15].
The authors mentioned that their method successfully achieved 95% accuracy in
annotating drugs.

The quality assurance component, at this level, has to follow standardised data
representation. By standardising the data representation, data consumers and other
communities will use and share data more easily, as the ambiguity of having unclear
data representation will be decreased. Also, automation can be added at this level
to detect and fix some quality issues. Argo is an example of this, providing a user-
friendly graphical interface for the biocuration process [RBNR+14]. The interface is
built based on text-mining solutions, which help in assisting curation.

The data management component has two aspects: data submitting and data archiv-
ing. The former relates to how data is submitted in a data resource. PhenoMiner is
an example of a tool that allows researchers to submit data through a form (built by
Rat Genome DB) [LLS+13]. The second aspect is data archiving. In the previous
level, this component focused on providing access to the current version of data only.
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However, data archiving at this level provides access to archives for the current and
previous versions of the data, which helps keep track of any changes made. Examples
of providing archives to satisfy the goal of automation include:

1. “The UniProt Archive (UniParc) is a comprehensive and non-redundant database
that contains most of the publicly available protein sequences in the world.”
[Con16]. It provides an archive to access all versions of proteins records.

2. Unisave is a tool which compares two versions of a protein record and allows to
download the comparison results [LNZA06].

3. Poux et al. discuss a case study that deals with data errors and consistency in
data when integrating with other sources [PMA+14].

4. “MetaboLights is the first general-purpose open-access curated repository for
metabolomic studies.” [SHC+13, p. 1]. The authors focus on the challenges
posed by curating in metabolomics, such as dealing with different sizes of data
submitted to the repository to curate.

5. Croset et al. aim to resolve issue raises in data when it is integrated from multiple
resources. [CRR15]. The authors used a graph-based approach to ensure that
no errors occur.

In level two, curation teams use ontologies when annotating data. However, some-
times curators cannot find the appropriate computational annotation terms for the de-
sired purpose. At this level, the computational annotation component covers aspects
other than the selection of annotation terms. The curators can request annotation terms
from the annotation providers if required. For example, Phenex [BDD+14] is based
around an Ontology Request Broker (ORB). The ORB allows curators to request or
edit ontology terms; the requested terms will then be checked and added for future use.

Since many curators need to deal with various data, the need to use terms from dif-
ferent ontologies arises. This requires curation teams to consider gathering the required
ontologies into one catalogue. Such a catalogue allows users to retrieve ontology terms
from different ontologies listed in the catalogue. The GWAS catalogue [WMM+13],
BioPortal [NSW+09] and Ontology Lookup Service (OLS) [CJAH06] are popular
examples of an accessible platform that allows users to search for different ontology
terms and request the addition of missing terms. Also, Friedman et al. describe an
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approach known as Marshal, specifically dealing with how to improve and repair on-
tologies automatically [FBB15].

In general, teams working at level 3 try to build a more consistent community that
can deal with the difficult tasks faced by the curation team. The teams start to standard-
ise data submission in a way that allows data submitters to participate in the curation
process; data submitters are required to fill in relevant information when submitting
data. The teams also set priorities to curate data in a community. Examples of these
ideas in action include:

1. Data Tamer is an example of an end-to-end curation system that combines cu-
ration components [SBI+13]. As part of the system, this follows a standard
process to present the text through a parser.

2. BioGrid: the Biological General Repository for Interaction Databases [CABO+14].

3. The SEAD project provides data services which minimise the curation efforts
made [MHA+15].

4. Poelchau et al. discuss the Web Apollo software, which enables smaller, focused
genome groups to coordinate manual annotation efforts across geographically-
distributed labs [PCM+14].

5. BLAHmuc investigated the use of two recently-developed tools: 1) Medicate,
a search engine for navigating through publications from MED-LINE; and 2)
TextAI, a machine learning-enriched extension of the TextAE annotation tool
[RW16].

6. Web Apollo is a tool that provides a real-time genomic collaborative annotation
between curators in the same place, or in different places [LHR+13]. Guidelines
are provided on how to annotate data using Web Apollo.

3.4.4 Level 4: Collaborative Curation

At this level, curation teams care about the expansion of the use of curation efforts.
We now discuss how the curation components work to satisfy this level’s aims. The
curation teams work through different ways to carry out collaborative curation, such
as using a common curation platform where a number of curation teams can share
and collaborate. The following list shows examples of approaches use collaboration to
enhance curation:
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1. MIntAct, a common curation platform, on which 11 different biomedical databases
collaborate and share their curation efforts [OAA+13].

2. O’Reilly et al. propose a collaborative literature curation framework to help to
establish a shareable curated corpora of annotations. The framework is designed
specifically for neuroscience literature [OIH17].

3. Islamaj Doğan et al. also propose collaborative curation, focusing on ensuring
that the process is of high quality [IDKCa+17].

Other tools help in curating data by providing integration environment between
resources, such as BioQRator [KKS+14]. BioQRator is designed to support gen-
eral biocuration tasks rather than focusing on one aspect for annotating [KKS+14].
BioQRator can annotate both data and relationships in the literature, and it can be
integrated with other systems.

Communities can benefit from the curation efforts made by other biomedical com-
munities. Since some communities curate data earlier than others, they can notify other
communities when another source is updated. Alqasab et al. propose the idea of the
IQBot, which helps in spreading the curation efforts made with a biomedical resource
to other resources [AES17].

The aim of the quality assurance component, at this level, is to share best practice
between curation teams. DataShare is an example of a tool that allows users to share
their curation practices [ACS+14].

Mottin et al. propose ranking the literature based on a new method, specifically
designed to extract articles related to protein-protein interactions and post-translational
modifications [MPG+17]. The extracted articles are ranked based on two metrics; the
vector-space search engine and the measuring density.

Since curation teams at this level collaborate with each other to expand the use of
curation, the data management component focuses on three aspects:

1. Linking data records between sources: many curated biomedical databases are
linking their data records to those from different databases, in order to provide
more information about their data (as in the UniProt database, where the data
records provide links to data from other resources).

2. Providing API access: providing programmatic access for data consumers to all
versions of data is important at this level, as it helps other users and communities
to retrieve the data they need. It also allows users of the curated resources to
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access data records programmatically by providing APIs. Four out of the five
communities we reviewed provide APIs for users to access data.

3. Considering data provenance: this provides curators with the ability to track
changes and find the origins of errors in data, if applicable.

Collaborative curation across communities and tighter linkage between data sources
leads to a need to map between computational ontologies. Such mappings help cura-
tors to understand annotation terms that come from sources other than those used by
a specific curator. This gives the curator a better understanding of annotation terms
coming from different communities. The Ontology Xref Service (OxO)8 and Zooma9

are examples of approaches to ontology mapping. OxO maps between ontology terms
by using the Ontology Lookup Service and relates it to the Unified Medical Language
System (UMLS)10 mapping. Zooma provides mapping to ontology terms while anno-
tating text.

It can be said that, at level 4, curation teams are concerned with having a shareable
and collaborative environment for curation in order to expand the range of available
curation partners, as exemplified by MIntAct. MIntAct provides a curation platform
that allows 11 biomedical databases to work in collaboration to share their curation
efforts[OAA+13]. In addition, “Egas is a web-based platform for biomedical text min-
ing and assisted curation with highly usable interfaces for manual and automatic in-line
annotation of concepts and relations” [CLMO14, p. 1]. Egas provides real-time collab-
oration service, allows curators to communicate with each other, and offers on-demand
management and guidelines.

BioSharing is a search portal for biomedical data [MGBRS+16]. BioSharing pro-
vides access to different types of data through the use of the core of the FAIR principle
and the linking of three registries (Standards, Databases, and Policies).

3.4.5 Level 5: Analytical Curation

The maturity model levels covered so far deal with approaches that improve the cura-
tion process and make it easier and faster to carry out high-quality curation within and
across communities. However, level 5 is different because it it primarily concerned
with using the outputs of the curation process to improve the curation process itself.

8www.ebi.ac.uk/spot/oxo
9www.ebi.ac.uk/spot/zooma

10www.nlm.nih.gov/research/umls
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In other words, the aim is to maximise the benefit of the curation process based on the
work that has already been done.

In the case of the literature-based curation component, the curation teams should
consider issues beyond the standard curation process of selecting and curating the lit-
erature. The team should focus on other aspects of the literature that are beyond the
scope of ordinary curation. For example, before an article is published, it goes through
many stages, one of which is peer review. Therefore, it would be helpful to have an
approach that uses reviewer feedback (or other aspects of the literature life-cycle) to
enhance the curation process by improving the understanding of its nature.

Processes in the data-based curation component focus on extracting patterns from
the curation work made to the curated data source. This may help curation teams to
better understand how the curation process is performed over time, and the factors that
affect it. This also helps implement tools more productively. In other words, curation
tool providers may consider adding a feature which takes the curation practice results
and translates it into a form that visualises and summarises findings of the curation
practices.

In the quality assurance component, the quality of the curation process is ensured
by looking through curation processes made by the community (whether manual or au-
tomatic). This may help identify the type of quality issues that appear in a community
and aid in dealing with these quality issues before they become a critical problem. In
addition, approaches based on an audit trail can be used to support the goal of quality
assurance in the community. This can be done by analysing the curator’s behaviour
while they are curating data, which may help other curators to acknowledge different
responses to certain curation tasks, and their concerns while curating.

In the case of the data management component, the curation teams should con-
sider approaches that cover quality issues in data across its life-cycle, from creation
to archiving. Also, the curation teams need to use approaches to generate a report
periodically about the type of problems in data.

The previous levels covered many aspects of using annotations, such as requesting
new terms if not available and mapping between annotation terms. At this level, the
focus here is on reusing the annotation terms used while curating data to streamline the
process by, for example, using an approach that gives suggestions for the annotation
terms that can be used when curators annotate data. This could help curators to quickly
select the suitable annotation term, rather than browsing for the right annotation terms.

Lastly, the primary community concern at this level is to extract knowledge from
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the curators about their actions (i.e., the curation efforts made) to improve and enhance
the curation process. This leads the community teams to provide documentation for the
results of the curation process. The data in this documentation can then be analysed.

3.5 Using a Maturity Model

This section illustrates how our proposed maturity model might be used in practice
by giving an example. In this example, a community that has only recently started
to curate its data wishes to make improvements. They will use BioC-MM to identify
possible “quick wins” for improvement, based on their current practices.

The community needs to carry out the following steps:

1. Identify the current maturity level of the community curation process against
each dimension in the model.

2. Identify the dimensions where improvement is most needed and select the de-
sired maturity level of each one. The desired maturity level should be close to
the current level for this exercise. The assumption behind the use of maturity
models is that there is no point in trying to jump to quickly from, for example,
level 2 to level 5.

3. For each dimension where improvement is needed, use the descriptions of the
levels between the current level and the target level to plan a series of staged
enhancements.

Consider a simple example of a community that wishes to use BioC-MM to improve its
processes. Assume that this community uses a tool downloaded from elsewhere to ex-
tract new publications from the literature every week, and that it can semi-automatically
detect and obtain data from the abstract using a bespoke tool that it has developed. The
community uses a basic collaboration platform to curate the full text of new publica-
tions. However, the repository data is still edited manually, and no audit trail informa-
tion is gathered (apart from notes kept informally by curators).

Based on the description of the community mentioned above, this community is
at level 1 for dimension 1, at level 2 for dimension 2, at level 3 for dimension 3, at
level 3 for dimension 4, and at level 1 for dimension 5. The curators feel they are
spending too long searching through new publications to find the ones they need to
pay attention to and are beginning to struggle with the lack of any formal audit trail, as
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errors introduced by inexperienced curators are hard to detect and correct. So, the goal
is set to reach level 3 in dimension 2 and level 2 or 3 in dimension 5. Interest is also
expressed in making data changes easier, so a target of level 2 is set for dimension 1.

After deciding the target maturity levels, it is time to go through each dimension
which is below its target in order to improve it. Dimension 1 should be moved from
manually editing repository data to semi-automatic editing. If no existing tool can be
found, then a bespoke tool will need to be created. The team might decide that this is
not cost-effective for them at present. To reach level 3 in dimension 3, the community
needs to find a tool that can extract relevant information from the abstracts of papers.
They find a suitable text mining tool but need to put some effort into configuring it to
work with their preferred annotation. The team has access to text mining expertise,
and decides to go ahead with this improvement.

The last dimension to be improved is dimension 5. The team decides to jump two
levels here, since they realise that they can adapt an audit trail model from another
closely-related community, and also make use of tools provided by that community.
The maturity model has helped them to make informed and defensible decisions about
how to obtain the most improvement value from the available resources.

3.6 Conclusion

To conclude, this chapter has covered the idea of providing the biomedical communi-
ties with a model to assess the maturity of their curation process through the use of
BIOC-MM. The chapter describes BIOC-MM and its related maturity levels and com-
ponents. Its design was based on the literature of biocuration in the last five years and
on details from the curation practices in use for five other biomedical databases. BIOC-
MM summarises common curation procedures from the reviewed work in a form that
can be applied to all biomedical communities. Each level of BIOC-MM aims to pro-
vide a list of approaches to adopt. It should be noted that the mentioned approaches
are the most recent approaches used in biocuration. BIOC-MM opens a wider vision
of biocuration for communities.
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- Level 1: Ad-
hoc Curation

Level 2: Stan-
dardised Cura-
tion

Level 3: Cura-
tion at scale

Level 4: Col-
laborative Cu-
ration

Level 5: An-
alytical Cura-
tion

L
iterature-B

ased
C

uration

Ad-hoc, man-
ual procedures
used for rank-
ing, selecting
and curating
publications.

Uses agreed-
upon doc-
umented
approaches
for selecting
publications
for curation
and for ex-
tracting basic
annotations
from the text.

Organises and
prioritises the
large liter-
ature to be
curated. Uses
automation
and data shar-
ing platforms
to amplify
the curation
work that can
be done by
the available
curators.

Uses collabo-
rative curation
platforms.
Deskills cura-
tion through
the use of
tools

Uses re-
viewers’
feedback on
publications
in curation.
Tools consider
curation needs
earlier in the
publication
life cycle.

D
ata-B

ased
C

uration

Uses ad hoc,
manual pro-
cedures for
identifying
problems in
data and fixing
them.

Uses agreed-
upon, doc-
umented
procedures
for finding
and fixing
problems in
data.

Uses ap-
proaches for
detecting
errors and
suggesting
corrections,
and the cura-
tors need to
authorise the
process.

Uses ap-
proaches for
notifying cura-
tors if related
resources have
been updated.

Uses the
results of
curation to
find patterns
in curation.
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Q
uality

A
ssurance

Ad hoc,
sporadic at-
tempts to
fix problems
with curation
processes.

Providing an
audit trail for
curation. A
standard cu-
ration process
is followed by
all curators.
Guidelines for
the curation
process and
other related
issues are
documented.

Standard
data repre-
sentations
are followed.
Automated cu-
ration for data
that cannot
be manually
curated. Clear,
documented
guidelines
for using
annotation
terms.

Sharing best
practice cura-
tion processes
with other
communities
and adopting
beneficial
ideas.

Automatic
gathering of
training data
from the work
of existing cu-
rators. Tools
to identify
good curation
practices from
audit trails.

D
ata

M
anagem

ent

Ad-hoc, data
is collected by
the team. Pro-
vides access to
the latest ver-
sion of data
curated.

Uses agreed-
upon ap-
proaches for
collecting
data, querying
curated data,
and checking
basic quality
aspects.

1. Uses
approaches
for allowing
researchers to
submit data.
2. Archives
versions of
data and pro-
vides access
to previous
versions of the
data.

1. Link data to
other external
biomedical
data. 2.
Provides
program-
matic access
to current
and previ-
ous database
version.

Uses auto-
matic tools
that diag-
nose quality
problems in
data, fix them
and generate
reports about
them.

C
om

putationalA
nnotation

No attempt to
use computa-
tional annota-
tions or agreed
terminologies.

Uses agreed-
upon anno-
tation terms
within the
community.

Allows users
to request
additional of
new annota-
tion terms.
Uses a cat-
alogue of
annotations.

Uses ap-
proaches
for mapping
to different
annotation
terms.

Uses ap-
proaches for
suggesting
annotation
terms.
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C
om

m
unity

B
uilding

Ad-hoc proce-
dures used for
curation, with
no attempt to
standardise
throughout the
community.

Mechanisms
for users to
give feedback,
report errors
and supply
requirements.
Clear, doc-
umented
guidelines for
submitters of
data, etc.

Standardises
the data sub-
mission to
the commu-
nity, so data
comes in par-
tially curated.
Proactively
gathers pri-
orities on
curation from
the commu-
nity.

A shared and
collaborative
environment is
provided be-
tween related
biomedical
communities.

1. Documents
the results of
the curation
process and
analyse them
to gestate
knowledge
that can im-
prove the
curation
process. 2.
Tracks usage
of data to
identify cura-
tion priorities
automatically.

Table 3.1: BIOC-MM, the Maturity Model for Curation of
Biomedical Databases.



Chapter 4

Evaluating BIOC-MM

You only live once, but if you do it

right, once is enough.

Mae West

The previous chapter discussed the creation of BIOC-MM, a maturity model for
biocuration. The first version of BIOC-MM was build without formally contact with
domain experts, as we focused on surveying the literature on biocuration.

Tarhan and Turetken argue that researchers have mostly focused on building ma-
turity models, and have paid less attention to evaluating the created models [TTR16].
However, evaluating a maturity model is an important step in order to ensure that the
model satisfies the goal it was designed for. The main questions that we would like to
answer in this chapter are:

• How closely does the model fit the reality?

• Is the level of abstraction of the model appropriate for the task it aims to support?

• Are there any key omissions?

• Is everything that is included actually needed?

• Do the levels provide a useful guide for improvement and modelling of the cur-
rent state of reality?

To answer these questions, we carried out the evaluation process using a range of
methods, including contacting human experts in the domain to get their opinions and
suggestions about the proposed maturity model.
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The chapter begins by reviewing the literature of maturity models (Section 4.1). We
then discuss how we evaluated BIOC-MM (Section 4.2). We followed two approaches
for our evaluation. The first approach focuses on evaluating whether BIOC-MM con-
tains the main practices of biocuration (Section 4.2.1). The second approach focus on
evaluating the model from the perspective of experts in biocuration (Section 4.2.2).
Section 4.3 presents the results of evaluating BIOC-MM.

4.1 Evaluating a Maturity Model

As mentioned earlier (chapter 3), several researchers have proposed methods for devel-
oping maturity models, such as the Institute of Internal Auditors [The13] and Bruin
et al. [DBFKR05]. After development, a maturity model needs to be evaluated to
check whether ot not it meets the criteria for which it is designed. There have been
a number of attempts made to find ways to evaluate maturity models, such as asking
domain experts for their evaluation, or distributing surveys. In the rest of this section,
we examine the existing literature on evaluating maturity models.

Some researchers have focused on using different approaches to evaluate maturity
models. Lee, Gwanhoo and Kwak evaluated their proposed maturity model by inter-
viewing experts in the domain of the model [LK12]. The authors also carried out a
focus group, which discussed the content of the maturity model. Zaabar et al. car-
ried out two methods to evaluate their maturity model; semi-structured interviews and
surveys [ZBP17].

Other researchers have focused on proposing evaluation approaches for maturity
models. Salah et al. have introduced a template for expert reviewers to evaluate matu-
rity models [SPC14]. By reviewing the results of Helgesson et al., the authors found
that there is a lack of clear, detailed instruction showing how to evaluate maturity mod-
els. This resulted in their proposing an evaluation form that contains several questions
for the assessment of maturity models. Two types of questions are included: Likert

scales, and open-ended. The Likert scales questions cover three categories: maturity
levels, process and practice, and the maturity model’s understandability and useful-
ness. These questions are followed by ten open-ended questions that ask for ways to
modify and improve the model, such as: Would you add any maturity levels? If so,
please explain what and why?. The template has not been tested, but the authors men-
tion that they are planning to contact domain experts in maturity models to continue
their evaluation of the template.
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Other researchers have focused on reviewing existing work on maturity model eval-
uation, such as that of Helgesson et al., who summarise ways to evaluate maturity
models. The authors carried out a systematic review for evaluating maturity models
[HHW12]. The study is based on 59 articles extracted from two publications databases:
INSPEC and COMPENDEX, which are both provided by Elsevier Engineering Infor-
mation Inc. The following keywords were used to search for articles: evaluation, matu-
rity model, and CMM. Searching the two databases resulted in 1722 articles, but after
removing unrelated and duplicated articles, 59 articles remained. The authors then
sorted the 59 articles into three types based on the evaluation methods used: Type 1,
the off-line evaluation process, where the evaluation task involves people who partici-
pated in the model creation (in this type, they need to evaluate the clarity and coherency
of maturity model components and procedures); Type 2, the expert evaluation process,
where the evaluation task involves people who are experts on the model area reviewing
the model and give feedback to enhance it (in this type, the experts have to evaluate
the content of maturity models and assess whether this reflects the model domain; and
Type 3, which involves evaluating the model in a real-world community. The maturity
model developers can perform these three types of evaluation in the order they prefer.

While reviewing the literature on maturity models, we found that the main focus
was on developing maturity models and validating the process of creating these mod-
els. However, less research focused on evaluating maturity models themselves.

4.2 Evaluating BIOC-MM

As mentioned earlier, BIOC-MM was initially created based on a review of the litera-
ture on biocuration. The problem with the literature is that it does not cover all aspects
of the biocuration process, focusing on literature-based curation. While creating the
matrix structure of the model, we faced difficulties in filling in the cells. Some of the
cells were empty after we added the information from the literature. We used our own
limited expertise to fill these gaps. However, with our level of expertise, we cannot
ensure that the proposed matrix structure covers the full scope of biocuration activi-
ties. Therefore, we do not know if some basic components are missing (i.e., missing
columns) or if important activities are omitted from the columns we have. Further-
more, we do not know if the levels we have imposed on the activities are meaningful
or useful to potential users of the model. We followed the available procedures in the
literature to evaluate the model. It should be noted that BIOC-MM is the first maturity
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model which serves biocuration. This makes it hard to evaluate the model by com-
paring it to other existing maturity models, as it the only one currently available. We
followed two evaluation methods, the off-line and expert evaluation (as proposed by
Helgesson et al. [HHW12]), to evaluate the model and produce the final version. We
chose these methods because we wanted to evaluate the model from two different per-
spectives. In the following subsections, we present how we performed each evaluation
method and the outcome of both (see the off-line (Section 4.2.1) and expert (Section
4.2.2).

4.2.1 Off-line Evaluation

We wanted to perform a preliminary evaluation before asking experts to evaluate the
model, because we do not have access to unlimited time from experts. We aimed,
therefore, to improve some parts of the model so that experts can then focus their
efforts on other problems in the model.

To perform the off-line evaluation, we checked a number of aspects of the maturity
model. Initially, we revised the model components and checked whether or not they
covered the main procedures of biocuration. We then checked whether activities and
practises were coherent.

In the earliest version of the model, as shown in appendix B, we set the goal of the
maturity level as showing how the biocuration process move from manual to automatic
curation. This was set because most of the reviewed literature dealt with automating the
biocuration process. For the same reason, the model components focused on curating
based on the literature.

We started by evaluating whether or not the model covered the full cycle of the
curation process. The model components focused on two aspects; literature curation
and documenting the curation results. We added other components to complete the
cycle of the curation process. Changing the model components lead us to change the
cell contents as well as the maturity level aims. After these changes, we checked the
content of each column and row to ensure that they met the component and level aims.
The output of this evaluation method is shown in Appendix C.

4.2.2 Expert Evaluation

We needed people who were working as, or have worked as, curators to evaluate BIOC-
MM. It was important to have curators’ opinions, as they are experts at finding defects
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in data and correcting them. Besides, curators’ feedback is vital for ensuring BIOC-
MM meets its intended goals. According to Helgesson et al., expert evaluation “is
conducted by involving practitioners, who are the experts on the type of process that is
intended to be improved by the maturity model, but who have not been involved in the
actual development of the maturity model” [HHW12, p. 439]. The expert evaluation

is our focus in this section. We undertook two different expert evaluations. First,
we sought unstructured feedback. Second, we ran a semi-structured interview with a
domain expert. The rest of this section explains how both evaluation methods work.

4.2.3 The Unstructured Feedback

In the first stage of expert evaluation of BIOC-MM, we used unstructured feedback.
The aim of this evaluation was to test the model before the semi-structured interviews.
At this stage, we wanted the experts to point out only obvious errors. To achieve this,
we set up a cheaper, more informal type of feedback gathering. We presented the ma-
turity model in a poster, which resulted from the off-line evaluation (refer to Appendix
C for BIOC-MM). The poster format was a working form of the model that explic-
itly invited feedback. To get feedback, we provided the poster in three locations: the
University of Manchester E-Science lab, the Evolution and Genomic Sciences depart-
ment, and the International Conference of Biomedical Ontologies (ICBO 2017). Each
location targeted a different type of expert:

• Bioinformatics professionals, who support the owners of and users of curated
data (including curators).

• Scientists, who rely on curated data sources to do their own work.

• A mixture of curators and consumers of curated data.

We received feedback from four people at ICBO 2017, and we did not receive any
feedback from the other locations. The comments focused on adding or modifying the
components. We received a number of comments suggesting that we consider compu-
tational annotation as a stand-alone component rather than including it within another
component. Other comments suggested separating the tasks in the data-based compo-
nent into two different components, as the tasks seem to have two diverse aspects. The
comments we received resulted in some changes in the model; it changed from how it
appears in Appendix B to the version that appears in Table 3.1.
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4.2.4 The Semi-Structured Interview

The second expert evaluation was carried out through a semi-structured interview. Our
aim with this stage of evaluation was to get experts’ opinions of BIOC-MM, and es-
tablish whether it contains all the main activities of biocuration. We also aimed to test
the understandability and usefulness of the model. To achieve the evaluation aims, we
conducted a semi-structured interview. We chose this type of interview because we an-
ticipated that we might need to adjust the questions based on the interviewee’s answers.
The interview was expected to take no longer than an hour. As mentioned earlier, Salah
et al. have proposed a survey template to evaluate maturity models [SPC14]. We ad-
justed some of the proposed questions to meet the requirements of our evaluation. The
questions we used can be found in Appendix A. The interview questions focus on
assessing three aspects:

1. Whether or not BIOC-MM reflects the main aspects of the biocuration process.

2. Whether the model needs to be modified or enhanced.

3. The experts’ opinions on whether the model would be useful for biocuration
communities.

When interviewing an expert, we began by explaining BIOC-MM (i.e., What is
it? What are the components? What are the maturity levels? What can we use the
model for?) We then discussed the model and the interview questions. We took notes
to record the interviewees’ answers.

Although we invited ten experts in biocuration to participate in validating BIOC-
MM, we only got a response from one person. We interviewed a senior scientific
research manager who worked as a biocurator. At the beginning of the interview,
we explained BIOC-MM to the interviewee. According to the interviewee’s answers,
BIOC-MM covers all the aspects of the biocuration process. However, a couple of
refinements were proposed to improve the model. When the interviewee was looking
through the model components, he focused on the computational annotation compo-
nent at two levels. At level 3, the component allows users to request annotation terms.
The interviewee suggested not to make the request related to annotation, use by a com-
munity, as the community can relate term requesting to their records. In the community
he worked in, they referred to it as records. In addition, he suggested modifying the
annotation task at level 5 to use approaches to suggest modifications for records that
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related to computational annotation. The interviewee was positive regarding the use-
fulness of the model and specifically mentioned that BIOC-MM could be useful in
terms of allowing communities to assess the maturity of their process (which relates
closely to our initial goal in creating the model). Moreover, interviewee said that the
usefulness of the model can be extended to cover other aspects, as it offers a good
source of resources for funds. This would help a community to find sustainable fun-
ders by presenting a clear plan of the steps needed to be in the required mature level.

4.3 Conclusion

We presented two different approaches for evaluating BIOC-MM. The first evaluation
involved assessing the model by the people who created it, after which we evaluated
it with the help domain experts. Based on the evaluation process followed, we found
that the first version of the model was missing a number of key procedures in the
biocuration process. We modified the model to incorporate the missing procedures,
and presents the second version of the model for expert evaluation. Based on expert
feedback, we edited the model to fits the reality of biocuration.

Returning to the questions raised at the beginning of this chapter, the evaluation
process enabled us to ensure that the model reflects the biocuration process. Further-
more, we included the missing procedures which were mentioned during evaluation. In
addition, the model contains a clear description of each level and component provided.
As part of the evaluation process, some researchers propose comparing the maturity
model with other existing models. However, as we mentioned earlier, BIOC-MM is
the first maturity model in biocuration, which makes it difficult for us to compare it
with other similar models.
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Inferring Defects, Corrections from
Curation Changes

Happiness doesn’t result from what

we get, but from what we give.

Ben Carson

Many researchers have focused on raising data quality by proposing and using
approaches to detect quality problems and fix them, such as Wang et al. [WS96] and
Pipino et al. [PLW02]. However, the process of raising data quality cannot be fully
automated, as some quality problems require expert knowledge in order to be resolved.
As an example, imagine that a new publication causes a change to be required for the
annotation of a protein entry. Some protein information can be annotated using tools.
However, other protein information is complex and cannot be found and fixed easily.
This requires human experts in the domain of the data to do the job. These experts
may volunteer their time to find defects and correct them in the area of their interest,
or data source providers can hire curators. It should be noted that new information
is constantly coming in so fast that dealing with it is not an easy job, even for well-
resourced databases, and the process requires a great deal of time.

In the previous chapter, we looked at how the curation process can be improved to
gain the most curation benefit from the resources available for curation. In this chapter,
we focus on proposing a way to amplify the value of the time spent on curation and
package this to be used by owners of data resources with overlapping content. Cru-
cially, we would like to find an automatic approach to extract the curation information
without the need to ask curators to make extra effort. Specifically, we do not want to
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ask them to do additional work to package the curation knowledge manually, or to add
metadata describing it. Furthermore, we do not want them to change the toolkit they
use for curation, or to use any additional tools. To achieve this, we need to answer the
following questions:

1. Can we infer the defects detected in data by a curator by examining the changes
made to the data by curators between stable versions of the data resource?

2. Can we also infer the corrections identified for the defects by the curators from
changes made between stable versions?

In this chapter, we will answer the questions above in abstract form. In the next chapter
6, we will present more concrete answers in the context of a specific curated source.
We will tackle the problem of finding modifications made to curated databases and
converting these changes into more widely applicable data defects and corrections.
One option would be to ask curators to identify and record such defects explicitly
while carrying out their curation work. However, this means extra work and time
commitment from curators, which we would like to avoid. Although data curators have
the expertise to spot semantic data defects, our aim in this thesis is to maximise the
usefulness of curation efforts with the least amount of additional input from curators.
Another option would be to ask database providers to periodically notify all their users
about the changes made by curators. However, this will mean an extra expense for
database providers, which we also would like to avoid in order to minimise costs.

The chapter begins with some examples to highlight the problems that we focused
on in the chapter (Section 5.1). We also provide some definitions related to defects and
give a brief overview of the literature regarding data defects (Section 5.2). We then ex-
plain how to achieve maximisation of curation efforts through the use of a third-party
component, IQBot (Section 5.3). As part of IQBot’s job is to extract changes between
data sources versions, we explain the meaning of the concepts related to changes (Sec-
tion 5.4). We then explain how to infer defects and defect corrections from a monitored
data source (Section 5.5). Furthermore, we discuss extraction of the reason behind the
change detected in the monitored data source (Section 5.6). Finally, we conclude with
a way to infer defects (Section 5.7).
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5.1 Motivating Example

There are many examples which demonstrate the need to find a mechanism to infer
defects and corrections. Embury et al. gave an example of how a curator curates a
protein entry in UniProt1 [EJSE14]. In this example, the curator looked at a protein
entry with the code ”P322169”, and spotted a defect in data related to the number
of pages where protein information is published. Then, the curator changed it to the
correct page number.

Another example is that many biomedical databases provide Gene Ontology2 (GO)
terms in their data. GO terms offer a collection of gene vocabularies and concepts to
aid in defining the relationship between these concepts [BCA+00]. Each GO term has
a unique meaning, such as the term ”GO:0005829” which means that ”the part of the
cytoplasm that does not contain organelles but which does contain other particulate
matter, such as protein complexes”3. When the source ontology changes, users of GO
terms need to apply these changes to their data. Unfortunately, the source ontology
does not provide a service to notify its users about such changes in terms. Therefore,
it is the responsibility of data curators to find the GO terms in their data and replace
them with new versions.

Curation is not limited to changing data because of data was entered incorrectly.
Curators need to search for changes in their original sources and check their own data
to see if they can find the presence of defects. Other examples can be found in Embury
et al. [EJSE14].

5.2 Background and Literature Survey

In this section, we present definitions of some information quality concepts related to
this chapter. Information quality refers to errors in data that affect its quality, such as as
a data defect. To overcome a defect in data, we need a data correction. Data correction
is the act of removing defects in data. In simple terms, a data defect is where an error
is found, while data correction is the way to fix it.

In terms of information quality, data defects and their corrections are categorised to
fit into one of the quality dimensions. There are many information quality dimensions
which cover different aspects of defect correction, such as completeness, consistency,

1www.uniprot.org
2www.geneontology.org
3www.ebi.ac.uk/QuickGO/term/GO:0005829
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accuracy, precision, validity, and timeliness.

Much research has been conducted into the management of defects in data. Dal-
lachiesa et al., for example, propose NADEEF, a commodity data cleaning system
[DEE+13]. The system allows users to choose the quality rules to apply to data and
add algorithms to solve quality problems. The users’ input will be taken into account
in the core component, which is responsible for compiling the input to find defects
in data and fix them accordingly. Greets et al. propose LLUNATIC, a data clean-
ing framework [GMPS13] which focuses on solving three quality problems: missing
semantics, missing repair algorithm, and main memory implementations and scalabil-
ity. To overcome these problems, the authors use equality-generating dependencies
(EGDS) to produce a language that concerns about dependencies in constraints. They
also build a semantic which focuses on repairing cell groups rather than an individ-
ual cell, and propose an algorithm which works on the solution. Fan et al. suggest
a data cleaning method which focuses on monitoring and enhancing data [FLM+12].
The method focuses on targeting input tuples, and the authors have developed a graph-
based algorithm to divide the tuples by reigns. The authors suggested that using reigns
helps to improve data correctness. In a further study, Fan et al. propose a framework
based on repairing and matching [FMTY14]. The designed algorithm was built based
on matching rules and integrity constraints.

5.3 Overview of IQBot Architecture

Our key aim is to find a way to benefit from curation efforts without requiring addi-
tional work from curators. Embury et al. propose the idea of IQBot, a mechanism that
monitors a curated database to find defects and defect corrections and prepares them
for sharing [EJSE14]. The authors provide IQBot architecture, but this has not yet been
implemented by them. This section explains how IQBot works with other components
to perform its job. Figure 5.1 gives a general view of this approach. The left side of
the figure shows the curated databases that we will monitor for data defects. An IQBot
monitors the curated databases to find defects and corrections. Then, the results of
the process are moved to a Defect Corrections Server to be stored in the Defect Store.
The Defect Corrections Server is responsible for controlling the access to the Defect
Store, where the changes found in the monitored database are stored. The IQBot user
can use one or more Defect Corrections Servers based on the data collected from the
curated databases. Then, the changes found can be packaged and published in a more
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applicable format.

Figure 5.1: The IQBot architecture as proposed in [EJSE14].

The process behind the architecture flow is complex for several reasons. First, it
is not easy to monitor a database, as not all databases have the same procedure for
accessing their data. Second, not all databases use the same data representation, which
is required to define the way of extracting and retrieving data. Third, packaging defects
and defect corrections to suit many databases is complicated, and so we are considering
providing data as linked open data.

Our focus in this thesis is the IQBot component and how it monitors a curated
database to detect defects and corrections in data. An IQBot component follows five
steps. First, the IQBot monitors the curated database to extract changes in data. To do
this, we need to extract the data from two consecutive versions of the curated database,
so that we can find changes that occur from one version of data to the next. This will
assist us in keeping records of the history of changes for later use. The data extracted
from both versions of the curated database is then compared. If the data are different in
both versions, the IQBot will move to the third step, where it marks one version of the
data as a defect and the next version as a defect correction. However, if the data are the
same, the IQBot will go back to the first step and move on to the next data record. In
the fourth step, the IQBot determines the relationship between the detected defect and
correction by identifying the type of change. The last step involves finding out why
the data has changed. The reason for the change is calculated based on information
extracted in the previous steps. We believe that providing the reason for change will
help IQBot users to make an informed choice as to whether to apply the change to their
data or not, based on the information about the reason for the change.
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5.4 Extracting Deltas from Monitored Sources

Here, we consider changes made to a curated database during the process of curating
it. We refer to these changes as delta. Delta is a Greek letter, which, in the context
of databases, means changes in which data records are updated from one version to
another. IQ-complete delta in the first version are either left entirely uncorrected in the
second version, or are entirely corrected in the second version. In this thesis, we not
only look at finding changes in data, but also focus on inferring changes in the form of
defects and defect corrections.

The method for obtaining delta information varies depending on whether a resource
is versioned or not. Embury et al. discuss the issue of versioning in linked data re-
sources [EJSE14]. The authors mention that some database owners provide access to
older versions; alternatively, versioning tools can be used, such as Apache Marmotta
4. However, in cases where database owners do not provide older versions, an IQBot
can record regular snapshots of the database. An IQBot can then use these snapshots
to compare data versions and extract IQ-complete delta, which is discussed in the next
section.

5.5 Inferring Defects from IQ-Complete Deltas

In the remainder of this chapter, we describe the work we have done to convert the
IQBot concept into a working prototype. The algorithm 1 shows an abstract view of
the process IQBot follows to perform its job. IQBot starts by establishing whether
or not a curated source has been monitored before. If it is being monitored for the
first time, IQBot will start from the first version of the data source. Otherwise, it
will start with the mocst recent version which has not yet been monitored. For the
selected version, IQBot retrieves all record ID. It then compares data records from
two consecutive versions of the data to extract changes. When comparing data, IQBot
checks if the record ID is newly added or deleted from the previous version. If the
ID record exists in both versions, IQBot compares the values of a specific attribute to
check if the values are different (it follows the same process if it is monitoring more
than one attribute). Then, if the values are not the same, IQBot sets the attribute value
in versionn as a defect and sets the attribute value in versionn+1 as a correction. When
IQBot detects a defect and its correction, it will send them to a function to find the

4www.marmotta.apache.org
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relationship between them, which we refer to as the type of change. After finding the
type of change, IQBot identifies the reason behind the change and adds all the extracted
data to a list of defects. The process of finding defects and their related information is
repeated for all record ID. Finally, IQBot sets the version number of the data source as
monitored.

Algorithm 1 The general algorithm of the IQBot
Require:

input: “ver” the version of the data set to find defects
input: “ver+1” the version of the data set to find corrections
output: a list of defects and defect corrections

1: if the source is monitored for the first time then
2: ver = the first version of the monitored source
3: else
4: ver = the last monitored version of the data source
5: end if
6: while there are unmonitored versions do
7: recID = get all records’ ID
8: for each recID do
9: if the record ID is not found in ver-n then

10: The record is newly added
11: else
12: if the record ID is not found in ver-n+1 then
13: the record is deleted
14: end if
15: end if
16: if data record changed in ver-n+1 compare to ver-n then
17: defect = data in ver-n
18: correction = data in ver-n+1
19: type = findDefectType(defect, data in ver-n+1)
20: reason = findTheReasonForTheChange(type, defect, correction)
21: add the tuple to list of defects(recID, defect, correction, type, reason)
22: end if
23: end for
24: add the version number to a list of monitored versions
25: end while

When we tried to produce a generic algorithm to infer all defects, we faced issues
covering all information quality dimensions. Because information quality is a complex
and rich concept, it takes many forms. Information quality dimensions are used to get
a handle on these forms and to propose solutions that cover the major cases, even if a
general solution that works for all cannot be found.
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Since it is difficult to find a generic algorithm to detect all defects, we focused
on producing an algorithm which loops through all record updates in the table under
consideration. So, in our proposed algorithm, we take each record version pair, call a
function specific to each of the dimension covered, and see what defects come back.

To keep things simple, the algorithm should keep track of all the defects that are
returned, and combine them into a single list of defects to be published for that entry.
Each defect will be packaged in a way that describes the type of defect, so there is no
problem with lumping all the defects from different dimensions into a big bag together.
The remainder of the chapter presents the process of how to find the type and reason
for the changes.

5.5.1 Finding Types of Defects

As mentioned previously, a tuple containing the inferred defect and its correction is
extracted from the monitored database. The next step is to determine the type of de-
fect detected in the previous phase. We selected four information quality dimensions:
accuracy, precision, completeness, and consistency. We considered these four informa-
tion quality dimensions to categories the type of defect because most of the defects we
focus on fit into these dimensions. However, the right dimension cannot be identified
without looking into the text value of the defect and its correction in order to compare
and find the relationship in between them.

The following sections present each selected quality dimension in more detail. For
each dimension we provide the definition, followed by examples. We also present an
algorithm which shows the process of identifying the defect type at an abstract level.

5.5.1.1 Completeness

Completeness is defined as “the state or condition of having all the necessary or ap-
propriate parts” 5. In simple terms, the completeness dimension, in the context of
information quality, means the action of adding missing values. Changes to data that
fill in missing values can point to the prior existence of completeness defects. Identi-
fying completeness defects is simpler than other types, as it does not require analysis
of the values of the defect and correction. A simple manifestation of a completeness
defect and correction occurs when an attribute has a null value in versionn but has a

5https://en.oxforddictionaries.com/definition/completeness
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value in the following version. As an example of completeness, imagine that impor-
tant information, such as a patient’s age, is missing from their patient record. This is
considered a defect where the value is missing. To correct this defect, the patient’s age
should be added.

We should mention that there is another type of incompleteness where a missing
value is a multivalued attribute. For example, imagine IQBot is monitoring changes
in an attribute, and the attribute is a list. When IQBot compares the two versions of
the list, it finds that one or more elements of the list are missing. Figure 5.2 shows the
“Q96EK9” protein entry in version 49 compared with its form in version 50. It can
be noticed from the figure that the DR line was not previously present, and has been
added to the protein entry.

Figure 5.2: Q96EK9 protein entry version 49 in compare to version 50 - completeness
example.

When IQBot extracts a paired defect and correction, it sends the pair to function
to find the defect type. The algorithm 2 shows the part of the type function related to
completeness. The algorithm checks whether the defect contains a null value(S) and
whether the correction contains the missing value(s).

Algorithm 2 The completeness algorithm
Require:

input: defect and its correction
output: the type of defect

1: if (defect = null AND correction 6= null) OR (multivalued defect has null value(s)
AND multivalued correction has value(s)) then

2: set the type of defect as completeness
3: end if

5.5.1.2 Accuracy

Accuracy is “the degree to which the result of a measurement, calculation, or specifi-
cation conforms to the correct value or a standard” 6. In term of data quality, accuracy

6www.oxforddictionaries.com/definition/accuracy
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is the degree to which data is correctly allocated. An example of a data accuracy issue
is when a user enters an incorrect spelling for the city name in an address. Another
example is when the user enters the current date instead of entering a date of birth.

Accuracy covers situations where data are wrong, either partially or completely. By
partially wrong, we mean cases where a minor change occurs to data, such as fixing
spelling mistakes and changing data that is partially incorrect (for example, entering
’2.02’ instead of ’2.20’). By completely wrong, we mean cases when the defect is
entered entirely incorrectly (for example, entering the family name instead of the first
name).

To identify defects with accuracy problems, IQBot sends a pair of defect and cor-
rection to find defect type function (algorithm 1). As shown in the algorithm 3, the
defect and correction should not contain a null value. When comparing the defect to
its correction, the algorithm compares character-by-character. If some or all characters
are changed, this can be considered as inaccuracy.

Algorithm 3 The accuracy algorithm
Require:

input: defect and its correction
output: the type of defect

1: if de f ect 6= null AND correction 6= null then
2: Compare each character in defect with each character in correction
3: if number of characters changed > 0 then
4: set the type of defect as accuracy
5: end if
6: end if

5.5.1.3 Consistency

Consistency is when contradictions appear in data, normally in the same version of the
data. In other words, consistency is the act of ensuring data uniformity. For example, if
the current age entered in a 2019 record is 30, and the year of birth is 1982, this presents
an inconsistency problem. IQBot focuses on comparing two versions of the data, and
therefore ensuring consistency here involves checking for inconsistencies not in the
data values but in other aspects, such as ensuring that data records follow the same
data format. For instance, imagine that a data source uses an abbreviation to present
some data, and then later changes the abbreviation to the full term. Another example is
changing the letter case from upper to lower case and viceversa, or changing the use of
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Greek letters to another numeric format. The reason for making these changes may be
to follow the standard issued by the consortium of the curated source, which manages
the data records. We classify these types of defects as a consistency issue.

Figures 5.3 and 5.4, for example, show two different versions of the protein entry
with the code “Q96EK9”: versions 40 and 41. In these two versions, the data in the
DE line has the same protein name “Protein KTI12 homolog”. However, the difference
between the two versions is that the community started to use a specific term in front
of the protein name, which appears in version 41 as “RecName”. This is an example
of changing the schema of the data. We consider this type of defect as a consistency
problem, as the value remains the same in both versions, but the difference relates to
standardising the data in the records.

Figure 5.3: Q96EK9 protein entry - version 40

Figure 5.4: Q96EK9 protein entry - version 41

For the same protein entry, Q96EK9, Figure 5.5 shows how the order of words can
change; in this example, we consider reordering the words to be a consistency defect.
Similar types of changes, which focus on adding modifications and editing the text
rather than changing the actual value, are considered to be a consistency problem.

The algorithm 4 gives an overview of how to identify consistency defects. First, it
ensures that defect and correction values are not null. Then, it checks two conditions.
First, it checks that the defect value does not reflect the correct value when it compares
to other values in the same record (as with the age-related example mentioned earlier
in this section). Second, it checks if the actual value of the defect and correction are
the same. Then, the defect between them is related to consortium convention (with the
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Figure 5.5: Q96EK9 protein entry - version 58 in compare to version 59.

changing letter case example mentioned earlier). If one of these conditions satisfied,
then the type of defect is set as one of consistency.

Algorithm 4 The consistency algorithm
Require:

input: defect and its correction
output: the type of defect

1: if de f ect 6= null AND correction 6= null then
2: if defect value contradicts with values in the same record then
3: set the type of defect as consistency
4: else
5: if defect value = correction value then
6: set the type of defect as consistency
7: end if
8: end if
9: end if

5.5.1.4 Precision

The definition of precision is “the quality, condition, or fact of being exact and ac-
curate” 7. Precision, in the context of IQBot, is not related to whether or not data is
presented incorrectly. Instead, it is concerned with providing data in more depth. In
simple terms, post-correction data is more precise than data before editing. For ex-
ample, imagine that a data source uses ontology terms. The ontology terms can have
multiple levels, so after referring to the top level term, we may then edit it to a more
specific sub-level term. In this case, we refer to this action as precision. Figure 5.6, for
example, shows part of the changes made between versions 16 and 17 of the protein
entry with accession “Q6Y2X3”. Looking at the lines beginning with “DE”, in ver-
sion 16, the value stored is “DnaJ protein” while in version 17 it is modified to “DnaJ
homolog subfamily C member 14”.

7www.oxforddictionaries.com/definition/precision
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Figure 5.6: Q6Y2X3 protein entry versions 16 and 17 - precision example.

As with the previous dimensions, we use the defects list to determine the type
of defect. To identify precision, the algorithm 5 shows that the pair of defect and
correction has no null value. After that, the algorithm checks the value of the correction
and determine whether or not it is a subset of the defect.

Algorithm 5 The precision algorithm
Require:

input: defect and its correction
output: the type of defect

1: if de f ect 6= null AND correction 6= null then
2: if correction is a subset of defect then
3: set the type of defect as precision
4: end if
5: end if

5.6 Determine the Reason for the Changes

As well as the primary results of defects and corrections, an IQBot can also provide
some metadata relating to the detected results. This metadata consists of information
about the reason behind the changes. Providing the reason for changes helps other
resources to decide whether or not they want to apply the corrections to their data.

However, determining the reason for changes is quite difficult in most cases. This
is because different communities follow different procedures for presenting the reason
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for the change. Besides, not all curated sources provide evidence referring to these
reasons. In these cases, we need to use the available data in data records, where the
defects and defect corrections occur, without requiring curators in the monitored source
to do extra work.

5.7 Conclusion

We have attempted to maximise the value of curation efforts, allowing results to be
reused by the owners of other related data sources. The owners of some databases
are able to hire curators, who are experts in their domain, to curate their data and
ensure a high level of data quality. The owners of other resources cannot afford this.
Besides, as curators may make changes to databases on a regular basis, it can be hard
for database consumers who use data from a monitored source to stay informed of the
changes applied to the monitored source. In this chapter, we focused on answering
the questions raised at the start of the chapter. We asked whether it was possible to
infer the defects detected in data by a curator by examining the changes made to the
data by curators between stable versions of the data resource. Also, we asked if we
can infer the corrections identified for the defects by the curators from changes made
between stable versions. To answer these questions, we introduced the idea of IQBot.
We presented an algorithm which crawls data in curated source versions to extract
changes. The algorithm is designed to infer defects and corrections from the extracted
changes. The algorithm we provided shows a general way of doing this, but when we
apply IQBot to a specific data source, we will adjust it to serve the domain of the data
source.

Our approach in this chapter has been from the perspective of achieving the goals
of the IQBot. We suggested that the curated data sources could adopt ways to add an
audit trail while they are curating data, as this may help others who wish to make use
of these efforts. In other words, applying an audit trail to data will give users of the
data an understanding of the environment in which these changes have been made, and
may also enhance the community.



Chapter 6

IQBot in Practice

Nothing is yours. It is to use. It is to

share. If you will not share it, you

cannot use it.

Ursula K. Le Guin

In the previous chapter, we described the IQBot concept and explained how an
IQBot can be used to maximise the value that can be obtained from the curation work
carried out on a database.

In this chapter, we want to find out whether the abstract IQBot concept presented
previously can work in practice. We focus on answering the following questions: can
IQBot find meaningful defects and corrections from changes to a curated database?
Can the owners/users of other databases benefit from the defects we find? This chapter
considers the use of the IQBot with a real-world curated database. Since the focus of
this thesis is on scientific data, we chose a well-known curated biomedical data source
as the basis of our work; the UniProtKB database. This chapter describes the step-by-
step process of applying the IQBot concept to UniProt, and indicates the difficulties
and issues faced.

The structure of this chapter is as follows: We provide background information
about UniProt, and the reasons for choosing it in the context of this study (Section
6.1). Section 6.2 discusses the process of connecting an IQBot to UniProtKB. Sec-
tion 6.3 explains how the IQBot extracts defects and corrections from UniProtKB. We
then describe how we identified the reasons for changes (Section 6.4). In Section 6.5,
we discuss the defects and corrections produced by observing IQBot in action in con-
junction with UniProtKB, and show the importance of reusing and sharing curation

97
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efforts.

6.1 The Target Source: UniProt

UniProt1, also known as the Universal Protein resource, consists of three databases:
UniProt Knowledgebase (UniProtKB); UniProt Archive (UniParc); and UniProt Ref-
erence Clusters (UniRef). UniProtKB has two parts: Swiss-Prot (manually annotated
by human experts in the domain); and TrEMBL (automatically annotated by tools).
UniParc provides an archive of protein sequences. UniRef “provides clustered sets of
sequences from the UniProt Knowledgebase and selected UniParc records to obtain
complete coverage of the sequence space at several resolutions while hiding redundant
sequences from view”2.

The UniProt consortium is one of the leading communities in the biomedical field,
and receives support from various organisations, including the European Bioinformat-
ics Institute (EMBL-EBI) 3, the SIB Swiss Institute of Bioinformatics 4, and the Pro-
tein Information Resource (PIR) 5. Our focus in this chapter is on UniProtKB data, as
it satisfies the criteria needed to test IQBot with a monitored curated database:

• It contains a huge amount of data to (potentially) monitor, as it has 111,982,257
protein entries.

• It is manually curated by dedicated domain experts.

• The data is curated on a regular basis (every four weeks), which makes UniPro-
tKB a rich source of updates.

• It grants public programmatic access to current and previous versions of data.

UniProtKB contains protein related information in the form of ’entries’. Each protein
entry includes information such as the protein ID, the accession number, the protein
name, and the date of creation. Protein entries are available in a .txt file format. Figure
6.1 shows an example UniProtKB protein entry. We can see that the first line of the
entry starts with ’ID’, and the delimiter symbol ’//’ indicates the end of the entry.

1www.uniprot.org
2www.uniprot.org/help/uniref
3www.ebi.ac.uk
4www.sib.swiss
5https://pir.georgetown.edu/



6.1. THE TARGET SOURCE: UNIPROT 99

Each line starts with a key code, which consists of two letters referring to the type of
information presented in the line. For example, the lines starting with ’AC’ contain
the protein accession number, and lines starting with ’CC’ contain comments from
curators. Table 6.1 presents the meaning of the line code initials used in UniProtKB
entries (it should be noted that not all of this information is presented in the example
entry, as some is optional).

Figure 6.1: An example of a protein entry in UniProtKB.
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Table 6.1 The meaning of line code in UniProtKB taken from [Con14a].
Line
Code

Content Occurrence in an entry

ID Identification and type of database Once; starts the entry
AC Accession number Once or more
DT Date Three times
DE Protein name(s) Once or more
GN Gene name Optional
OS Organism species Once or more
OG Organelle Optional
OC Organism classification Once or more
OX Taxonomy cross-reference Once
OH Organism host Optional
RN Reference number Once or more
RL Reference location Once or more
RC Reference comment(s) Optional
RX Reference cross-reference(s) Optional
RG Reference group Once or more (Optional if RA line)
RA Reference authors Once or more (Optional if RG line)
RT Reference title Optional
RL Reference location Once or more
CC Comments or notes Optional
DR Database cross-references Optional
PE Protein existence Once
KW Keywords Optional
FT Feature table data Once or more in Swiss-Prot, op-

tional in TrEMBL
SQ Sequence header Once
(blanks) Sequence data Once or more
// End of entry Once; ends the entry
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6.1.1 Difficulties in Accessing UniProt

UniProt provides an API (called ’UniProtAPI’) to access its resources 6. However, the
use of UniProtAPI has some limitations for our purposes, because the function that
queries for changes that occurred doing a specific time period did not retrieve any data.
This led us to access protein entries via the text files accessible through the UniProt
website. The website provides all proteins entry versions in .txt format.

Although protein entries have the same key codes to indicate the type of informa-
tion in each line, as mentioned in Table 6.1, the structure of the data following the
initial code differs over time, as the first format has been refined and extracted over
time. In other words, the representation of the information in each type of line changes
across source versions. For example, we found three major differences in format when
extracting data from UniProtKB entries:

1. ID line: This line contains identification information about the protein. For
UniProt, this includes information on which of the two sub-databases (TrEMBL
or Swiss-Prot), the entry is stored in. The current version of the format uses
the keywords UNREVIEWED and REVIEWED to refer to TrEMBL and Swiss-
Prot, respectively. However, in very early entry versions, the keywords PRE-
LIMINARY and STANDARD were used. Figure 6.2 shows an example in which
the term PRELIMINARY in version 25 was replaced with UNREVIEWED in
version 26. Both terms carry the same meaning. This change was made system-
atically across the whole database in October 2006.

Figure 6.2: Changes in representation of the PRELIMINARY to UNREVIEWED in
’Q96EK9’ protein entry when comparing versions 25 and 26.

2. DT line: Each entry contains three pieces of information indicating changes to
the entry: the date the entry was created, the date its sequence was last updated,
and the date its annotation and version number were last updated. The version
number is what we are concerned with here. When we reviewed the full history

6www.uniprot.org/help/programmatic access
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of a number of protein entries, we realised that the early versions of the protein
entries contain only the release date, while later versions had the version number
as well as the release date. Figure 6.3 shows a comparison between versions 3
and 4 for protein entry ’Q4P0S6’. The highlighted lines show that the version
number is absent in version 3, but present in version 4.

Figure 6.3: Changes in representation of the protein entry version number.

3. DE line: Lines with this header contain protein names; the primary name (main
name) and secondary name(s) (other names). From observing a selection of
entries, we found three different formats.

• In the early entry versions, the primary protein name was given, followed
by the other names in brackets. Figure 6.4 shows an example of presenting
the protein name directly in the protein entry, in a ’DE’ line.

Figure 6.4: An example showing the primary protein name in early protein entry ver-
sions.

• The entries belonging to TrEMBL use the keyword SubName (short for
’Submitted Name’) in front of the primary protein name. The keyword
’SubName’ indicates that the protein name has been assigned by the sub-
mitter of the protein data 7. The UniProt consortium started to use ’Sub-
Name’ in protein entries from July 2008 onwards. Figure 6.5 shows this
change.

7www.uniprot.org/news/2008/07/22/release
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Figure 6.5: Charging TrEMBL conventions on representing a protein names.

• Entries in Swiss-Prot use the keyword ’RecName’ (shorten for ’Recom-
mended Name’) to indicate the primary protein name, and the keyword
’AltName’ (Alternative Name) for the secondary names. Normally, each
entry has only one recommended name. However, when merging entries,
all their recommended names will be included in the entry in a subsection,
with the first considered to be the primary name. Figure 6.6 shows changes
to protein entry ’A8AXK9’, with the keyword ’RecName’ first appearing
in version 10.

Figure 6.6: Appearance of the ’RecName’ keyword in a Swiss-Prot entry.

The three points mentioned above are the key issues to be considered when access-
ing entries. Some protein entries may have a combination of old and new data formats
in the protein entry versions.

6.2 UniProt IQBot Architecture

In Chapter 5, we showed a general architecture for IQBot. In this chapter, we focus
on finding changes in protein names by monitoring UniProtKB. More specifically, the
aim is to track defects in protein names and find the associated corrections. In addition,
IQBot extracts meta-data about the detected defect corrections to help in identifying
the reason for the changes. All this should be carried out automatically without human
interaction.

Algorithm 1 (mentioned in the previous chapter) outlines the basic steps that must
be followed to get the desired results. As we mentioned previously, the curated database
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selected for the trial is UniProtKB. As shown in Figure 6.7, the UniProtKB-customised
IQBot component performs three main steps: collecting changes made to protein
names; determining the type of change for each change extracted in the previous step;
and discovering the reason for each change. More details on how these three steps
work are given in the following sections.

Figure 6.7: UniProt IQBot architecture.

6.3 Detecting Defects in UniProt Versions

This section explores the strategy of reusing curation efforts to infer the defects fixed
between database releases. We will focus on extracting modifications occurring in one
attribute; the protein name. Knowing the changes made to protein names, and the up-
to-date protein names, is essential for those who are working in the field, as referring
to incorrect protein names can cause problems. Detecting changes in protein names
is achieved in two steps. First, we compare two consecutive versions of each protein
entry to find out if the protein name has changed. Second, if the protein name has
changed, we find the type of change made to it. These two steps will be explained in
detail in the following section.
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6.3.1 Extracting Pairs of Protein Names

When the IQBot is first run, all protein entries are examined to find the full history
of changes made to the protein name. Then, changes made since the last monitored
version are extracted. In other words, the database is checked after each new release
of the curated database, looking for any change in protein name. The full history of
changes to protein names will be stored for future use (As will be explained in Section
6.3.2).

Algorithm 6 presents the steps needed to extract a protein name from UniProtKB
protein entry versions. Before monitoring any version of the UniProtKB, the IQBot
checks whether or not the database version has been monitored. If it has not, the
IQBot monitors each protein. It accesses the protein entry version through its URL and
extracts the protein name from lines with the code ’DE”. The process of extracting the
protein name is repeated with the previous protein entry version. The IQBot removes
any keywords provided with the protein name, such as ’RecName’, and then compares
the protein names extracted from both versions. If the protein names are different, then
the protein name in version ’ver-1’ is set as a defect, and the name in version ’ver’ sets
as a correction.

For example, protein entry ’Q12802’ (Figure 6.8) shows the order in which the
UniProt IQBot monitors the protein entry versions to detect changes in the primary
name. Notice that during the full history of the protein, the name changes three times.
The first change was detected in version 5, where the name changed from ’P47 LBC
ONCOGENE’ to ’LBC ONCOGENE’. Then, in version 11, the name changed to ’LBC
oncogene’. Lastly, in version 47, the name changed entirely to ’A-kinase anchor pro-
tein 13’.

The current IQBot only provides information about the defects in, and corrections
to, protein names. The changes are packaged as a collection of the protein itself, the
allocated attribute (which is ’protein name’), and the detected defect and correction.

6.3.2 Finding the Type of Change

This step is responsible for assigning the type of change after the IQBot detects a
defect and finds the correction in a protein name. When we set the IQBot to monitor
UniProtKB for changes in protein names, we found six types of name change. The
detected types varied between simple, partial and complete changes. For example, a
simple change might involve changing the protein name letter case from upper to lower
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Algorithm 6 The UniProtKB algorithm to detect defect correction of the IQBot
Require:

ver: the version of the UniProtKB to find corrections
ver-1: the version of the UniProtKB to find defects
output: a list of defects and defect corrections

1: if UniProtKB version ’ver’ is monitored by IQBot then
2: go to the next version of UniProtKB
3: else
4: while there are unmonitored versions do
5: proteins = get all protein accession numbers
6: for each protein do
7: access protein information in ver through URL
8: namever = extract protein name from ’DE’ line
9: access protein information in ver-1 through URL

10: namever-1 = extract protein name from ’DE’ line
11: remove keywords from protein names
12: if namever <> namever-1 then
13: defect = namever-1
14: correction = namever
15: type = findDefectType(defect, correction)
16: reason = findTheReasonForTheChange(type, defect, correction)
17: add the tuple to list of defects(recID, defect, correction, type, rea-

son)
18: end if
19: end for
20: add the version number to a list of monitored versions
21: end while
22: end if
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Figure 6.8: History of protein name change in protein entry ’Q12802’.
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case. The types that we will discuss in the rest of the section fit into the four categories
of change type that were mentioned in the previous chapter. We should emphasise that
dividing the types is subject to understanding the relationship between the defect and
its correction.

We identified six types of protein name defects by looking through the list of pro-
tein names extracted by the IQBot. The six types of name defects we have identified
are as follows:

1. Changing a special character: In some cases, names are changed by adding
or removing a special character, such as space or a comma. Figure 6.9 shows
an example of adding a special character, an apostrophe, to the protein name.
In version 4, the name is ’5-methylthioribose kinase’, while in version 5, it is
’5’-methylthioribose kinase’. Adding or removing special character relates to
standardising the way in which protein names are presented, and so can be seen
a ’consistency’ type of defect.

Figure 6.9: Comparison of protein entry ’A4W7Z0’ versions 4 and version 5 - example
of adding a special character.

2. Changing letter case: Change the letter case from upper to lower case letters,
and viceversa. This type of change also fits into the category of standardising
data to fit community conventions, which is a ’consistency’ defect type. Figure
6.10 gives an example. Here, the actual text of the protein name does not change,
but the text format does.

Figure 6.10: Comparison of protein entry ’Q99W78’ versions 4 and version 5 - exam-
ple of changing the letter case.
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3. Misspelled name. Misspellings can be classified as an accuracy problems. In
some cases, the defect in the protein name is due to entering the protein name
with an incorrect spelling.

4. Word order does not follow convention: In some cases, we came across changes
in a protein name that focused on re-arranging the order of words, rather than
making a tangible difference to the protein name. Figure 6.11 exemplifies this
type of defect.

Figure 6.11: Comparison of protein entry ’Q75RY2’ version 7 and version 8 - example
of word re-ordering.

5. Add or remove parts of the protein name: Another set of defects focuses on
partially changing the protein name by adding or removing some parts of the
name. Figure 6.12 shows an instance of a protein name being removed. We
consider this defect type to be an accuracy-related issue.

Figure 6.12: Comparison of protein entry ’Q20347’ version 25 and version 26 - exam-
ple of removing some parts of the name.

6. Incorrect name: ’Incorrect name’ is when the protein name changes com-
pletely. Figure 6.13 gives an example of such a defect being corrected. The
UniProt IQBot assigns this as an ’accuracy’ defect.

The types of defects listed above are assigned automatically to each pair of protein
names. The IQBot contains a function called findChangeType, which takes the defect
and the correction as parameters. The function has a list of conditions that matches the
defect types mentioned above. After a change type is assigned to each pair of names,
the reason behind each change should be determined (if applicable). However, the
primary job of the IQBot is complete at this stage.
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Figure 6.13: Comparison of protein entry ’B4JHJ7’ version 7 and version 8 - example
of a complete name change.

6.4 Determining the Reason for a Change

In Chapter 5, we mentioned that determining the reason for a change is not an easy task
because this kind of information cannot always be found directly in the data records.

To find the reason behind every kind of protein name change, the entries where the
change occurred need to be reviewed. That is, we need to compare the content of the
two entries: the entry version where the change occurs, and the previous version of that
entry. A collection of 1499 pairs of names were reviewed. These pairs of names are
extracted in the first step of the approach. As mentioned in Section 6.1, each protein
entry contains a list of information, with each piece of information represented by a
specific line. Each line is compared in both versions.

Some of the reasons for changes in protein names are obvious and do not require
much discussion, such as spelling mistake corrections and changes to letter case (i.e.,
changes related to standardisation). On the other hand, some changes need more ex-
planation. As we are aiming to maximise the usefulness of curation efforts, we aim to
use only the available information to discover the reason for the name change, without
any further input from the data curators.

In Section 6.1, we mentioned that UniProtKB uses automatic and manual methods
to curate entries. For the manually curated entries, curators make the changes based
on an investigation of the literature in the area, or by making their assumption. In the
early versions of UniProt (i.e., until 2015) curators did not provide any information on
why they made changes. The challenge here is to correctly come up with a reasonable
assumption for the reason behind each type of name change.
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After September 2015, curators started to use the Evidence Code Ontology 8 (ECO)
to give a clear reason for changes made. For example, when the code ECO:0000250
is used to annotate the protein name, this means the reason for the change is due to
evidence of sequence similarity. UniProt uses a couple of ECO evidence code, Ta-
ble 6.2 shows all the ECO evidence code used in UniProt at the time of writing. It
should be noted that ECO evidence codes differ between manually- and automatically-
curated entries. Table 6.2 shows which codes relate to manually-curated records and
which relate to automatically-curated records. Figure 6.14 presents an example of an
ECO evidence code provided when curating a protein name. The curator used the
ECO code ’ECO:0000303—PubMed:25713288’, with ’ECO:0000303’ indicating that
the new name is supported by evidence from a non-traceable author statement, and
’PubMed:25713288’ indicating the source of information.

Figure 6.14: Comparison of protein entry ’Q8IZP9’ version 113 and version 114 -
example of using evidence codes.

Where ECO evidence codes do not appear in protein entry versions, we need to
infer the reasons for the changes by observing others properties of protein entries. In
other words, for each time a change in protein name is detected, the version where
a change occurred and the previous version of the same entry are compared. The
comparison results in some changes in the entry that are associated with a protein name
change. However, we need to distinguish whether these changes result in changing the
protein name. To do this, we analysed a collection of changes to protein names, and
inferred the following reasons for change:

1. The entry undergoes a manual curation for the first time. When a curator cu-
rates an entry for the first time, she or he may make many changes, including
to the protein name. This information can be verified if an entry is moved from
TrEMBL to Swiss-Prot when a name change is detected. This can be checked
by comparing the ID line in both entry versions. As we mentioned before, the

8www.evidenceontology.org/Welcome.html
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Table 6.2 ECO evidence codes used in UniProt entries and their meaning [Uni15].
Entry Type ECO Meaning
Manual ECO:0000269 provided by experimental evidence.
Manual ECO:0000303 non-traceable author statement.
Manual ECO:0000250 sequence similarity evidence.
Manual ECO:0000312 imported from another database manually.
Manual ECO:0000305 based on scientific knowledge of the curator.
Manual ECO:0000255 match to sequence model evidence.

Manual ECO:0000244
a combination of experimental
and computational evidence.

Automatic
ECO:0000256
ECO:0000259 match to sequence model evidence.

Automatic ECO:0000313 imported information.

Automatic ECO:0000213
a combination of experimental
and computational evidence.

ID line contains the information related to the database where the protein entry
version is stored. If the previous entry version includes the keyword ’UNRE-
VIEWED’ and the other version includes ’REVIEWED’, this version marks the
point at which the entry was curated manually for the first time. As we men-
tioned earlier in Section 6.1.1, the old versions of UniProt entries use the words
’PRELIMINARY’ and ’STANDARD’ in this context.

2. The protein name was changed when the protein entry was merged with other
entries. As mentioned in by the UniProt Consortium [Con14b], when a number
of protein entries have the same gene name in common, the curator will merge all
these entries into one on the grounds that they represent independent discoveries
of a single protein. Frequently, the protein name is changed as a result of merg-
ing. This data can be found in the AC line in the entry. To determine whether
an entry is combined with other entries, the AC line should be compared in both
versions. If the AC line in both versions gives different values, then the reason
for the change will be because of merging entries.

3. In other cases, the protein name was changed due to new publications appearing
that presented new data or theories about the protein’s structure or function. This
can be detected by checking if the publications listed in the protein entry version
where the name change occurred differ from those listed in the previous protein
entry version.
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4. In most of the cases we came across, when some parts of the protein name were
removed, the removed part was added as a Flag to the protein entry, or even
moved to other sections inside the entry. After investigating, we realised that this
change occurred due to changes in the UniProt naming guidelines. The revised
guidelines do not allow certain kinds of terms to be used in protein names. This
illustrates how some changes are related to efforts to standardise the protein
names used in the community.

5. The curators’ job is to apply their domain knowledge to improve the quality of
the data, which leads them to make changes to it. In some rare situations, none of
the above-mentioned reasons match the entry data. From reviewing [Con14b],
it can be inferred that curators sometimes make changes to protein entries based
on their own knowledge, expertise, and analysis of the publications in the area.

All the reasons mentioned above resulted from reviewing a collection of entries
manually and automatically. Manually by checking random entries to see the changes
that occurred in entries beside changes protein name. And automatically by finding the
changes associated with the name change.

6.5 Evaluating

The aim of this section is to see if the IQBot concept can work in practice. Here we
focus on answering two questions: Can we infer information about defects and their
corrections by observing the updates expert curators make to curated data resources?
Can those defects and corrections be packaged in a way that allows them to be reused
by the owners of other resources in the same or similar domains?

To evaluate this, we first need to run IQBot on a real curated resource, in order
to collect some inferred defects and corrections. We used UniProtKB as the curated
source to be monitored by the IQBot. The IQBot extracted defects and corrections
in protein names (as has been explained earlier in this chapter). We then see if we
can locate other sources of protein-related data that contain these defects (but have not
been yet corrected).

To find out if other databases contain the defects extracted by the IQBot, we used
DBGET 9, a search tool dedicated to querying a collection of biological databases,
to access data in other biomedical resources. We used DBGET because it can be

9www.genome.jp/dbget
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Algorithm 7 Pseudocode to search different databases for the name defects in DBGET.
Require:

input: a list of defects and corrections from IQBot
input: DBs a list of databases to query

1: access DBGET
2: for each database in DBs do
3: for each defect and its correction do
4: if the database contains the correction then
5: countDefect
6: else
7: if the database contains the defect then
8: countDefect
9: end if

10: end if
11: end for
12: add result to the list (database, countDefect, countCorrection)
13: end for

accessed programmatically. In addition, using DBGET saves time and effort as there
is no need to write different code to access each individual database. DBGET uses the
same mechanism to access all provided databases. We implemented a Java programme
that accessed the biomedical databases in DBGET and checked whether each database
still contained any of the defects or corrections produced by IQBot. We searched
eight databases: KEGG BRITE10; GO11; KEGG GENES12; KEGG DGENES; KEGG
ORTHOLOGY13; KEGG MGENES14; NCBI-Gene15; and KEGG ENZYME16.

The algorithm 7 gives the pseudocode for finding the defects and corrections in the
DBGET databases. For each database, we checked the availability of both defects and
corrections resulting from IQBot monitoring of UniProtKB. If the database contains
both the defect and its correction, or only the correction, it is considered as not having
the defect. If the database only has the defect, then the database will be considered
to contain the defect. Finally, for each database, we used two counters; one for the
number of defects in the database, and the second for the number of corrections in the
database.

10www.genome.jp/kegg/brite.html
11www.geneontology.org
12www.genome.jp/kegg/genes.html
13www.genome.jp/kegg/ko.html
14www.genome.jp/mgenes
15www.ncbi.nlm.nih.gov/gene
16www.genome.jp/kegg/annotation/enzyme.html
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6.5.1 Experimental Results

We implemented a prototype of IQBot, using Java programming language, to monitor
UniProtKB. Since we ran it on a personal machine, the process of extracting changes
took more than 4 hours. When we ran IQBot to monitor UniProtKB, we found that
the human proteins show more changes to protein names, in comparison to other types
of proteins such as those of rats and zebrafish. This led us to focus on monitoring
human protein entries only. We randomly chosen 249 human protein entries which
had changes in protein names. The number of human protein entries was more than
249, but we limited it to the entries where protein names had changed. When IQBot
monitored all versions of the 249 proteins, it found 1499 changes.

We took the 1499 changes detected by IQBot monitoring of UniProtKB and exam-
ined whether other biomedical databases had defects or corrections in their data. We
used DBGet to access data from eight different databases, as shown in Figure 6.15.
For each database, we checked to see if the database contained the defect or the correct
protein name.

Figure 6.15 shows the numbers of times defects and corrections appear in the other
databases. We can see that all the eight databases have both defects and corrections.
KEGG GENS, KEGG MGENES and NCBI-Gen have the highest number of entries
containing corrections. The number of defects found in these three databases was
between 37% and 65%, in comparison to the number of corrections found. KEGG
DGENES had 187 corrections and 149 defects which are almost similar amount of
changes. The other databases had a lower number of defects and corrections in their
data. In general, the figure below shows a wide variety in the number of defects and
corrections found in databases. Using IQBot could limited the number of defects found
in the data, and help databases to keep their data updated.
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Figure 6.15: Availability of defects and corrections in DBGET sources.

6.6 Behind Extracting Defects and Corrections

As explained in this chapter, IQBot can extract defects, corrections, type of changes,
and the reason for these changes. These results can be used to update data in other
databases. The information gathered can also help in improving understanding of cura-
tion process, as we can see whether a change is made to meet a community convention
(such as replacing upper case with lower case letters, or not using certain special char-
acters when naming proteins). Having more information on the reason for the change
aids further understanding of why a correction has been made.

6.7 Conclusion

In this chapter, we applied the IQBot (introduced in the previous chapter) to UniPro-
tKB, a curated database. We came across a number of practical difficulties in apply-
ing the approach arising from the realities and challenges of working with real data
sources. Over time, UniProtKB has used different ways to represent specific informa-
tion, including changes to data value formats, identifying schemas, and the amount/-
type of information stored. Any tool such as IQBot, which explores old versions of
code, must cope with these.

We succeeded in creating a simple IQBot to monitor the UniProtKB database and
extract defects and corrections to protein names. We were also able, in some cases, to
ascertain the reason why the change happened. The challenges we faced in this trial
will need be considered when monitoring other curated databases, as we may face the
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same kind of difficulties.
We carried out an evaluation exercise to demonstrate that the IQBot can produce

results that help other data sources. When monitoring UniProtKB for defects in pro-
tein names, we found that other data sources still contain the defects, rather than the
corrected protein names. This means that these other resources could use the defects
inferred by IQBot to improve the quality of their data. Besides, providing the reason
for changes may be useful in giving data consumers extra information to help them
understand the process of data curation, and help to decide whether they need to apply
the corrections or not.
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Conclusions

Education is the passport to the

future, for tomorrow belongs to those

who prepare for it today.

Malcolm X

In the research reviewed in Chapter 2, the key focus is on improving methods for
curating data. The research covers aspects such as providing API, and downloading
and accessing the curated data (including old and current versions).

However, there has been less attention paid to enabling connection between cu-
rated sources and users/consumers. Similarly, minimal research has been conducted
in relation to the reuse of curation efforts, or into ways to help data consumers. These
kind of actions might be expensive at the outset, but will help in making the connection
between consumers and data source managers more accessible and user-friendly.

This thesis has tackled issues related to the concept of data curation. In particular,
it has focused on maximising the benefit gained from curation efforts made by domain
experts in the biomedical domain. The aim of the research we have conducted is to
allow current and newly-formed biocuration communities to benefit from the existing
curation processes and the expertise available in the domain, as well as supporting
communities with limited resources who may be unable to carry out their own curation.
Additionally, we aimed to reduce the redundancy of curation practices in the domain.
In some cases, communities share the same data, but curate it in isolation from each
other. This can result in duplication of effort. To deal with this, we have proposed
several ways to help communities reuse the curation work done with well-resourced
curated sources and expand this use to benefit other, less well-resourced sites.

118
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A key issue in this thesis has been: How can we address these problems in a way
that requires less human interaction? In other words, the proposed solutions have
focused on using the available resources relating to data curation, without requiring
further contact with data curators. This takes us back to the research questions we
asked in Section 1.3.2. To answer the first question, we proposed BIOC-MM as a
way to assess the maturity of the curation process. The rest of our questions revolved
around the same aspect, and we proposed the IQBot as an answer to those questions.
The IQBot showed that it is possible to infer defects and corrections by monitoring the
changes from two consecutive versions of data in a curated source. It also provides
metadata about the detected defect.

The rest of this chapter gives a summary of the thesis contributions in Section 7.1.
Then, Sections 7.2 and 7.3 discuss limitations and possible future work.

7.1 Summary of Research Contributions

This section gives a summary of the main contributions made by this thesis.

7.1.1 The BIOC-MM Maturity Model

We focused on providing a way to assess the maturity of a curation process, due to
the limitation of having a model that shows the workflow and procedures followed to
perform biocuration. There are redundant curation procedures among communities,
as many are working individually. Therefore, we aimed not only to provide a general
description of biocuration, but at the same time, focus on showing all the available
procedures used during curation in the biomedical domain. We aimed to give a list of
the existing methods of biocuration. Providing the list may help communities to benefit
from the work of others (who have already managed to deal with similar curation
cases). To achieve this, we created a maturity model for biocuration, which we named
BIOC-MM. BIOC-MM was built based on a review of the curation procedure for five
curated biomedical databases, and on the literature relating to biocuration from the last
five years. In addition to providing a general description of the biocuration process,
the maturity model allows biocuration communities to assess their maturity level, and
provides communities with guidance for achieving the target level of maturity.

Following the proposed maturity model, we evaluated the model using several dif-
ferent methods. For each type of evaluation, the model was modified based on the
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feedback and comments.

7.1.2 IQBot

As stated previously, one of our aims was to help data sources operating with limited
resources which prevent them from affording curation. The focus here was on extract-
ing the results of curation work on an existing data source and packaging them in a way
that helps other data sources to reuse them. We solved this problem by introducing the
idea of an IQBot. An IQBot extracts the changes (i.e., the defects and corrections)
made between two consecutive versions of the data. The IQBot also attempts to infer
the reason for the defect corrections made, where applicable.

We ran the IQBot by connecting it to a real-world curated database, UniProtKB.
When we extracted data from UniProtKB and compared the extracted data to other
databases (i.e., sources in the same domain as UniProtKB), we found that using IQBot
can be beneficial because it ensures data in the databases is up-to-date. However,
connecting the IQBot to UniProtKB raised some practical implementation challenges,
such as methods of accessing the curated source data and the way in which the data is
represented in the curated source.

7.2 Limitations

Model maintenance The current version of the BIOC-MM model reflects the current
situation in biocuration. However, the model will need to be maintained in the
future if it is to remain useful. It should be noted that the maintenance process
includes adding or removing curation procedures and practices, and changing
the levels and goals in the model.

Data extraction In IQBot, the method of extracting data is related to the access mech-
anism offered by the curated source and how it represents its data (not all data
sources use the same approach). So, when connecting IQBot to a curated source,
it must be adjusted to work with the data representation in the monitored source.

Determining the reason for the change There was no direct way to extract the rea-
son for a change from UniProt data. We had to infer it from secondary resources.
There were different ways to do this, depending on the data available in the data
records. This is a key limitation, as the method of extracting the reason for a
change needs to be determined based on the record.
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7.3 Future Work

Experts curator evaluation We discussed the evaluation process of the BIOC-MM;
as part of this process, we approached human experts in the domain to carry out
an evaluation. However, we will need to ask experts from different groups to
evaluate the model, rather than having the model evaluated by a single expert
from one field.

Different evaluation method According to Helgesson et al., there are three types of
approaches for evaluating a maturity model [HHW12]. This thesis applied two
of these types: offline evaluations and expert evaluations. The third type of
evaluation would require use of the BIOC-M by a curated community, in order to
see how it works in practice and establish whether or not it needs to be modified.
The third type of evaluation was not covered in this thesis because it is a time-
consuming task that was outside the duration and scope of the study. It would be
beneficial if the model could be evaluated in this way in the future.

Adapt maturity models in various domains From our experience with the maturity
model, we found that most of the available research focused on making maturity
models for business processes. However, this thesis included building a maturity
model for a different domain, which is the biomedical domain, and through this
experience, we would like to encourage other domains to try building maturity
models (because of the benefits that can be obtained by using it).

Publishing the results Since the IQBot can extract defects, their corrections, and the
reasons for these change, the next logical step is to publish the results in a form
which allows them to be easily understood by owners of relevant resources. We
suggest using Linked Open Data (LOD) principles to publish the results. To
achieve this, Apache Marmotta 1, which is a framework for publishing Linked
Data, could be a suitable platform. Making the results available on the web
will help users and owners of databases that are still using out-of-date data to
discover defects and remove them from their data. This will raise their data
quality by updating their records to incorporate new data.

Accessing previous data versions When looking for a curated database to monitor
in the evaluation of IQBot, there was a difficulty in finding a curated database

1http://marmotta.apache.org
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which provides access to all previous versions. Not having access to the pre-
vious versions of curated databases will prevent IQBot from providing a full
history of defects and corrections. To resolve this, we propose adding a feature
to IQBot that allows database versions to be preserved as snapshott, which can
be compared later with the new version of the database when it is released.
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[SVLB+15] Dóra Szakonyi, Sofie Van Landeghem, Katja Baerenfaller, Lieven
Baeyens, Jonas Blomme, Rubén Casanova-Sáez, Stefanie De Bodt,
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Appendix A

The Interview Questions

These questions are about evaluating the BIOC-MM, Bio-curation Maturity Model,
which is inspired by [SPC14].

1. Do you think BIOC-MM covers all aspects of the bio-curation process?

2. Would you update the maturity levels or components? If so please explain what
and why?

3. What do you think about the BIOC-MM and its usefulness?

138



Appendix B

The first published version of the
BIOC-MM

The table below shows the first published BIOC-MM in ICBO 2017.

Component Level 1 Level 2 Level 3 Level 4 Level 5

Adding
and editing
repository
data

Manually
identify
problems
in the data
records and
fix them

- Define
criteria to go
through each
data record
and fix data
- Adding
annotations
when edit-
ing data
(manually)

Semi-
automatic
tool to detect
problems
in data and
suggest so-
lutions to fix
problems.
The cura-
tor can then
go through
suggestions
and autho-
rise the ideal
suggestion

- Providing a
catalog that
link all types
of annotations
- Collabo-
ration and
Data Sharing
providing
a common
curation plat-
form to share
curation ef-
forts between
databases

Completely
automated
way to de-
tect and fix
problems in
data
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Searching
and choos-
ing for new
literature

Check for
new publi-
cations in
the literature
manually

Semi-
automated
tool to search
for literature

The tool can
rank and order
the extracted
literature

Set the tool
to work every
specific period
of time, and
search in dif-
ferent sources
of literature

Totally auto-
mated way to
search litera-
ture and split
the extracted
papers by
type

Reading and
extracting
data from
the abstract

Reading
and extract-
ing data
manually

Collaboration
allow the au-
thors of new
publication
to participate
partially in
the curation
process

Semi-
automated
tool to high-
light and
extract

The tool can
also semi-
automatically
find protein-
protein in-
teraction and
relationship

The tool
can per-
form its job
automatically

Reading and
extracting
data from
the full-text

Reading
and extract-
ing data
manually

A tool to
asses manual
curation

Collaboration
collaborative
curation plat-
form between
communities
and curators

A tool to ex-
tract data from
text semi-
automatically

Extend the
tool, so it
covers tables,
figures etc.
At least point
out if it has
something
that need to
be reviewed

Documenting
Curation
Results

Does not pay
attention for
documenting
any results

A semi-
automatic
tool to help
in extracting
results of the
curation for a
specific type
of data

The tool has
extra feature
such as spec-
ifying the
period of time

The tool will
display the
reason

A tool to
analyse the
curation
results

Table B.1: BIOC-MM, a Maturity Model for Curation of
Biomedical Databases - first version.



Appendix C

The second version of the BIOC-MM

- Level 1: Ad-
hoc Curation

Level 2: Stan-
dardised Cura-
tion

Level 3: Cura-
tion at scale

Level 4: Col-
laborative Cu-
ration

Level 5: An-
alytical Cura-
tion

L
iterature-B

ased
C

uration

Ad-hoc, man-
ual procedures
used for rank-
ing, selecting
and curating
publications.

Uses agreed-
upon ap-
proaches for
selecting pub-
lications for
curation and
for extracting
basic annota-
tions from the
text.

Organises and
prioritises the
large liter-
ature to be
curated. Uses
automation
and data shar-
ing platforms
to amplify
the curation
work that can
be done by
the available
curators.

Uses collabo-
rative curation
platforms.
Deskills cura-
tion through
the use of
tools.

Uses the
reviewers’
feedback on
the publica-
tions and use
it in cura-
tion. Tools
to consider
curation needs
earlier in the
publication
life cycle.
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D
ata-B

ased
C

uration

Uses ad hoc,
manual pro-
cedures for
identifying
problems in
data and fixing
them.

Uses agreed,
documented
procedures
for finding
and fixing
problems in
data.

Uses agreed-
pon ap-
proaches for
detecting
errors and
suggesting
corrections,
and the cura-
tors need to
authorise the
process.

Consistent use
of standard
ontologies
for data rep-
resentation.
Linking data
records to
other external
biomedical
data.

Using the
results of cu-
ration process
to find patterns
in curation.
Uses agreed
on automatic
tools that di-
agnose quality
problems in
data, fix them
and generate
reports about
them.

Q
uality

A
ssurance

Ad hoc,
sporadic at-
tempts to
fix problems
with curation
processes.

Providing an
audit trail for
curation. A
standard cu-
ration process
is followed by
all curators.
Guidelines for
the curation
process and
other related
issues are
documented.

A standard
data repre-
sentation is
followed.
Automated
curation of
accepted
lower qual-
ity for data
that cannot
be manually
curated.

Sharing best
practice cura-
tion processes
with other
communities
and adopting
good ideas.

Automatic
gathering of
training data
from work of
existing cu-
rators. Tools
to identify
good curation
practices from
audit trails.
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C
om

m
unity

B
uilding

Ad-hoc proce-
dures used for
curation, with
no attempt to
standardise
throughout the
community.

Mechanisms
for users to
give feedback,
report errors
and supply
requirements.
Clear, doc-
umented
guidelines for
submitters of
data, etc.

Standardises
the data sub-
mission to
the commu-
nity, so data
comes in par-
tially curated.
Proactively
gather pri-
orities from
community.

A shared and
collaborative
environment is
provided be-
tween related
biomedical
communities.

Documents
the results
of curation
process and
provides anal-
ysis for them
to improve
the cura-
tion process.
Tracks usage
of data to
identify cura-
tion priorities
automatically.

Table C.1: BIOC-MM, the Maturity Model for Curation of
Biomedical Databases - second version.
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