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Nomenclature

Recurring abbreviations and symbols are summarised here. Note that due to the

cross-disciplinary nature of this work, some symbols have multiple definitions. In

this case, the intended definition will be made explicitly clear in the text.

Abbreviations

CFD Computational fluid dynamics

CSS Conventional serial staggered

DdQq d-dimensional q-velocity lattice model

IBM Immersed boundary method

FEM Finite element method

FSI Fluid-structure interaction

HPC High-performance computing

LGCA Lattice gas cellular automata

LBM Lattice boltzmann method

MLUPS Millions of lattice updates per second
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PEL Poroelastic

RMS Root mean square

VIV Vortex induced vibration

WSS Wall shear stress

Dimensionless Quantities

α Womersley number

Ca Cauchy number

Fr Froude number

K Dimensionless bending stiffness

K∗ Modified dimensionless bending stiffness

M Mass ratio

M∗ Modified mass ratio

Ma Mach number

Re Reynolds number

St Strouhal number

T Dimensionless tensile stiffness

U Reduced velocity
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V Vogel exponent

Greek Symbols

α, δ Newmark integration parameters

αf , αs Ratio of spectral amplitudes for fluid and structure

β Angle of corotated frame with respect to global frame

Γ Lagrangian domain

δx, δy Tip deflection

δ′x, δ
′
y Tip velocity

δ̃ Discrete Dirac Delta function

ε Scaling factor for Lagrangian force

θ Angle, momentum thickness

ν Kinematic viscosity

ξ Elemental local coordinate

ξ Molecular velocity

Π Stress tensor

ρf , ρs Fluid and structural mass densities

∆ρ Extra mass due to presence of structure
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τ Relaxation time-scale, wall shear stress

Ω Collision operator, Eulerian domain

ω Relaxation factor

Roman Symbols

A Cross sectional area

B Strain-displacement matrix

C Stress-strain matrix

CD, CL Drag and lift coefficients

ci Vector of discrete lattice velocities

cs Lattice speed of sound

Ds, Dssss Differential operators (first and fourth-order)

d Dimensions of system (e.g. 2D/3D)

E Young’s modulus

F Lagrangian force density, vector of internal forces

Fi Discrete lattice force

∆F Vector of incremental internal forces

f Probability distribution function, frequency
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f eq Equilibrium probability distribution function

fneq Non-equilibrium probability distribution function

f Eulerian force density

g Vector of gravitational acceleration

H Domain height

h Structure thickness

I Second moment of area

I Interpolation operator

K Stiffness matrix

KB Bending rigidity (EI)

k, k + 1 Iteration counter

L Characteristic length (usually structure length)

M Mass matrix

N Vector of elemental shape functions

n, n+ 1 Time step counter

n Normal vector

p Pressure

19



q Number of discrete lattice velocities

q, r, s Lagrangian coordinates

R Vector of externally applied loads

r Residual vector

S Spreading operator

s Parametric coordinate along structure

∆s Lagrangian marker spacing

T Tension, time period

t Time

∆t Time step

U, U̇, Ü Vector of nodal displacements, velocities, and accelerations

∆U Vector of incremental nodal displacements

u, v Axial and transverse displacements

u Vector of fluid velocity

ux, uy Components of fluid velocity vector

u∗ Vector of predicted fluid velocity

u∞ Freestream velocity
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V Volume

W Domain length

wi Lattice-specific weighting factors

X, Y, Z Boundary coordinates in Eulerian frame

X Vector of boundary coordinates in Eulerian frame

X∗ Vector of extrapolated boundary coordinates in Eulerian frame

x, y, z Eulerian coordinates

x Vector of Eulerian coordinates

∆x Lattice spacing
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Abstract

The fluid-structure interactions of wall-mounted slender structures, such as cilia,

filaments, flaps, and flags, play an important role in a broad range of physical

processes: from the coherent waving motion of vegetation, to the passive flow

control capability of hair-like surface coatings. While these systems are ubiquitous,

their coupled nonlinear response exhibits a wide variety of behaviours that is yet

to be fully understood, especially when multiple structures are considered.

The purpose of this work is to investigate, via numerical simulation, the fluid-

structure interactions of arrays of slender structures over a range of input conditions.

A direct modelling approach, whereby the individual structures and their dynamics

are fully resolved, is realised via a lattice Boltzmann-immersed boundary model,

which is coupled to two different structural solvers: an Euler-Bernoulli beam

model, and a finite element model. Results are presented for three selected test

cases – which build in scale from a single flap in a periodic array, to a small finite

array of flaps, and finally to a large finite array – and the key behaviour modes

are characterised and quantified.

Results show a broad range of behaviours, which depend on the flow conditions

and structural properties. In particular, the emergence of coherent waving motions

are shown to be closely related to the natural frequency of the array. Furthermore,

this behaviour is associated with a lock-in between the natural frequency of the

array and the predicted frequency of the fluid instabilities.

The original contributions of this work are: the development and application

of a numerical tool for direct modelling of large arrays of slender structures;

the characterisation of the behaviour of slender structures over a range of input

conditions; and the exposition of key behaviour modes of slender structures and

their relation to input conditions.
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Chapter 1

Introduction

1.1 Background

The coupled interactions between fluids and structures is a general topic encoun-

tered in a broad range of physical processes. In nature, the pumping and transport

of blood through compliant blood vessels is crucial for supplying oxygen to cells

and tissues. Furthermore, animal locomotion modes, such as swimming or flying,

usually involve some form of morphing or shape-changing. In industry, the issue

of fluid-structure interaction (FSI) is a key consideration in the design of buildings

and bridges, where resonant interactions with wind loads can have catastrophic

consequences. Although FSI is often a critical concern in terms of design safety,

the dynamic interactions of fluids and structures can also be exploited for benefi-

cial purposes, such as in the energy industry, where FSI-based power generation

techniques (e.g. wind turbines, hydropower) are becoming increasingly popular.

One particular class of problems that is especially susceptible to FSI is the coupled

behaviour of slender structures. These structures play important roles in a range of

applications in both nature and industry, from cell propulsion [1] to flow control [2].

The distinguishing feature of slender structures is that their length is significantly

larger than at least one of their other dimensions. This classification therefore

includes hair-like structures, such as filaments and cilia, but also includes plate-like

structures, where only the thickness is significantly smaller than the length (e.g.

flaps and flags), as shown in Figure 1.1. Large aspect ratios (length-to-thickness

ratio) are the defining feature of slender structures; however, there is no standard
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Length

Length

Thickness Thickness

Width

Figure 1.1: Representative slender structures. Hair-like structure (left) and
plate-like structure (right).

value in the literature that can be used to classify a structure as slender. Therefore,

for the purposes of the present work, a slender structure is defined as having an

aspect ratio of 20 or greater. This classification is made as this is also the aspect

ratio above which Euler-Bernoulli beam theory starts to become applicable [3].

Due to their large aspect ratios, slender structures are especially susceptible to

bending deformations. Furthermore, the motion of slender structures in response

to a fluid flow can vary greatly depending on the particular conditions, from static

deflection, to dynamic waving or flapping, or even chaotic motion.

The nonlinear FSI of single slender structures has been a topic of interest for

centuries [4]. Examples of such applications include flags flapping in the wind [5],

or cell locomotion via propulsive flagella [6]. While such problems are certainly

important, in many applications it is common for multiple slender structures to

be packed together in close proximity to form dense arrays of structures. Such

configurations are common in cilia and vegetation, for example. While arrays of

multiple slender structures share some behavioural similarities to single structures,

they also exhibit certain distinct differences. In particular, coherent interactions

through the array, as well as with the fluid, are known to emerge.

One example of these coherent interactions is the waving of crops in a field. This

phenomenon occurs due to Kelvin-Helmholtz instabilities, which arise from the
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drag associated with the canopy [7]. These instabilities roll up to form canopy-scale

vortices which propagate the canopy and induce a travelling wave of deflection

on the individual plants [8]. Similar waving motions have been observed in flow

control applications, where arrays of slender structures are attached to bluff bodies

to improve aerodynamic performance [2]. In particular, a lock-in effect, where

the natural frequencies of the fluid and structure synchronize, has been linked to

special case conditions, such as minimal drag or lift fluctuations [9]. While these

interactions and the mechanisms that initiate them are clearly important, they

are yet to be fully understood. This is partly due to the large parameter space

and complex behaviours that govern these processes, but also due to the difficulty

in measuring and modelling these systems.

Experimental investigations have been, and still are, a popular choice for studying

slender structures [10, 11]. However, due to the drawbacks associated with some

experimental methods (e.g. limited number and type of measurements) [12] and

the advances in compute power and modelling techniques, numerical modelling of

slender structures is becoming an increasingly attractive approach. Of the various

modelling techniques, direct modelling approaches, which resolve the individual

structures and the flow around them, provide the most detail. However, while

such approaches are popular for studying single structures on their own [13, 14],

their use is limited in studies regarding arrays of slender structures. Instead,

homogenised models, which use a bulk drag coefficient to account for the array,

are common [2, 15]. This is significantly cheaper than directly modelling the

individual structures, and for dense arrays where the global behaviour is of interest,

this is a fair approximation. However, due to the spatial averaging implicit in

these approaches, these techniques can have difficulties incorporating heterogeneity

and do not provide details regarding the local effects of individual structures.

Furthermore, these models usually need to be calibrated to specific conditions; and

in cases where experimental data is difficult to obtain, direct modelling can provide

a reference for this calibration. Considering this, there is scope for developing an

approach for simulating large arrays of slender structures where each individual

structure is directly modelled.
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1.2 Aims & Objectives

In light of the above discussion, the purpose of the present work is to numerically

study the FSI of arrays of wall-mounted slender structures via a direct modelling

approach, where the individual structures are fully resolved, and quantify their

behaviour over a range of input conditions. To satisfy this, three primary research

aims are identified:

� to develop a numerical model that can simulate large arrays of slender

structures by fully resolving the individual structures and their dynamics

� to apply this model to multiple configurations involving arrays of slender

structures and characterise their behaviour over a range of input conditions

� to highlight key behavioural mechanisms (e.g. waving or lock-in) and re-

late them to the input parameters (such as flow conditions and structural

properties)

To address these aims, a lattice Boltzmann-immersed boundary model is developed.

To incorporate the structural dynamics, this model is coupled to two different

structural solvers: one based on the Euler-Bernoulli beam equation, and the other

based on the Finite Element Method (FEM). Simulations are performed for three

test cases and the key behaviour modes are characterised and quantified.

Figure 1.2 shows schematics of the three main test cases that form the core results

chapters. These cases were selected as they build in scale, from a single flap in a

periodic array, to a small finite array of flaps, and finally to large finite array of

flaps. The array length is small in the first two cases; therefore, to enhance the

appearance of dynamic instabilities, these cases are tested under oscillating flow

conditions. In the final case, the array is large enough to allow these instabilities

to develop naturally, and so this is only tested under steady flow conditions.
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Figure 1.2: Schematics of all three main test cases.

1.3 Scope

The scope of this work is restricted to wall-mounted slender structures in a

crossflow. Since much of the work on modelling slender structures has focussed

on either direct modelling of axially aligned structures (e.g. flapping flag) or

homogenised modelling of wall-mounted structures (e.g. vegetation), this focusses

the present work into a relatively novel area. Furthermore, the flows of interest
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are restricted to low-moderate Reynolds numbers, where Re = O(100). This

regime was chosen so as to allow inertia-driven instabilities to develop, while at

the same time avoiding instabilities arising from transition and turbulence effects.

Finally, since the main behaviour of interest is the in-plane bending, this work is

restricted to 2D. The main motivation for this is simplicity, as it allows a better

understanding of the basic behaviours before moving to more complex 3D problems.

Since the reduced blockage associated with hair-like structures leads to strong 3D

effects, this limits the findings of the present work to plate-like structures, where

the out-of-plane depth is sufficiently large so that edge effects become negligible.

In general, this is not a drastic simplification and there are many examples of

fundamental studies which focus solely on 2D behaviour [13, 16, 17].

1.4 Research Outputs & Thesis Format

The outcomes of this work led to a series of research outputs, in the form of journal

publications. To accommodate this, this thesis is presented in the Journal Format

style, as permitted by the University of Manchester, whereby each of the core

results chapters is written in the format of a self-contained journal paper. Due

to the inherent space limitations placed on journal publications, the traditional

literature review and methodology chapters precede the results and provide details

that would be otherwise unnecessary in a journal publication. While effort has been

made to limit the repetition between chapters, the requirement of self-containment

between the core results chapters means that this is unavoidable in some cases.

The full list of outputs generated from this work, and their significance, are given

below (in chronological order):

1) J. O’Connor, A. Revell, P. Mandal, and P. Day. Application of a

lattice Boltzmann-immersed boundary method for fluid-filament

dynamics and flow sensing. J. Biomech., 49(11), 2016 [18]

This work examined the FSI of an idealised array of wall-mounted flaps

under both steady and oscillating flow conditions. The configuration is

an idealised one in the sense that only a single flap is directly modelled,

whereas periodic boundary conditions are used to simulate the effect of the
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array. Tests showed that at large Reynolds numbers the recirculation region

between the flaps fully bridged the gap. This led to a reduced lag between

the flow and structural response, as well as decreased flap deflection. This

output forms Chapter 7 and is the first of the core results chapters.

2) J. O’Connor, P. Day, P. Mandal, and A. Revell. Computational

fluid dynamics in the microcirculation and microfluidics: what

role can the lattice Boltzmann method play? Integr. Biol., 8(5):

589–602, 2016 [19]

This review was a product of the initial literature review conducted in

the early stages of the present work. The review discusses fluid modelling

techniques and their application to the microcirculation and microfluidic

devices, with a particular focus on the lattice Boltzmann method. After

this review was completed, the main focus of the present research altered

somewhat. As such, the review does not directly fall within the scope of

this thesis, and is therefore omitted.

3) J. Favier, C. Li, L. Kamps, A. Revell, J. O’Connor, and C. Brücker.

The PELskin project - part I: fluid-structure interaction for a

row of flexible flaps: a reference study in oscillating channel flow.

Meccanica, 52(8), 2017 [20]

This paper forms part of a series of outputs generated as part of the EU-

funded PELskin project, of which our research group was a member. The

main aim of this project was to investigate the amelioration of aerodynamic

performance of bluff bodies via a poroelastic (PEL) coating. Part I in the

series introduces a simplified experimental case, which was used to isolate

the key flow control mechanisms and consisted of a row of 10 flexible flaps

embedded in an oscillating channel flow. This test case was also used to

validate the present numerical model. Since my contribution to this paper

consisted of only the model validation, this section of the paper is combined

with Part II in the series to form Chapter 8, which is the second of the core

results chapters.

4) A. Revell, J. O’Connor, A. Sarkar, C. Li, J. Favier, L. Kamps,

and C. Brücker. The PELskin project: part II - investigating the

37



Chapter 1 Introduction

physical coupling between flexible filaments in an oscillating flow.

Meccanica, 52(8), 2017 [21]

Part II in the PELskin series was led by our research group, and consisted

of a detailed numerical study involving the baseline case described in Part

I. A range of mass ratios were tested and its effect was characterised by

examining the flap motion and near-field fluid velocity. Tests showed that

at large mass ratios the coherence between the fluid and flap motion breaks

down. Since my contribution to this paper is significant, it is combined with

the validation study in Part I to form Chapter 8, which is the second of the

core results chapters.

5) A.R.G. Harwood, J. O’Connor, J.S. Muñoz, M.C. Santasmasas,

and A.J. Revell. LUMA: A many-core, Fluid-Structure Interac-

tion solver based on the Lattice-Boltzmann Method. SoftwareX,

7:88–94, 2018 [22]

Over the last few years our research group has developed the Lattice Boltz-

mann @ University of Manchester (LUMA) code, which was recently made

open-source and published in a software-based journal. As one of the main

developers of LUMA, I was specifically responsible for the development

of the FSI module and its validation. While this work is relevant to the

present thesis, the actual publication, which is focussed on code design and

structure, is not relevant and is therefore omitted.

6) J. O’Connor and A. Revell. Dynamic Interactions of Multiple

Flexible Flaps. In Preparation, 2018

This final article is still in preparation and is yet to be submitted. It

completes the present work by examining the FSI of a large array of wall-

mounted flexible flaps under steady flow conditions. A range of mass ratios

and bending rigidities are tested, and the global and local behavioural modes

are mapped out. In particular, the waving motion and associated lock-in

behaviour is characterised based on the input conditions. This paper forms

Chapter 9 and is the final of the core results chapters.

To focus the narrative of this thesis to the FSI of slender structures, only Papers
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1, 3, 4, and 6 are included in the results section. Furthermore, since Papers 3 and

4 formed part of a collaborative multipart series, these two have been combined

into one chapter so that only work which I conducted is included. To maintain

consistency throughout the thesis, each results chapter has been reformatted with

respect to the original publication. Furthermore, all of the references from each

separate publication have been combined into one bibliography at the end of the

thesis. Finally, my contribution to each output is clearly stated in the preface to

each results chapter.

1.5 Thesis Outline

Figure 1.3 provides an outline of the thesis. A description of each chapter is also

given below:

Chapter 1 introduces the background, aims, and approach of the current re-

search.

Chapter 2 provides a review of the FSI of slender structures, including applica-

tions, relevant physics, and modelling techniques.

Chapter 3 describes the fluid solver component of the present numerical model.

Chapter 4 describes the two structural models adopted in the present work.

Chapter 5 describes the coupling of the field solvers, including the transfer of

quantities between the two solvers and the implicit coupling scheme.

Chapter 6 discusses developments that were made to the model as part of the

present work and provides a validation of the individual field solvers and

the fully coupled model.

Chapter 7 is the first of the three results chapters and presents results for an

idealised case of a single flexible flap in a periodic array, under both steady

and oscillating flow conditions.
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Chapter 8 extends the previous chapter to incorporate a finite array of flexible

flaps in an oscillating channel flow.

Chapter 9 is the final results section and presents results for a large array of

flexible flaps under steady flow conditions.

Chapter 10 concludes by synthesising the main findings and provides suggestions

for future work.
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Figure 1.3: Thesis outline.
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Chapter 2

Slender Structures

Following from the aims described in Chapter 1, this chapter introduces the topic

of slender structures. To highlight their relevance, common examples of slender

structures in nature and industry are discussed. By reviewing previous studies

related to single and multiple structures, the relevant physics, typical behaviours,

and common modelling approaches are described. Finally, the key points from

this review, and how they relate to the present work, are summarised.

2.1 Introduction to Slender Structures

The distinguishing feature of slender structures is that their length is significantly

larger than their thickness. Examples of such types of structures include hair,

cilia, filaments, fibres, flaps, and flags, to name a few. Due to the large variety of

roles they play, slender structures operate under a wide range of configurations

(e.g. single/array, free/wall-mounted), scales (e.g. micro to macro-scales), and flow

conditions (e.g. low/high Reynolds numbers, steady/oscillating flow). Furthermore,

depending on their geometry, the resulting flow topology can vary significantly,

from mostly 2D (in the case of plate-like structures) to highly 3D (in the case of

hair-like structures).

Due to their large aspect ratios (length-to-thickness ratio), the main deformation

mode in slender structures is usually bending, as opposed to axial extension. Fur-

thermore, in certain classes of problems it is not uncommon for the translational
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deformation to be of the order of the structural length scale. Such large deforma-

tions introduce complex nonlinear behaviour into the structural dynamics. When

immersed in a fluid, the complex interactions between hydrodynamic, inertial, and

elastic forces can lead to a broad range of physical behaviours, including static

reconfiguration, dynamic waving and flapping, or even chaotic motion. While

such problems are certainly interesting in their own right, they also govern many

crucial processes in both nature and industry.

2.2 Applications of Slender Structures

2.2.1 Slender Structures in Nature

One of the most common examples of fluid-immersed slender structures is cilia.

They are ubiquitous in nature and bear many important roles, from keeping our

airways clean to trapping food particles in suspension feeders [23, 24]. Along with

flagella (see Figure 2.1), cilia also play a role in cell propulsion and can generate

substantial velocities, given their size [1]. Many common and lethal diseases (e.g.

cystic fibrosis) are directly linked to ciliary dysfunction and so understanding how

Figure 2.1: The bacterial flagellum is a long whip-like structure used for propelling
bacteria (e.g. Salmonella or E. coli).
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these systems behave is of particular interest.

Another example is the glycocalyx layer – a nanoscopic brush-like structure that

lines the inner walls of our blood vessels. One of the primary roles of the glycocalyx

layer is to act as a mechanotransduction sensor [25]. During periods of increased

flow rate (e.g. during exercise) the glycocalyx will deform. Receptors in the vessel

wall then sense this deformation and transmit signals to initiate an appropriate

physiological response (e.g. vasodilation). This process is critical for maintaining

normal vascular function and impairment of the glycocalyx can lead to serious

medical conditions, such as hypertension, atherosclerosis, and thrombosis [26].

Many organisms use specialised hairs to sense the flow around them. These types

of flow sensing systems are usually very efficient and extremely sensitive. Crickets,

for example, can perceive air movements as low as 0.03 mm/s, which helps them

escape lunging predators, such as spiders (who also have their own hair-based flow

sensors) [27]. Bat wings are covered in directionally-sensitive microscopic hairs

which can detect reverse flow over the wing [28]. This helps to prevent the onset of

stall at low-speed flight. Furthermore, fish use arrays of neuromasts in their lateral

line system to detect minute water movements [29]. In low-light conditions certain

species can build 3D flow and object maps through the information provided via

this sensory system [30].

Bird feathers have several important functions, one of which is to aid flight

manoeuvrability and improve aerodynamic performance. During low-speed flight,

such as on approach to landing, covert feathers pop up as the flow starts to

separate near the trailing edge of the wing [31], as shown in Figure 2.2. The

feathers prevent the separated region from moving further forward towards the

leading edge [32]. This delays the onset of stall and is crucial for performing

precise and controlled manoeuvres. Furthermore, the mechanism by which the

feathers are activated is passive and occurs entirely as a response to the reverse

flow. Such systems serve as excellent sources of inspiration for biomimicry.

The interactions between vegetation and fluid flows occur almost everywhere and

have far reaching consequences. In terrestrial flows, strong winds can damage crops

and uproot forests, resulting in reduced crop yield and habitat destruction [8].

Aquatic vegetation plays a key role in stabilising the river bed and regulating

oxygen and nutrient levels [34]. Furthermore, coastal vegetation helps to protect
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Figure 2.2: Skua bird during landing phase. The passive covert feathers pop up
to delay flow separation. Photograph by Rechenberg et al. [33].

against coastal inundation (waves and storm surges) and shoreline erosion [35].

2.2.2 Slender Structures in Biomimetics/Industry

Over millions of years evolution has had the opportunity to adapt, refine, and

improve upon nature’s own designs. As a result, many organisms have evolved

to become highly adept at certain tasks and functions. It is natural then for

engineers and designers to emulate these designs and apply them to real-world

industrial problems. This is the field of biomimetics and designs based on slender

structures have found many uses in a wide range of applications.

Advances in fabrication techniques at the microscale have led to a surge of interest

in using artificial cilia to control processes in microfluidic devices (e.g. lab-on-

a-chip). Based on the ciliary systems found in nature, numerous studies have

examined how artificial cilia can be used to pump fluids [1], promote mixing [36],

or sort suspended particles [37] (see Figure 2.3). Depending on the specific

application, these structures can be passive, where their motion is entirely driven

by the fluid, or actuated through a range of external stimuli, for example via an
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Figure 2.3: Initial and final positions of particles with varying size suspended
within a fluid. Due to interplay between the attractive and lift forces generated
by adhesion effects and cilia actuation, particles of a smaller size are attracted to
the wall whereas larger particles are repelled. Reprinted from Tripathi et al. [37],
Copyright (2013), with permission from American Chemical Society.

electrostatic or magnetic field [1].

As discussed in the previous section, biological flow sensors have evolved to become

extremely sensitive to even the slightest of disturbances. Other advantages include

the ability to focus on specific frequency bands or filter noisy signals [38]. With

advances in micromachining and microelectromechanical systems-based design,

a lot of effort has been dedicated to mimicking these systems for industrial flow

sensing applications. These miniaturised devices have the potential to offer highly

sensitive, efficient, and reliable flow sensing capability [30].

Flow control for aerodynamic surfaces is another area that has drawn inspiration

from nature. Many studies have examined how self-adaptive hairy coatings can be

exploited to improve aerodynamic performance [2, 9, 39]. By modifying the wake

pattern and vortex shedding behind a bluff body (see Figure 2.4), these systems

can significantly reduce drag. Furthermore, some studies have also reported

large reductions in lift fluctuations. This is particularly relevant for structures

such as underwater cables, pipelines, or offshore platforms, where vortex induced

vibrations (VIV) can eventually lead to fatigue failure [40–42].

Due to the increasing demand for sustainable energy production, alternative

forms of power generation are attracting a lot of attention. Energy harvesting,
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Figure 2.4: Vorticity contours aft of cylinder with a row of passive flaps.
Reprinted from Favier et al. [2], Copyright (2009), with permission from Cambridge
University Press.

whereby energy is extracted from ambient sources (e.g. wind, tidal, or river

flows), is one such area. Using fluid flows to generate electricity is not a new

concept and has found relative success in the form of wind turbines or hydropower.

However, recently there has been a considerable amount of work examining how

the dynamic interactions of slender structures can be used to extract energy

from fluid flows. Devices such as the energy harvesting eel [43, 44] exploit the

flapping flag instability to convert fluid kinetic energy into strain energy within

the structure. The strain energy is then converted into electrical energy via

piezoelectric patches attached to the structure. The compact design of these

systems makes them particularly attractive and allows multiple devices to be

arranged in close proximity. These designs are expected to be especially useful

in applications such as portable electronics or remote sensing networks [45, 46],

where self-sustaining energy production can dramatically reduce running and

maintenance costs.

2.3 Physics of Slender Structures

2.3.1 Nondimensional Parameters

It is common in fluid-structure interaction (FSI) problems, and wider engineering

problems in general, to group relevant parameters into dimensionless groups.

This provides physical insight by highlighting important terms and their relative

influence. Furthermore, since these parameters are dimensionless, they can be

used to relate different problems across different physical scales. For the problems
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of interest in this work, the relevant nondimensional parameters are the Reynolds

number, mass ratio, and bending stiffness:

Re =
u∞L

ν
, M =

ρsh

ρfL
, K =

EI

ρfu2
∞L

3
(2.1)

where u∞ is the freestream velocity, ν is the kinematic viscosity, L and h are

the length and thickness of the structure, ρf and ρs are the fluid and structural

densities, E is the Young’s modulus, and I is the second moment of area. Note

that for 2D problems the out-of-plane depth is set to unity.

The first term is the Reynolds number, which describes the ratio between inertial

and viscous forces in the flow. At low Reynolds numbers, viscous forces dominate

and the flow is typically characterised as laminar. In contrast, at high Reynolds

numbers inertial forces become dominant and the flow typically exhibits signs of

turbulence or other inertia-driven instabilities (e.g. von Kármán vortex shedding).

For problems involving slender structures, the Reynolds number can vary greatly

depending on the specific application, from O(10−5) in cell propulsion [47] to

O(107) for trailing-edge flaps on commercial aircraft.

The other two dimensionless parameters describe the structural material properties

(density and Young’s modulus). The first term is the nondimensional mass of the

structure, which indicates whether the structural motion is primarily inertia-driven

or driven by the flow. The second term is the nondimensional bending stiffness

and relates the internal elastic forces to the hydrodynamic forces exerted by the

fluid (dynamic pressure). When this ratio is O(1) or lower, one may expect

fluid-induced deformation of the structure. Sometimes the inverse of this ratio,

the Cauchy number, is adopted instead:

Ca =
ρfu

2
∞L

3

Eh3
(2.2)

Note that this definition follows de Langre [8], which accounts for the structural

slenderness by modifying the classical form of the Cauchy number by the aspect

ratio, L/h. For problems involving dynamic interactions, it may be more appropriate
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to describe the system in terms of the reduced velocity:

U = u∞L

√
ρsh

EI
(2.3)

The reduced velocity is the ratio between the period of the undamped natural

frequency of the structure and the characteristic time-scale of the fluid. When this

ratio is O(1), dynamic effects, such as resonance or lock-in, can be expected [8].

Since the reduced velocity depends on both material properties, it can be related

to the dimensionless mass ratio and bending stiffness via:

U =

√
M
K

(2.4)

Some studies suggest modifying the mass ratio and bending stiffness to account

for the extra mass due to the presence of the structure [14]:

M∗ =
∆ρ

ρfL
, K∗ =

EI

∆ρu2
∞L

2
(2.5)

where ∆ρ = (ρs − ρf)h is the extra mass due to the presence of the structure.

These values can be related back to the previously defined values via:

M∗ =M− h

L
, K∗ =

K
M

=
1

U2
(2.6)

Clearly, the difference between the two definitions for the mass ratio becomes

negligible as the aspect ratio increases. However, things are less clear for the

stiffness term since the modified definition has a dependence on the structural

density. As will be shown later, this can make it difficult to separate the effects of

different material properties, if adopting these modified definitions.
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2.3.2 Single Structures

For sufficient flow speed and structural compliance, a slender structure will undergo

drag-induced deformation in response to the fluid loading. This type of behaviour

is common in vegetation, where it is known as reconfiguration. Reconfiguration is

a drag-reducing response and plays an important role in protecting plants against

lodging and uprooting [48]. In classical fluid mechanics, rigid structures in a

high-speed flow will experience a drag that scales with the square of the velocity,

such that:

FD ∝ u2
∞ (2.7)

However, for deformable structures the shape of the geometry is also a function

of the velocity. The resulting deformation reduces the drag by decreasing the

frontal area and streamlining the structure (thereby reducing the wake) [49]. This

modifies the drag scaling such that:

FD ∝ u2+V
∞ (2.8)

where V is the Vogel exponent [50, 51], which is negative for drag-reducing

reconfiguration. Typical values for the Vogel exponent in different plant species

are −0.2 to −1.2 [52].

Alben et al. [53, 54] studied the drag-reducing reconfiguration of a flexible fibre

in a flowing soap film, both experimentally and numerically. Soap film flows are

used often in experimental fluid mechanics to approximate 2D flows [4]. They

reported a self-similar bending which resulted in a Vogel exponent of −2/3, leading

to a drag scaling:

FD ∝ u
4/3
∞ (2.9)

Using dimensional analysis and an empirical drag formulation, Gosselin et al.
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[55] predicted the same value for the Vogel exponent for a plate of finite width.

However, their experiment could not reach this asymptotic value, due to the onset

of flutter. Extending the work of Alben et al. [53, 54] to include viscosity, Zhu

and Peskin [56] and Zhu [57] performed numerical simulations and reported a

dependence of the Vogel exponent on Reynolds number, with the Vogel exponent

increasing in magnitude towards −2/3 as the Reynolds number increased.

Much of the work concerning the dynamic interactions of single slender structures

has revolved around the flapping flag problem. Not only is it an interesting problem

that exhibits a rich set of nonlinear physics, but it also has direct applications

in areas such as structural resilience, energy harvesting, and flow control, to

name a few. Zhang et al. [58] seem to have initiated the recent resurgence of

interest in this problem with their soap film experiment. By attaching a silk

thread within the soap film and increasing its length, Zhang et al. [58] found

three behavioural states: a static stretched state, a regular flapping state, and an

irregular flapping state. Figure 2.5 shows the flap behaviour and flow topology for

each of these three states. Zhang et al. [58] also found a region of bistability, where

the thread could be tripped into a particular state by either knocking it (stretched

state to flapping state) or by holding it still for a short period of time (flapping

state to stretched state). They also tested two side-by-side threads and found a

correlation between the level of interaction and separation distance, with in-phase

flapping observed for small separation, out-of-phase flapping for intermediate

separation, and uncorrelated flapping for large separation. Subsequent numerical

studies [59–61] supported these findings and reported similar dynamic states and

dependencies. Interestingly, Zhu and Peskin [59] reported similar behaviours at a

Reynolds number two orders of magnitude lower than that given in the experiment,

indicating a limited dependence on Reynolds number. Furthermore, Zhu and

Peskin [59] observed that a massless flag cannot exhibit flapping motion, and

attribute this to the inability of the flag to extract work from the flow, since it

has no momentum.

While the previous studies examined the role of the flag length in destabilising

the behaviour, the observations made by Zhu and Peskin [59] suggest that the

structural inertia also plays a part. Shelley et al. [62] examined the response

of heavy flags and attributed the onset of flapping motion to the destabilising

structural inertia overcoming the stabilising effects of stiffness and tension. Connell

and Yue [13] tested a range of mass ratios and found the same three dynamic
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Figure 2.5: Flow visualisation of a flexible filament immersed in a soap film.
(a) Stretched state. (b) Flapping state. (c) Snapshots of flapping profile. (d)
Snapshots of irregular flapping profile. (e) Flow around a stiff wire which has been
permanently bent into the shape of a flapping filament. Reprinted from Shelley
and Zhang [4], Copyright (2011), with permission from Annual Reviews.

states for increasing structural mass (static stretched, regular flapping, and chaotic

flapping). By mapping out critical mass ratios for the transition between these

states over a range of Reynolds number and flag flexibility, they also highlighted

the destabilising effects of these terms. Relating these findings back to the previous

studies, which examined length as the controlling parameter, Equation 2.1 shows

that the length of the flag affects all of the relevant dimensionless quantities in a

destabilising manner. Also noteworthy is the effect of flow speed, which is also

destabilising, and many studies have reported critical flow velocities for describing

the onset of flutter [17, 63, 64].

In most engineering applications flutter is an undesired phenomenon. However,

many studies have looked to exploit the flapping flag instability for energy harvest-

ing applications. While some studies have found success with this approach [65, 66],

the regular flag configuration is limited by the large critical flow velocities re-

quired to realise flapping and the relatively low strain energies associated with

the flapping motion [67]. Recently, the inverted flag configuration, whereby the

trailing edge is clamped and the leading edge is free to deflect, has become a
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promising alternative to the regular configuration. Initially proposed by Kim

et al. [68], the inverted flag offers several advantages over its classical counterpart,

including lower critical velocities for flapping motion and significantly larger strain

levels. Furthermore, the main deformation mode is the first mode. This means

the curvature of the deformation has the same sign along the length of the flag,

and thus the piezoelectric strips can interact constructively [45].

Although conceptually similar, the stability and dynamical properties of the

inverted flag exhibit some distinct differences compared to the regular configuration.

In contrast to the regular configuration, where flapping occurs above a critical

velocity, the experiments of Kim et al. [68] showed that the flapping of an inverted

flag occurs over a window of flow velocity (or dimensionless bending stiffness).

They classified the dynamics of the flag into three states (see Figure 2.6): a

straight state with negligible deflection, a flapping state with large amplitude

deflection, and a deflected state where the flag is fully deflected to one side. Also

in contrast to the regular configuration, they noted that the mass ratio has little

effect on the stability boundaries between these states, although it does affect the

actual dynamics of the flapping. Subsequent numerical studies reported similar

findings [70–72] and suggested that the transition to flapping motion is a static

divergence instability. Sader et al. [69] showed through stability analysis that

this is indeed the case, which explains why the structural mass has little effect

on the instability boundary. Sader et al. [69] also examined the mechanism of

the flapping motion, and determined it to be a VIV. As the flag deflects due to

Figure 2.6: Flapping states of inverted flag for increasing flow speed. Reprinted
from Sader et al. [69], Copyright (2016), with permission from Cambridge Univer-
sity Press.
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the divergence instability, the flow becomes separated at the leading edge. This

leads to unsteady vortex shedding, which synchronises with the flapping motion

of the flag. The VIV mechanism for the flapping motion had also been suggested

in previous studies, and explains why flapping motion cannot be realised at low

Reynolds numbers (Re < 50) [71].

2.3.3 Multiple Structures

Like single structures, arrays of multiple structures can also undergo a static

reconfiguration [12, 73]; although, there are few studies which have attempted to

characterise the Vogel exponent for such configurations. Gosselin and de Langre

[74] considered the flow through a poroelastic ball covered in flexible fibres. For

increasing surface density, they showed a transition from the classic reconfiguration

regime, where V = −2/3, to the homogeneous porous body regime, where V = −1.

Barsu et al. [75] performed experiments on a submerged canopy model to examine

the sheltering effect of adjacent plants. Their results showed that all plants within

the canopy undergo approximately the same amount of deflection. Furthermore,

below a critical plant spacing the Vogel exponent is independent of canopy

density.

A sizable portion of the research concerning multiple slender structures has been

geared towards studies of vegetation. The velocity profile over a patch of vegetation

(canopy) is modified by the drag associated with the presence of the canopy, as

shown in Figure 2.7. The discontinuity in drag at the top of the canopy separates

Velocity profile
Vortices

Free surface

Figure 2.7: Velocity profile and monami motion over a submerged canopy. An
inflection point is formed due to the drag associated with the canopy. This leads
to Kelvin-Helmholtz instabilities which roll up to form coherent vortices.
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the flow into two regions: the bulk flow over the top of the canopy and a region of

low-velocity flow within the canopy. For sufficiently dense canopies, the shear layer

at the top of the canopy will form an inflection point in the velocity profile [76].

This makes the flow susceptible to Kelvin-Helmholtz instabilities, similar to a

mixing layer. The Kelvin-Helmholtz instabilities roll up to form coherent vortical

structures which are advected through the canopy [7]. For terrestrial and deeply

submerged canopies, these vortices are highly 3D due to interactions with the

upper boundary layer turbulence [77]. However, for shallow submerged vegetation,

where the presence of the free surface means there is no upper boundary layer,

the Kelvin-Helmholtz vortices dominate the flow and thus remain predominantly

lateral [78]. For aquatic vegetation, the classification of submergence is given by

the ratio of flow depth (H) to plant height (L), with H/L > 10 for deeply submerged,
H/L < 5 for shallow submergence, and H/L < 1 for emergent vegetation [77].

Although the canopy shear layer is similar in principle to a mixing layer, there are

some important differences. In a normal free shear layer, the Kelvin-Helmholtz

instabilities grow continually. However, for submerged vegetation the instabilities

grow over a development length until they reach a fixed size and penetration depth

into the canopy, which can be of the order of the canopy height [77]. In a normal

mixing layer, the Kelvin-Helmholtz vortices are centred on the inflection point

and thus advect with the same velocity as the velocity at the inflection point.

However, in a canopy shear layer the vortices are displaced upwards from the

inflection point, where the flow velocity is higher. The frequency of the instability

is related to the mean flow speed, shear layer thickness, and momentum thickness,

and can be estimated via [7, 79]:

fKH = Stn

(
u1 + u2

2θ

)
(2.10)

where Stn is the natural Strouhal number associated with mixing layers, θ is

the momentum thickness, and u1 and u2 are the low and high-stream velocities

(see Figure 2.8). Through theory and experiment, the natural Strouhal number

is known to be approximately Stn ≈ 0.032 [79]. Equation 2.10 states that the

frequency of the vortices is proportional to their advection speed and inversely

proportional to the momentum thickness (which is an indicator of vortex size).
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Figure 2.8: Mixing layer velocity profile with key quantities for Equation 2.10.

The momentum thickness is given by:

θ =

∫ ∞
−∞

[
1

4
−
(
u− 1

2
(u1 + u2)

u2 − u1

)2
]

dz (2.11)

The passage of the Kelvin-Helmholtz vortices generates large variations in the flow

velocity at the top of the canopy. For sufficient flow velocity and plant flexibility,

the vortices deflect individual plant stems as they pass by [34]. This is observed

as a travelling wave of deflection which propagates through the canopy. This

phenomenon is termed honami for terrestrial flows, and monami for aquatic flows.

The mechanism by which this deflection occurs is described by Ghisalberti and

Nepf [11] as a strong forward sweep in front of the vortex which deflects the canopy

down and forwards, followed by a short ejection which pushes the canopy up

and backwards. In addition to the honami/monami motion, three other regimes

of plant motion exist. In order of increasing flow speed, these four regimes are

characterised as erect, gentle swaying, strong coherent swaying (honami/monami),

and prone [80]. Figure 2.9 illustrates these four regimes.

Ghisalberti [7] suggests that the honami/monami effect is strictly governed by the

mixing layer instability, and that the waving motion is a forced response to the

Kelvin-Helmholtz vortices. To support this, Ghisalberti performed experiments

on a scaled seagrass model and showed strong correlations between the velocity

spectra, waving frequency, and predicted frequency of the Kelvin-Helmholtz
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Figure 2.9: Flow patterns and deflection modes for a dense canopy of flexible
vegetation. The four regimes of plant deflection are: erect/rigid (top left); sway-
ing (bottom left); monami (top right); and prone/reconfigured (bottom right).
Reprinted from Okamoto et al. [12], Copyright (2016), with permission from
Taylor & Francis.

vortices (given by Equation 2.10). Furthermore, Ghisalberti noted that the

observed frequencies were much lower than the natural frequencies of the model

plants. However, combining simple beam theory with the model parameters

given in the experiment suggests that the quoted natural frequency for the model

plants is the undamped (vacuum) natural frequency. Since the plant models are

submerged, the damped natural frequency, which arises from the fluid damping

and is likely to be lower, should be used for comparison instead.

In contrast to Ghisalberti [7], multiple studies have reported results which suggest

that the honami/monami motion is not a purely fluid-driven response, but instead

has some dependence on the structural properties [81–83]. Py et al. [81] developed

a simplified fluid model combined with a flexible porous layer for the canopy. While

the main instability mechanism was still driven by the Kelvin-Helmholtz instability,
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the model indicated that the characteristics of this instability are significantly

modified when the canopy compliance is considered. In a subsequent study, Py

et al. [82] used an image-correlation technique [10] combined with biorthogonal

decomposition [84, 85] to extract the wavelengths and frequencies of the coherent

structures over two different plant species (alfalfa and wheat). These two species

were selected as they share similar geometric properties (height and spacing)

but different material properties (density and stiffness), and therefore different

natural frequencies. Interestingly, for both species, the waving motion was found

to occur near their own (damped) natural frequency. Moreover, this was observed

over the full range of tested wind speeds. Extending their previous model [81],

with increasing wind speed they observed a lock-in effect as the frequency of the

Kelvin-Helmholtz instability approached the natural frequency of the canopy. In

contrast to Ghisalberti [7], this indicates that the honami/monami effect is not

solely driven by the mixing layer instability, and in fact the material properties

of the vegetation also play a role. That being said, a subsequent study using

large eddy simulation combined with a flexible canopy model failed to reproduce

the lock-in effect [15], which they attribute to a nonlinear saturation mechanism.

Clearly, further work is required in this area to fully understand the lock-in effect

and how it relates to the honami/monami instability.

A similar lock-in effect has been observed in flow control applications. Favier

et al. [2] used a homogenised porous layer model to examine the effect of a row

of passive flaps attached to the aft of a circular cylinder (see Figure 2.4). Under

optimum conditions, they observed drag reductions of 15 % and reductions in the

lift fluctuations of 40 %, which they attributed to a stabilisation of the wake. In

the optimal regime, they observed a travelling wave through the array with a

frequency that matched the vortex shedding frequency. Niu and Hu [39] reported

similar aerodynamic improvements in their experiment, shown in Figure 2.10.

However, they did not observe this travelling wave within the array, probably

because of the sparseness of the flaps within the array. Nevertheless, several studies

examining densely packed arrays have observed this travelling wave, and many

report a lock-in at optimal conditions between the travelling wave frequency and

the shedding frequency [9, 86, 87]. These similarities between the honami/monami

effect and the travelling wave observed in flow control applications, particularly

the lock-in effect, are striking and clearly warrant further investigation.
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Figure 2.10: Flow visualisation of wake shedding behind a hairy disk with
different hair lengths. The ratio between the hair length and disk diameter is
0.25 (left), 1 (centre), and 2 (right). Reprinted from Niu and Hu [39], Copyright
(2011), with permission from AIP Publishing.

2.4 Modelling Slender Structures

Experimental and field studies are common for studying the FSI of slender struc-

tures [10, 53, 58, 82]. Compared to field measurements, experimental studies have

the advantage that the input conditions are well-defined and can be carefully

controlled. Furthermore, some field measurements are extremely difficult to ob-

tain, such as the in vivo dynamics of cilia, or 3D flow maps of coherent vortices

propagating through vegetation canopies. However, translating findings in the

lab, which are usually based on idealised cases, to real-world applications is not

always straightforward. Moreover, the number and type of measurements that

are available is usually limited in some form, which can make analysing complex

3D flow fields difficult [12]. With increasing compute power and more sophis-

ticated modelling techniques, theoretical and numerical modelling is becoming

an increasingly attractive approach for these types of systems. Such techniques

have the potential to provide detailed datasets for problems that are otherwise

experimentally intractable, and a wide range of modelling approaches have already

been applied to slender structures. This section serves as a broad overview of these

techniques, including theoretical models, homogenised models, and state-of-the-art
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high fidelity models that directly account for the individual structures.

2.4.1 Theoretical Models

Theoretical modelling relies on simplifying assumptions to derive rudimentary

models that capture the minimum amount of physics required to describe the

problem. The details of the assumptions depend on the specific model and problem.

Therefore, theoretical modelling encompasses a broad class of different approaches.

As such, it is difficult to make any generalisations regarding these models, other

than they all rely on some form of simplification. However, common examples of

the assumptions used in theoretical models of slender structures include potential

flow [53, 88, 89] or piecewise linear velocity profiles [82]. Theoretical models

have been applied to several of the aforementioned applications regarding slender

structures, including predicting stability boundaries for flapping flags [62, 88,

90, 91], or calculating the frequency and growth rates of the Kelvin-Helmholtz

instability in canopy flows [15, 82, 83, 92]. These models are usually inexpensive

and often reduce to analytical expressions. Furthermore, they provide clear

physical insight by describing the problem with a reduced set of parameters.

While their simplicity is the key to their appeal, it is also their main limitation.

Due to the simplifications used to derive them, theoretical models are usually

only valid over a specific range of conditions. Moreover, by design, they do

not include all of the physical effects, and therefore may miss certain subtle

behaviours. Also, many models are linear and therefore may not be able to

provide detailed information about the full behaviour (such as the amplitudes

of unstable modes) [65, 82]. Nevertheless, theoretical models provide efficient

and insightful solutions to FSI problems and they have found widespread use in

applications involving slender structures.

2.4.2 Homogenised Models

Numerical modelling involves using computers to solve mathematical problems

that are too complex to be solved analytically. The field of Computational

Fluid Dynamics (CFD) falls within this classification. Due to the fact that

the underlying mathematical models are more complex, numerical modelling

61



Chapter 2 Slender Structures

techniques are capable of capturing more complicated physics, such as viscous

effects or nonlinear structural deformations, compared to theoretical models. In

regards to modelling arrays of slender structures, many studies have coupled high

fidelity CFD techniques with simplified descriptions of the array. An example

of such an approach is the use of homogenised porous layers to represent the

array. The porous layer acts as a momentum sink within the fluid equations

and takes the form of a bulk drag coefficient for the array. This approach is

particularly popular in studies of vegetation [15, 93, 94]; however, it has also

found uses in flow control applications [2, 86]. In most vegetation and flow control

studies, where the array is densely packed and the global behaviour is of interest,

this is usually a fair approximation and leads to significant savings in compute

time. However, in the case of deformable structures the porous layer must also

deform, and modelling compliance in porous layers is not a straightforward task.

Furthermore, these models are not capable of capturing effects at the scale of

individual structures, such as stem-scale turbulence, individual structural motion,

or spatial heterogeneity, which are known to have significant effects on local

quantities, such as the instantaneous velocity field [95].

2.4.3 Direct Models

If local effects are to be captured then the dynamic motion of individual structures

and the flow around them must be modelled directly. While there are many

examples in the literature of studies that directly model the coupled behaviour of

single structures [13, 14, 96], there are very few examples of fully resolved simula-

tions for arrays of slender structures [95, 97]. Moreover, the effects of structural

deformation are usually neglected. This is because of the huge computational cost

required to solve these problems, since resolving the flow within the array requires

a very fine mesh at the sub-structure scale (which for a densely packed 3D array

can result in a very large mesh). Nevertheless, these models provide unrivalled

detail about the complex nonlinear behaviours that govern the interactions of

slender structures, and their popularity is rising.
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2.5 Conclusions

In light of this review, a few key observations can be made about the current

understanding and capability regarding the FSI of slender structures:

� single slender structures and arrays of slender structures play important

roles in a broad range of applications

� the coherent waving motion in arrays of slender structures is exhibited across

multiple application areas

� this waving motion and its associated lock-in seem to be linked to special

case conditions in flow control applications (e.g. minimal drag and lift

fluctuations)

� the mechanism by which this waving instability occurs is yet to be fully

understood

� dense arrays of slender structures are typically modelled via an homogenised

porous layer which neglects local effects

� the studies that do resolve the individual structures have mostly focussed

on single structures aligned with the flow (e.g. flapping flag)

� there is a limited amount of research regarding the direct numerical modelling

of wall-mounted arrays of slender structures

Based on these observations, it seems natural to develop a model that incorporates

the direct modelling of individual structures and apply it to dense arrays of

wall-mounted slender structures, with a particular focus on the coherent wave-

like motion and its associated lock-in effect. This is the topic of the present

work. While a portion of the examples discussed in this chapter involve hair-like

structures, which are characterised by highly 3D flow fields, this work focusses

on 2D applications. The main reason for this is simplicity, as it allows a better

understanding of the basic behaviours before moving to more complex applications.

The following chapters introduce the components of the numerical model, which
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is described in terms of three modules: the fluid solver, the structural solver, and

the coupling approach between the two solvers. Chapter 3 will now describe the

fluid solver.
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Fluid Solver

The following three chapters describe the core components of the numerical model:

the fluid solver, the structural solver, and the coupling approach. This chapter

focusses on the fluid solver, which is based on the lattice Boltzmann method

(LBM). To begin with, the basic theory of the LBM and its governing equations are

introduced. Then, specific extensions (e.g. forcing scheme, boundary conditions)

pertaining to the present work are described in detail. Finally, some key aspects

concerning the LBM and how it compares to traditional Navier-Stokes-based

solvers are discussed.

3.1 Lattice Boltzmann Method

There are two extremes to modelling fluid dynamics. One approach is to consider

the fluid at its most basic level: a collection of individual molecules which are

continuously moving and colliding. Atomistic techniques, such as molecular

dynamics, explicitly track the motion of individual fluid molecules and calculate

their trajectories based on Newton’s equations of motion. This approach describes

the fluid at its most fundamental level and allows highly detailed time histories of

the complete system state. However, the number of molecules in a given system

is typically of the order of Avogadro’s constant (6× 1023), and with today’s

processing power this limits the availability of these techniques to nanoscale

problems [98]. Furthermore, these methods are extremely sensitive to initial

conditions and any uncertainty in the initial state of the system is likely to grow
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exponentially as the simulation progresses [99].

The second extreme is to neglect the details of the individual molecules and

instead model the fluid as a continuum. Such an approach assumes that the ratio

between the molecular mean free path and a characteristic length scale (Knudsen

number) is much smaller than one. The Navier-Stokes equations are founded on

this assumption; making them well suited to large scale problems. While their

efficiency is one of the reasons for their widespread popularity, continuum-based

methods can have difficulties incorporating certain molecular-level physics which

govern complex fluid behaviour (e.g. multiphase flows).

The lattice Boltzmann method (LBM) exists as a middle ground between these two

extremes (see Figure 3.1) and shares similarities with both. The LBM derives from

kinetic theory, which aims to describe macroscopic gas behaviour by considering

the microscopic motion of molecules [100]. Although molecular interactions are

considered, individual molecules are not explicitly tracked as in atomistic methods.

Instead, kinetic theory relies on a distribution function to describe the statistical

properties of a collection of molecules and their evolution. By realising that the

macroscopic behaviour of the fluid is not sensitive to the finer details of individual

molecular motion, the mesoscopic description provided by the LBM can correctly

capture the governing macroscopic laws [101].

The LBM developed out of the need to address some of the shortcomings of lattice

Figure 3.1: Spatial and temporal scales for the micro, meso and macro-scales.

66



3.1 Lattice Boltzmann Method

gas cellular automata (LGCA) [102]. LGCA, which itself derives from cellular

automation methods, attempts to describe fluid motion through discrete particles

which propagate and collide on a discrete lattice according to simple collision

rules [103]. One of the key advantages of this approach is that it only requires

Boolean values to represent either an empty or occupied site. This eliminates

round-off error which is always present in any calculations involving floating-

point arithmetic. Another advantage is the calculations are local, making LGCA

very amenable to parallel computation on high-performance computing (HPC)

systems. Hardy et al. [104] were the first to introduce LGCA; however, the square

lattice they used lacked the rotational invariance needed to correctly recover the

Navier-Stokes equations. Frisch et al. [105] addressed this issue by introducing a

hexagonal lattice model. The hexagonal lattice provided sufficient symmetry to

satisfy Galilean invariance and thus, for the first time, LGCA could reproduce

the Navier-Stokes equations. Although this was a landmark development, there

were still several issues that prevented the widespread use of LGCA for practical

applications. One of these stemmed from one of its main advantages: Boolean

arithmetic. The use of Boolean values generated statistical noise which needed

spatial and temporal averaging to smooth it out, making it quite inefficient.

McNamara and Zanetti [106] solved this by abandoning the Boolean values and

replacing them with real-valued distribution functions. While this removed the

noise, the notion of a round-off free approach to solving fluid problems also had to

be abandoned. This development, along with enhancements made to the collision

operator [107, 108], is considered to be the birth of the LBM from LGCA.

Since the LBM derives from LGCA, it inherits many of the advantages that initially

made LGCA so appealing. The LBM retains the locality of the calculation,

making it very well suited to massively parallel computing. Furthermore, its

foundation in kinetic theory provides a clear link to the microscopic interactions

that govern certain macroscopic behaviours. That being said, by neglecting the

unnecessary microscopic details, the LBM can handle fluid problems on a scale

comparable to traditional Navier-Stokes-based approaches. This has led to a

steady growth in popularity and there are now many examples in the literature of

LBM-based applications for a wide range of flow problems; including fluid-structure

interactions [42, 109–111], biological flows [112, 113], microfluidics [114, 115], and

particle suspensions [116–118], to name a few.
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3.2 Boltzmann Equation

The cornerstone of kinetic theory is the Boltzmann equation:

∂f

∂t
+ ξ · ∇f = Ω(f) (3.1)

where ξ is the molecular velocity, and Ω(f) is a collision operator. For now, while

the main ideas are developed, only the unforced form of the Boltzmann equation

is considered. The distribution function, f(x, ξ, t), represents the proportion of

molecules at position x, and time t, with velocity ξ. Equation 3.1 shows that

the transport of the distribution function is governed by a linear advection term

(streaming) and a nonlinear term which describes the intermolecular interactions

(collision). The Boltzmann equation is one of the most fundamental equations

for describing gas dynamics [119]. Contrary to the Navier-Stokes equations,

which operate on the macroscopic quantities (e.g. density, pressure, velocity), the

Boltzmann equation describes the evolution of the distribution function. Even

so, this fine-grained description is still able to recover the correct macroscopic

behaviour.

The familiar macroscopic fluid quantities can be calculated from the weighted

moments of the distribution function, which are integrated over velocity space.

The first three moments are:

ρ(x, t) =

∫
f(x, ξ, t) dξ (3.2)

ρu(x, t) =

∫
ξf(x, ξ, t) dξ (3.3)

ρE(x, t) =
1

2

∫
|ξ|2f(x, ξ, t) dξ (3.4)

where ρ(x, t) is the fluid density, u(x, t) is the macroscopic velocity, and E(x, t)

is the specific energy.
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Central to the idea of kinetic theory is the notion of equilibrium. In a gas left

undisturbed for a sufficient amount of time, the cumulative effect of repeated

collisions will tend to evenly distribute the molecular velocities around a mean

macroscopic velocity [120]. This state is termed the equilibrium distribution and

gives rise to the Maxwell-Boltzmann distribution:

f eq(ρ, T, ξ,u) = ρ

(
1

2πRT

)d/2
e−|ξ−u|

2/(2RT ) (3.5)

where f eq is the equilibrium distribution function, T is the temperature, and R is

the gas constant.

3.3 Discretisation

The continuous form of the distribution function has seven independent variables,

all of which are continuous and therefore have infinite degrees of freedom. To

make the problem computationally tractable the Boltzmann equation must be

discretised. This is done in two steps. First, it is discretised in velocity space by

restricting the advection of the distribution function to discrete velocity directions.

This results in the semi-discrete Boltzmann equation:

∂fi
∂t

+ ci · ∇fi = Ω(fi), i = 0 . . . q − 1 (3.6)

where ci represents the ith component of the q discrete velocities. This discreti-

sation is performed through either a small Mach number [121, 122] or Hermite

series expansion [119, 123]. Depending on the order of the chosen polynomials, the

Hermite expansion permits approximations of the Boltzmann equation up to any

arbitrary order, even those not captured by the Navier-Stokes equations [123].

The second step in the discretisation process is to discretise in space and time.
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This gives rise to the lattice Boltzmann equation:

fi(x + ci∆t, t+ ∆t)− fi(x, t) = ∆tΩi(x, t) (3.7)

Equation 3.7 is the driving equation behind the LBM. The left-hand side shows a

propagation of the distribution function through space whereas the right-hand

side describes a local collision which is nonlinear.

The discrete versions of the equilibrium function and macroscopic relations are:

f eqi (x, t) = wiρ

(
1 +

ci · u
c2
s

+
(ci · u)2

2c4
s

− u · u
2c2
s

)
(3.8)

ρ(x, t) =
∑
i

fi(x, t) (3.9)

ρu(x, t) =
∑
i

cifi(x, t) (3.10)

Note that the equilibrium function depends only on local macroscopic quantities.

Here, wi are velocity-specific weighting factors, and cs is the lattice speed of sound.

These values are all dictated by the chosen lattice model (discussed in Section 3.6).

For the standard isothermal LBM, the pressure is directly related to density via

the equation of state:

p = c2
sρ (3.11)

3.4 BGK Approximation

The original Boltzmann collision operator is a nonlinear double integral and noto-

riously difficult to solve. To overcome this, several alternative collision operators

have been suggested. The most popular collision operator is the Bhatnagar-
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Gross-Krook (BGK) approximation [124]. The BGK approximation simplifies

the collision operator by reducing the relaxation rates of all modes into a single

relaxation time [125, 126]:

Ωi(x, t) =
1

τ
[f eqi (x, t)− fi(x, t)] (3.12)

where τ is the relaxation time-scale. Equation 3.12 shows a relaxation towards

local equilibrium and is valid for any fluid. This is because, while seeming relatively

simple, Equation 3.12 contains the equilibrium function (f eqi ), which is nonlinear

and can take various forms depending on the type of physics to be modelled (e.g.

Navier-Stokes equations) [127]. Substituting this into Equation 3.7 leads to the

lattice Boltzmann-BGK (LBGK) equation:

fi(x + ci∆t, t+ ∆t) = fi(x, t) +
∆t

τ
[f eqi (x, t)− fi(x, t)] (3.13)

Equation 3.13 is the final form of the Boltzmann equation used throughout most

of the literature. It is fully explicit and formally linear in terms of the distribution

function. The nonlinearity is instead contained within the local equilibrium

function – leading to the mantra that nonlinearity is local and nonlocality is

linear 1. This is one of the main advantages of the LBM and allows the recovery of

nonlinear macroscopic behaviour from a seemingly simple transport equation.

The relaxation time-scale is related to the fluid viscosity via:

ν =

(
τ − 1

2

)
c2
s∆t (3.14)

Equation 3.14 shows that reducing the relaxation time-scale leads to a lower

viscosity and faster relaxation towards equilibrium. It also shows that for a real

fluid with positive viscosity the relaxation time-scale must be greater than 1/2 [128].

In practise, the LBGK scheme exhibits stability problems as the relaxation time-

scale approaches 1/2. The multiple-relaxation-time model [129], developed around

the same time as LBGK, helps to alleviate these stability issues by allowing

1Krüger et al. [100] attributes this description to Sauro Succi.
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different modes to relax at different rates. This allows so-called ‘ghost modes’

not relevant to the hydrodynamics to be fully relaxed within each collision step.

However, selecting appropriate relaxation times for each mode is not always

straightforward and is typically problem-dependent. In any case, for low-moderate

Reynolds numbers the performance of the LBGK scheme is often sufficient and it

is therefore adopted in the present work.

3.5 Forcing

External forces, such as gravity, play a significant role in certain fluid problems.

Furthermore, in the present work an accurate forcing scheme is even more crucial

due to the approach used to couple the fluid and structural dynamics, which

imposes the no-slip condition on the surface of the boundary via an appropriate

force distribution applied to the fluid equations. A variety of forcing schemes

have been developed over the years, some of which are compared in Guo et al.

[130]. The approach adopted in this work modifies the transport and macroscopic

equations such that [130]:

fi(x + ci∆t, t+ ∆t) = fi(x, t) +
∆t

τ
[f eqi (x, t)− fi(x, t)] + ∆tFi(x, t) (3.15)

ρ(x, t) =
∑
i

fi(x, t) (3.16)

ρu(x, t) =
∑
i

cifi(x, t) +
∆t

2
f(x, t) (3.17)

where Fi(x, t) is the discrete form of the force density f(x, t), given by:

Fi(x, t) = wi

(
1− 1

2τ

)(
ci − u

c2
s

+
ci · u
c4
s

ci

)
· f(x, t) (3.18)
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3.6 Velocity Model

The discretisation step in Section 3.3 implies a discrete lattice representation

of the flow domain. To ensure isotropy, which is essential for recovering the

Navier-Stokes equations, the lattice structure must be symmetric and contain a

sufficient number of velocity directions [101]. The most popular two-dimensional

lattice structure, and the one adopted in this work, is the D2Q9 model (where

DdQq implies a d-dimensional, q-velocity lattice). Figure 3.2 shows the D2Q9

lattice along with the corresponding velocities.

The corresponding velocities, weights, and lattice speed of sound for the D2Q9

model are given by:

c =

(
0 1 −1 0 0 1 −1 1 −1

0 0 0 1 −1 1 −1 −1 1

)
∆x

∆t
(3.19)

wi =


4/9 i = 0

1/9 i = 1 . . . 4

1/36 i = 5 . . . 8

(3.20)

3

12

4

5

6 7

8

0

Figure 3.2: D2Q9 lattice model with numbering scheme.
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cs =
∆x

∆t

1√
3

(3.21)

3.7 Initial & Boundary Conditions

Like other numerical solvers for fluid dynamics, the LBM cannot be solved without

specifying initial and boundary conditions. How these conditions are imposed

is extremely important as often they dictate the stability and accuracy of the

entire simulation. In traditional Navier-Stokes-based solvers these conditions are

usually given in the form of the macroscopic quantities. Since the LBM does

not directly operate on these, it is necessary to map these conditions to the

mesoscale and specify them in terms of the distribution function. However, this is

a significant challenge as the translation from the macroscale to the mesoscale

is under-determined and therefore not unique. Closure relations must then be

formed and over the years many different approaches have been proposed, each

with varying degrees of accuracy and stability.

The most common approach to setting initial conditions is to assign each dis-

tribution function its equilibrium value based on the initial local density and

velocity. However, for time-dependent problems with non-trivial initial conditions

this approach is not strictly correct [131]. For the present work, trivial initial con-

ditions (e.g. uniform density and zero-velocity) are used. This ensures consistency

between the macroscopic and mesoscopic conditions at initialisation.

During the streaming step the distribution functions are propagated along the

velocity links to their neighbouring sites. After this step, some of the velocity

directions on lattice sites which form the boundary of the domain will be unpopu-

lated – specifically, any directions with a wall-normal component pointing into

the domain. This is because there are no lattice sites which stream into these

locations, as shown in Figure 3.3. The purpose of specifying boundary conditions

is to calculate appropriate values for these missing distribution functions, which

recover the desired macroscopic conditions and satisfy the conservation laws.

The remainder of this section will introduce the key boundary conditions used

throughout the present work.
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Pre-stream Post-stream

Figure 3.3: Known (solid) and unknown (dashed) components of the distribution
function pre and post-stream. The solid grid line indicates the boundary.

3.7.1 Periodic

Periodic boundary conditions are the simplest to implement. They are used

to model flows that have a periodically repeating pattern. In the LBM, this is

realised by wrapping the outgoing distribution functions back to the boundary

on the opposite side of the domain. In many implementations this is the default

boundary condition and is incorporated directly into the streaming step. For the

2D problem shown in Figure 3.4, the periodic condition is:

fî(x, y, t) = fi(x+ L− ci, y, t), at x = 0 (3.22)

fî(x, y, t) = fi(x− L− ci, y, t), at x = L (3.23)

where fî(x, y, t) indicates the unknown components of the distribution function at

x = (x, y), and L is the length of the domain.

3.7.2 Bounceback

The bounceback condition is the most common (and simple) way to impose the

no-slip condition. It is inherited from LGCA and works by reflecting outgoing

distribution functions in the opposite direction. There are two approaches to

implementing the bounceback condition: full-way or midway. Contrary to what
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Pre-stream Post-stream

Figure 3.4: Known (solid) and unknown (dashed) components of the distribution
function after applying periodic boundary condition. Here, the periodic boundary
condition is incorporated directly into the streaming step. The solid grid line
indicates the boundary.

their names suggest, both approaches impose the no-slip condition approximately

halfway between the lattice sites. The difference lies in when they bounce back

the distribution functions. The full-way approach does not bounce back the

distribution functions until the next time step (after another collide-stream step).

On the other hand, the midway approach bounces them back within the same time

step, as shown in Figure 3.5. Although conceptually similar, the full-way approach

is only first-order accurate whereas the midway approach yields second-order

accuracy [132]. This is because the distribution functions technically make contact

with the wall halfway through the time step and should therefore be fully bounced

back within the same time step.

In the present implementation a buffer layer is placed around the bounceback

sites. This eliminates the need to modify the streaming step. For a bounceback

site located at x, the boundary condition is given by:

fî(x, t) = fj(x− ci, t) (3.24)

where j is the component of the distribution function opposite to i.

The simplicity of the bounceback condition and the fact it conserves mass exactly

make it one of the most popular approaches for imposing the no-slip condition [133].

However, the standard bounceback algorithm cannot represent curved surfaces

(although there are extensions which do allow this [134]). This leads to the

‘staircase’ effect which severely degrades the accuracy of the boundary represen-
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Post-stream Post-BC

Figure 3.5: Known (solid) and unknown (dashed) components of the distribution
function after applying the midway bounceback boundary condition. The solid
grid line indicates the boundary.

tation. Furthermore, the bounceback condition introduces a slip velocity at the

wall and the actual position of the no-slip condition depends on the relaxation

time-scale [135, 136].

3.7.3 Regularised

The regularised boundary condition [137, 138] is used heavily throughout this

work to impose Dirichlet conditions. Unlike the previous schemes, the regularised

approach calculates new values for all of the distribution functions on a boundary

site, not just the unknown ones. The main idea is to reconstruct the distri-

bution functions from the stress tensor, Π, which can be computed from the

known quantities. The following describes the main steps for implementing this

approach.

Given the velocity on the wall at location x and time t, the density (pressure)

can be evaluated by recognising that there are three separate contributions to the

density:

ρ+ =
∑

{i|cik=nk}

fi (3.25)

ρ0 =
∑

{i|cik=0}

fi (3.26)

77



Chapter 3 Fluid Solver

ρ− =
∑

{i|cik=−nk}

fi (3.27)

where ρ0, ρ+, and ρ− are the zero, inner, and outer-normal components of the

distribution function, n is the normal vector which points into the domain, and

k is the dimension along which the normal is directed. Here, ρ+ contains all

the unknown components after the streaming step. Substituting these into the

macroscopic relations (Equations 3.9–3.10) gives:

ρ = ρ+ + ρ0 + ρ− (3.28)

ρuk = ρ+ − ρ− (3.29)

which can be rearranged to give the density in terms of the known quantities:

ρ =
1

1− uk
(2ρ− + ρ0) (3.30)

Note that pressure boundaries can be imposed in a similar manner; where the

pressure and tangential velocities are known, the normal velocity can be calculated

via:

uk = 1− 2ρ− + ρ0

ρ
(3.31)

Once the macroscopic quantities have been evaluated, intermediate values for the

unknown components of the distribution function are calculated by making use of

the non-equilibrium bounceback assumption [139]:

fneq
î

= fneqj (3.32)
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The intermediate values for the distribution function are then used to calculate

the first-order component of the stress tensor, Π(1), given by:

Π(1) =
∑
i

ci ⊗ cif
(1)
i (3.33)

Here, f
(1)
i is the first-order term in the power series expansion of the distribution

function:

fi = f
(0)
i + εf

(1)
i +O(ε2) (3.34)

where ε� 1 is a smallness parameter (Knudsen number) and:

f
(0)
i = f eqi (3.35)

f
(1)
i ≈ fneqi (3.36)

Finally, all components of the distribution function are reconstructed from the

stress tensor via:

fi = f eqi +
wi
2c4
s

Qi : Π(1) (3.37)

where:

Qi = ci ⊗ ci − c2
sI (3.38)

The regularised algorithm is applicable to any lattice and can be used to specify no-

slip, velocity, or pressure boundaries. Furthermore, it is second-order accurate and

shows very good stability properties [137, 138]. Because of these characteristics,
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the regularised condition is used extensively throughout the present work.

3.8 LBM vs Navier-Stokes

There are many examples throughout the literature that show the LBM asymp-

totically recovers the Navier-Stokes equations [100, 102, 140]. The procedure

rests on the assumption of small Knudsen number, small Mach number and small

density fluctuations. Therefore, the LBM can be considered as a numerical solver

for the weakly compressible Navier-Stokes equations. In this regard the LBM

is similar to artificial compressibility methods used in traditional Navier-Stokes-

based solvers [141, 142]. However, it is important to stress that the LBM is not a

direct discretisation of the Navier-Stokes equations. Instead, it is based on the

Boltzmann equation, which describes gasses at a finer level of detail.

The LBM converges to the incompressible Navier-Stokes equations with error

terms O(∆x2), O(∆t2), and O(Ma2) [137, 143], where Ma is the Mach number.

This implies the LBM is second-order accurate in space and time. However, care

must be taken when interpreting this result as there is also a compressibility-error

term, which scales with Ma2 ∝ ∆t2/∆x2. This implies that the time step should

scale with ∆t ∝ ∆x2 to reduce the compressibility error at the same rate as

the O(∆x2) term. This is equivalent to keeping the lattice viscosity (relaxation

time-scale) constant, and is often referred to as diffusive scaling. In practise, this

means the LBM really behaves like a first-order method in time, which has serious

implications in terms of efficiency. As an example, consider the effect of increasing

the mesh resolution by a factor λ. The number of lattice sites scales with λd, and

the number of time steps needed to simulate the same amount of time scales with

λ2. This means the increase in computational cost scales with λd+2. Therefore,

doubling the mesh resolution in 2D will increase the compute time by a factor of

16 (32 in 3D).

Like any numerical solver the LBM has certain advantages and disadvantages

which make it more amenable to some applications than others. The major

characteristics of the LBM are summarised below:
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Advantages

� algorithm is simple and easy to implement

� heaviest part of the calculation is local (making it well suited to parallel

calculation on HPC systems)

� pressure is related through the equation of state (this negates the need to

solve the Poisson equation)

� advection term is linear and exact

� foundation in kinetic theory allows molecular level physics to be incorporated

more readily

Disadvantages

� velocity and space discretisations are coupled (this leads to square lattices

which are inefficient for a large class of problems)

� LBGK scheme becomes expensive for very low (Re < O(10−3)) and very

high Reynolds numbers (Re > O(104)) [144]

� inherently time-dependent algorithm makes it inefficient for steady-state

problems

� streaming step is memory-access intensive (this can be a significant perfor-

mance bottleneck)

� standard algorithm is isothermal

One of the main reasons for adopting the LBM in this work is the fact it is

very amenable to parallel implementation. This is essential for modelling large

arrays of slender structures, which is expensive (even in 2D) and requires parallel
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computation. Furthermore, the simplicity of the algorithm allows easier imple-

mentation and code-coupling. Moreover, some of the disadvantages of the LBM

are less relevant for the types of problems under consideration in this work. For

example, the square lattice limitation is actually an advantage in the immersed

boundary module (discussed in Section 5.1), where the regular structured mesh

makes locating support points significantly easier. Furthermore, the LBGK scheme

is well suited to the range of Reynolds numbers examined in this work, where

Re = O(100).

3.9 Summary

This chapter has introduced the fluid solver component of the present numerical

model. Specifically, the LBM has been discussed and specific details of this

technique pertaining to the present work have been highlighted. While the

LBM is capable of recovering the Navier-Stokes equations, its theoretical basis

is fundamentally different from traditional Navier-Stokes-based solvers. The

mesoscopic description provided by the LBM offers a number of advantages relevant

to the present work; most notable of which include its parallel performance and

ease of implementation. The following chapter will now describe the structural

solver component of the numerical model.

82



Chapter 4

Structural Solver

Following from the previous chapter, which described the fluid solver component of

the numerical model, this chapter introduces the structural solver. Two different

approaches are used throughout this work to solve the structural dynamics. The

first approach is a direct discretisation of the Euler-Bernoulli beam equation,

whereas the second approach adopts a finite element method (FEM) for slender

structures. As a requirement, both of these approaches permit large (nonlinear)

deformations of the structure. The first part of this chapter describes the Euler-

Bernoulli beam solver, whereas the second part describes the FEM approach.

4.1 Euler-Bernoulli Beam Solver

The early stages of the work described in this thesis, including the results presented

in Chapters 7 and 8, made use of an already existing model for slender structures.

The structural solver within this existing model consisted of an approach based on

a direct discretisation of the Euler-Bernoulli beam equation. While the limitations

of this model meant it was replaced with an FEM-based approach in the later

stages of this work, two of the results chapters presented in this work made use

of this model, and therefore it is described here. It should also be noted that a

significant portion of the present work involved making several other improvements

to the original model. A detailed discussion of these developments is presented in

Section 6.1.
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4.1.1 Governing Equations

The key assumption in deriving the governing equation for an Euler-Bernoulli beam

is that the cross sections of the beam do not deform and remain plane and normal

to the neutral axis. This implies there is no transverse shear through the beam,

which is only a valid approximation for slender structures. Timoshenko theory, a

more general theory for beams, permits transverse shear through the thickness

and is therefore applicable to beams with an aspect ratio (length-to-thickness

ratio) approaching unity [145]. For aspect ratios larger than about 20, both

Euler-Bernoulli and Timoshenko theory give similar results (within approximately

5–10 % for the first few eigenvalues) and the relative difference between the two

reduces significantly as the aspect ratio is further increased [3]. Therefore, since the

focus of the present work is slender (high aspect ratio) structures, the assumption

of plane and normal cross sections (Euler-Bernoulli theory) is sufficient.

The governing equation for the Euler-Bernoulli beam solver is obtained by seek-

ing a stationary point of the action integral J =
∫ t

0
L dt, where L is the La-

grangian [110]:

∆ρ
∂2X

∂t2
=

∂

∂s

(
T
∂X

∂s

)
−KB

∂4X

∂s4
+ ∆ρg − F (4.1)

where s is a parametric coordinate along the beam, X = (X(s, t), Y (s, t)) are the

spatial coordinates, T is the axial tension, g is the gravitational acceleration, and

F is an externally applied distributed load. The other two terms describe the

material properties of the beam, where ∆ρ = (ρs − ρf)h is the extra mass per

unit length due to the presence of the structure, and KB = EI is the bending

rigidity. Here, ρs and ρf are the structural and fluid mass densities, E is the

Young’s Modulus, and I is the second moment of area. The inclusion of the

fluid density in the acceleration term of the structural equation helps to improve

the stability of the present approach by limiting the appearance of so-called

added-mass instabilities [146, 147].

The inextensibility condition is used to close the system and serves to prevent

axial extension of the beam. This condition is satisfied by the tension term in
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Equation 4.1, and is given by [14]:

∂X

∂s
· ∂X

∂s
= 1 (4.2)

Equations 4.1 and 4.2 are nondimensionalised by introducing appropriate reference

quantities. These reference quantities are given by L for the spatial coordinates,
L/u∞ for time, ∆ρu2

∞ for the tension term, ∆ρu2
∞L

2 for the bending rigidity, u2∞/L

for gravity, and ∆ρu2∞/L for the forcing term. Here, L is the length of the beam and

u∞ is the freestream velocity. The resulting nondimensional equations of motion

are given by:

∂2X

∂t2
=

∂

∂s

(
T
∂X

∂s

)
−KB

∂4X

∂s4
+ Fr

g

|g|
− F (4.3)

∂X

∂s
· ∂X

∂s
= 1 (4.4)

where KB is now the dimensionless bending rigidity, KB = K∗, and Fr = |g|L/u2∞

is the Froude number. Note that this is not the standard definition of the Froude

number, which is usually given as Fr = u∞/
√
|g|L.

4.1.2 Discretisation

A staggered grid arrangement is used to discretise the beam, whereby the tension

force is defined on the interfaces, while all other quantities are defined on the

nodes. Figure 4.1 shows a schematic of this arrangement, where the beam is

discretised into N + 1 nodes. Equations 4.3 and 4.4 are discretised using a finite

difference approximation:

Xn+1 − 2Xn + Xn−1

∆t2
= Ds(T

n+1DsX
n+1)−KBDssssX

n + Fr
g

g
− Fn (4.5)
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0 1 ... N-1 N

1/2 3/2 ... N-1/2

Xi

Ti

Figure 4.1: Staggered grid arrangement for discretising the Euler-Bernoulli beam
equations.

DsX
n+1 ·DsX

n+1 = 1 (4.6)

where n represents the solution at the current time step, and Ds and Dssss

represent the first and fourth-order finite difference approximations with respect

to the parametric coordinate.

Introducing an extrapolated solution, X∗ = 2Xn −Xn−1, and substituting X =

(x, y), Frg/|g| = (Frx, Fry), Fn = (−F n
x ,−F n

y ) and β = ∆s2/∆t2, Equations 4.5

and 4.6 can be multiplied by ∆s2 and rearranged to give:

∆s2
[
Ds(T

n+1Dsx
n+1)−KBDssssx

∗ + Frx + F n
x

]
+ βx∗ − βxn+1 = 0 (4.7)

∆s2
[
Ds(T

n+1Dsy
n+1)−KBDssssy

∗ + Fry + F n
y

]
+ βy∗ − βyn+1 = 0 (4.8)

(∆sDsx
n+1)2 + (∆sDsy

n+1)2 −∆s2 = 0 (4.9)

These derivatives are then expanded and rearranged by grouping the unknown

values. The remainder of this expansion is given in Appendix A. Finally, the

nonlinear system is solved iteratively via Newton’s multidimensional method to

get the solution at the next time step.
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4.1 Euler-Bernoulli Beam Solver

4.1.3 Boundary Conditions

Appropriate boundary conditions are required to solve Equations 4.7–4.9. The

standard beam boundary conditions are adopted in this work [14], which at the

free end (i = N) are given by:

T = 0,
∂2X

∂s2
= (0, 0),

∂3X

∂s3
= (0, 0) (4.10)

In this work, two separate boundary conditions are adopted at the fixed end:

simply supported and clamped. For a simply supported beam, the conditions at

the fixed end (i = 0) are:

X = (X0, Y0),
∂2X

∂s2
= (0, 0) (4.11)

In the case of a clamped beam, the conditions at the fixed end (i = 0) are:

X = (X0, Y0),
∂X

∂s
= (cos(θ), sin(θ)) (4.12)

where θ is the clamp angle, with respect to the horizontal axis. The discretisation

of these boundary conditions is also given in Appendix A.

4.1.4 Limitations

The method just described is used to calculate the structural dynamics in Chap-

ters 7 and 8. During the course of these investigations, the Euler-Bernoulli beam

solver was found to have some important limitations and nuances. Recalling the

key dimensionless parameters governing the Euler-Bernoulli beam model:

M∗ =
∆ρ

ρfL
, K∗ =

EI

∆ρu2
∞L

2
(2.5)
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where ∆ρ = (ρs − ρf)h. It can be seen that this approach breaks down when

the fluid and structural densities are equal. In reality, tests revealed stability

problems as the structural density approached the same value as the fluid density.

While it should be noted that this is not a limitation of Euler-Bernoulli models

in general – but is instead due to the ∆ρ term in the structural equation of

motion – it does present a serious limitation of the particular approach adopted

in the present work.

Another issue arose from the coupling between the dimensionless mass ratio and

bending stiffness terms. In the work described in Chapter 8, the mass ratio

was varied while the bending stiffness was held constant. However, examining

Equation 2.5 shows that these two terms are coupled through the structural

density. This means that varying the mass ratio while keeping the (dimensionless)

bending stiffness fixed is equivalent to varying both the structural density and

the Young’s modulus at the same time, so that:

E ∝ ρs − ρf (4.13)

While there is not necessarily anything wrong with this, it can cause some confusion

when trying to separate the effects that the different material properties have

on the coupled dynamics. This helps to explain some of the findings given in

Chapter 8, such as why smaller deflections were noted at larger mass ratios.

4.2 Finite Element Method

In response to the limitations just discussed regarding the Euler-Bernoulli beam

solver, a finite element approach for slender structures was developed and imple-

mented within the present model. As well as handling cases where the fluid and

structural densities are the same, the FEM approach clearly separates the effects

of different material properties. The present model is based on the corotational

formulation, which permits large rotations of the structure [148]. Furthermore,

to allow geometric nonlinearities due to large deflections, a Newton-Raphson

approach is incorporated. To advance in time, the second-order implicit Newmark

scheme is implemented [149]. Since the FEM is a well-established method with
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4.2 Finite Element Method

decades of applications, only a brief overview of the present approach is given

below.

4.2.1 Corotational Formulation

The basic idea of the FEM is to discretise the structure into an assemblage of

elements. In the present work, two-noded Euler-Bernoulli beam elements are

adopted. Each node contains three degrees of freedom (two translational and one

rotational) which describe the displacement of the nodes. Adjacent elements are

connected via the nodes they share. Similar to the Euler-Bernoulli beam solver

described in Section 4.1, the assumption of rigid cross sections is made, so that

the present model is only applicable to slender structures.

The present model adopts the corotational formulation, which permits large

rotations of the structure. The main idea of the corotational formulation is to

decompose the motion of each element within the assemblage into a rigid body

motion and a purely deformational one [148]. This is achieved by adopting two

β0

β

θ1

θ1

θ2

θ2
α

Reference configuration

Current configuration

x, u

y, v x, u

Figure 4.2: Corotational beam formulation. The motion of the beam is split into
a rigid body transformation and a purely deformational motion. The rigid body
motion is measured with respect to a reference (initial) configuration whereas the
deformation is measured with respect to the corotated (local) frame.
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reference configurations: the initial (or reference) frame, and the corotated (or

local) frame. The corotated frame is element-specific and moves with the element,

so that its longitudinal axis passes through the nodes of the element [150]. A

schematic of these frames is given in Figure 4.2.

The rigid body motion is measured with respect to the initial configuration and

can be arbitrarily large. On the other hand, the elemental deformation is measured

with respect to the corotated frame and is assumed to be small within this local

frame. In this regard, two sets of quantities are defined: the local quantities which

are measured with respect to the corotated frame, and the global quantities which

are measured with respect to the global coordinate system. In the formulation

of the system matrices which appear in the governing equations, the elemental

matrices are first calculated in the corotated frame before being transformed to

the global coordinate frame, and then finally assembled into the global system

matrices.

The kinematics of the element are described by the nodal displacements, which in

global coordinates are given by:

UT
e = [u1, v1, θ1, u2, v2, θ2] (4.14)

where the subscripts indicate the specific node within the element, e denotes the

elemental vector, and the superscript T denotes the transpose. In local coordinates

(denoted by the overbar), the elemental displacements are given by:

ŪT
e =

[
ū1, v̄1, θ̄1, ū2, v̄2, θ̄2

]
= (TUe)

T (4.15)

Note that in the corotated (local) frame, ū1, v̄1, and v̄2 are always zero. The
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4.2 Finite Element Method

transformation matrix, T, is given by:

T =



cos(β) sin(β) 0 0 0 0

− sin(β) cos(β) 0 0 0 0

0 0 1 0 0 0

0 0 0 cos(β) sin(β) 0

0 0 0 − sin(β) cos(β) 0

0 0 0 0 0 1


(4.16)

where β is the angle between the corotated frame and the global coordinate

frame.

The displacements along the beam can be obtained by the shape (interpolation)

functions, which are specific for each type of element. For the standard Hermitian

beam adopted in this work, the shape functions are given by:

N =
[

1
2
(1− ξ) 1

4
(1− ξ)2(2 + ξ) Le

8
(1− ξ)2(ξ + 1) 1

2
(1 + ξ)

1
4
(1 + ξ)2(2− ξ) Le

8
(1 + ξ)2(ξ − 1)

] (4.17)

where Le is the length of the element and ξ is a local coordinate within the element

ranging from −1 to 1 at nodes 1 and 2, respectively. Each element of the shape

function vector corresponds to the local degrees of freedom (Equation 4.15). The

displacement of an arbitrary point located at ξ along the beam is then given by:

ū(ξ) = NuŪe (4.18)

v̄(ξ) = Nv,θŪe (4.19)
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4.2.2 Governing Equations

Following Bathe [149], the equilibrium conditions governing the nonlinear finite

element solution are:

R− F = 0 (4.20)

where R are the externally applied loads and F are the internal forces within the

structure, which correspond to the elemental stresses. In dynamic analyses, such

as that described in this work, R also includes the inertial forces. Equation 4.20

must be satisfied throughout the whole analysis; therefore, the solution at the

next time step is given by:

MÜn+1 = Rn+1 − Fn+1 (4.21)

where M is the global mass matrix, Ü are the nodal accelerations, and the

superscript n+ 1 denotes the solution at the next time step. Note that here the

inertial forces have been separated from the external load forces.

In the case of a nonlinear analysis, the internal forces, F, depend on the nodal

displacements (which are unknown). Therefore, Equation 4.21 is solved in an

incremental fashion via Newton-Raphson iterations within the time step. Given

that the solution at the current iteration, k, is known, the internal forces at the

next iteration are given by:

Fn+1,k+1 = Fn+1,k + ∆Fk (4.22)

where ∆Fk is the increment in internal forces due to the increment in nodal

displacements from iteration k to k + 1. This increment can be approximated

by introducing a tangent stiffness matrix, which is the derivative of the internal

forces with respect to the nodal displacements and includes the material stiffness
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and the (nonlinear) geometric stiffness:

∆Fk = Kn+1,k∆Uk (4.23)

where ∆Uk is the incremental nodal displacements. The governing equations for

the solution at the next iteration are then given by:

MÜn+1,k + Kn+1,k∆Uk = Rn+1 − Fn+1,k (4.24)

Un+1,k+1 = Un+1,k + ∆Uk (4.25)

After each iteration, the tangent stiffness matrix and internal forces are updated

according to the newly calculated displacements.

The elemental matrices used to build the system matrices are given by [149]:

M̄e =

∫
V

ρsN
TN dV (4.26)

K̄e =

∫
V

BT
LCBL dV +

∫
V

BT
NLσBNL dV (4.27)

R̄e =

∫
V

NT fB dV +

∫
S

NT fS dS (4.28)

F̄e =

∫
V

BT
Lσ dV (4.29)

where BL and BNL are the linear and nonlinear strain-displacement matrices, C

is the stress-strain material property matrix, σ are the stresses, and fB and fS are

the body and surface loads. The integral is taken over the elemental volume V .

Since the cross sectional area of the beam is constant, these integrations can be

solved analytically. The elemental matrices are first calculated in the corotated
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frame and then must be translated to the global frame before assembling into the

system matrices.

4.2.3 Newmark Time Integration

The Newmark time integration scheme rests on the following assumptions:

U̇n+1 = U̇n +
[
(1− δ)Ün + δÜn+1

]
∆t (4.30)

Un+1 = Un + U̇n∆t+

[
(
1

2
− α)Ün + αÜn+1

]
∆t2 (4.31)

where δ and α are parameters that can be tuned to obtain specific accuracy

and stability properties. Setting δ = 1/2 and α = 1/4 gives the constant-average-

acceleration (trapezoidal) method, which is second-order accurate and uncon-

ditionally stable [151–153]. This set of values is adopted in the present work.

Substituting Equations 4.30 and 4.31 into Equation 4.24 and rearranging gives:

K̂n+1,k∆Uk = Rn+1 − Fn+1,k − M̂n+1,k (4.32)

where the effective stiffness and mass matrices are given by:

K̂n+1,k = Kn+1,k +
4

∆t2
M (4.33)

M̂n+1,k = M

(
4

∆t2
(Un+1,k −Un)− 4

∆t
U̇n − Ün

)
(4.34)

Once the incremental displacements, ∆Uk, are found, the displacement at the

next iteration is calculated via Equation 4.25. The iteration scheme is converged

once the incremental displacements become sufficiently small, after which the
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solution is advanced to the next time step.

4.3 Summary

This chapter has described the techniques adopted in the present work to solve the

structural dynamics of slender structures. The first part of the chapter describes

an approach based on a direct discretisation of the Euler-Bernoulli beam equation,

which was provided within an already existing model. In response to certain

limitations found with this approach, the second part of this chapter describes an

FEM-based model for slender structures. Now that both field solvers (fluid and

structure) have been introduced, the following chapter describes the coupling of

these solvers.
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Chapter 5

Fluid-Structure Coupling

The previous two chapters described the two separate field solvers (fluid and

structure). This chapter now describes how these solvers are coupled in order

to enable fluid-structure interaction simulations. The first part of this chapter

details the approach used to couple the moving boundary of the structure to the

fixed fluid mesh (immersed boundary method). The second part describes the

data mapping approach between the non-conforming immersed boundary and

finite element grids. Finally, the third part of this chapter describes the algorithm

that ensures the interface conditions are properly satisfied.

5.1 Immersed Boundary Method

One of the major difficulties in CFD is grid generation. This is further compounded

when complex geometries or moving boundaries are considered. The immersed

boundary method (IBM) attempts to alleviate these difficulties by decoupling

the solution of the fluid equations from the boundary representation. Initially

developed by Peskin to model flow through the heart [154, 155], the IBM mimics

the effect of the boundary by introducing a source term (force) in the governing

fluid equations. Through this set of forces, the fluid responds to the imposed

kinematic constraint, which can represent a range of boundary conditions (e.g.

no-slip, slip, stationary, moving, flexible). In this work, it is used to impose the

no-slip condition on both rigid and deforming boundaries.
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The IBM uses two separate and independent grids to represent the fluid and the

boundary (see Figure 5.1), each with their own reference frames. The fluid is

defined on an Eulerian grid, which is Cartesian and fixed in space. The boundary,

on the other hand, is represented by a Lagrangian curvilinear grid, which is made

up of discrete markers and is free to move over the top of the fluid mesh. Since the

grids are independent, the principal challenge in the IBM is to ensure accurate and

efficient communication of data from one to the other. Furthermore, since they

are non-conforming, this data transfer requires specialised interpolation/spreading

operators. The required boundary conditions must then be reformulated into a

distribution of forces which act to impose the desired kinematics. Because the

boundary is defined in the Lagrangian frame, the force must be calculated in

this frame and transferred back to the Eulerian grid. Once the force has been

transferred back, the fluid equations are solved throughout the whole domain,

without any specialised boundary treatment at the interface (other than the

imposed force field).

One of the key advantages of the IBM is that the solution of the fluid equa-

tions is decoupled from the boundary representation. This greatly simplifies

mesh generation [156] and allows arbitrarily complex geometries undergoing large

deformations to be handled just as easily as simple rigid geometries, without

affecting the underlying fluid mesh. This eliminates problems with poor quality

cells and expensive remeshing procedures, which typically plague body-conforming

approaches. That being said, the IBM does have certain drawbacks. The interpo-

lation/spreading operators smear the boundary over a finite region in space, which

results in diffused interfaces and a loss of accuracy at the boundary. Moreover,

body-conforming approaches allow a greater control over mesh resolution in the

region of the boundary. This has important implications for efficiency, particularly

for high Reynolds number flows, where properly resolving the boundary layer is

crucial [156]. Furthermore, some variants of the IBM, such as explicit approaches,

Figure 5.1: Conforming (left) and non-conforming (right) grids.
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do not strictly enforce the no-slip condition [157].

Over the last few decades, many extensions to the IBM have been proposed. One

of the greatest sources of variation among these extensions is the force calculation.

Peskin’s original method employs Lagrangian nodes linked by springs, which when

displaced by the fluid generate a restoring force via Hooke’s law [118]. However,

this approach introduces free parameters (spring constants) which must be tuned

to a particular problem. Furthermore, large stiffness values are required to model

rigid boundaries. This leads to stability problems, which can only be overcome

by reducing the time step size. An alternative approach is the direct forcing

method [158–161]. This approach calculates the force directly from the fluid,

usually through a predicted velocity field. The direct forcing approach works

well for both rigid and deforming boundaries and does not require any additional

free parameters. The following sections describe the approach adopted in this

work: an implicit direct forcing method [110, 162, 163]. This particular approach

enforces the no-slip condition by implicitly calculating a scaling factor for the

force-spreading step.

5.1.1 Interpolation & Spreading Operators

The IBM uses two coordinate systems: an Eulerian system for the fluid and a

Lagrangian system for the boundary. Let lower and upper-case notation define

values in the Eulerian and Lagrangian frames, respectively, so that x = (x, y, z)

defines the position in the Eulerian domain Ω, and X = (q, r, s) defines the

position in the Lagrangian domain Γ. The interpolation and spreading operators

are defined as:

Φ(X) = I[φ(x)] =

∫
Ω

φ(x) δ(x−X) dx (5.1)

φ(x) = S[Φ(X)] =

∫
Γ

Φ(X) δ(x−X) dX (5.2)

where φ is a quantity defined in the Eulerian frame, and Φ is the same quantity

defined in the Lagrangian frame. The Dirac Delta function, δ, is used to weight
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the contributions and will be discussed in the next section.

5.1.2 Discretisation

Since both the fluid and boundary are defined in discrete domains, the continuous

forms of the interpolation/spreading steps must be replaced with their discrete

counterparts. These are given by weighted summations:

Φ(X) = I[φ(x)] =
∑
Ωs

φ(x) δ̃(x−X)∆x∆y∆z (5.3)

φ(x) = S[Φ(X)] =
∑
Γs

Φ(X) δ̃(x−X)ε∆q∆r∆s (5.4)

The weighting function, δ̃, is the discrete form the Dirac Delta function and defines

the support region over which the summation is taken (see Figure 5.2). Note that

in nondimensional lattice units ∆x = ∆y = ∆z = 1. Furthermore, for the 1D

line boundaries used in the present work ∆q = ∆r = 1. The scaling factor, ε, is

particular to the implicit approach adopted in this work and will be discussed

later in this section.

The choice of the discrete Dirac Delta function is crucial, since it governs the

communication between the Eulerian and Lagrangian grids, and must be the same

for both the interpolation and spreading steps [164]. Various sets of constraints

have been proposed which define rules for generating new forms of this opera-

tor [164, 165]. Although there is some variation in these constraints, in general

the discrete Dirac Delta function must preserve linear and angular momentum

in both reference frames. Furthermore, it should be continuous and suppress the

underlying lattice as much as possible, while at the same time not substantially

smearing the interface. Moreover, for economical reasons it should have a compact

support (act over a finite region in space). Several variants of the discrete Dirac

Delta function have been proposed, some of which are shown in Figure 5.3. The

form adopted in this work is the three-point stencil proposed by Roma et al.
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Figure 5.2: Support stencil for IBM marker (red). Dashed blue line is the support
stencil over which the interpolation/spreading steps are performed. Blue lattice
sites are the support points that exist within the support stencil and are directly
involved in the communication.

[165]:

δ̃(r) =


1
3

(
1 +
√
−3r2 + 1

)
|r| ≤ 0.5

1
6

(
5− 3|r| −

√
−3(1− |r|)2 + 1

)
0.5 ≤ |r| ≤ 1.5

0 otherwise

(5.5)

The three-point stencil was chosen for the present work, since it is more efficient

than the popular four-point version (especially in 3D) and recent studies comparing

the resulting hydrodynamics show little difference between the two [166, 167].

Equation 5.5 provides the one-dimensional form of the discrete Dirac Delta

function; in 2D, it can be factored to give (Figure 5.3):

δ̃(x−X) = δ̃(x−X) δ̃(y − Y ) (5.6)
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Figure 5.3: Popular one-dimensional discrete Dirac Delta functions (a) and the
2D version of the three-point stencil (b).

Due to the finite size of the support stencil, some of the support regions for

different Lagrange markers will overlap each other. This leads to some lattice

sites acting as support points for multiple Lagrange markers, which means during

a spreading communication they will receive multiple contributions from different

Lagrange markers. In practise, this means the no-slip condition will not be strictly

satisfied. One approach to guarantee a consistent solution is to calculate the

contributions from each Lagrange marker implicitly so that they satisfy a partition

of unity [110]. Following Pinelli et al. [162], a scaling factor, ε, is computed for

each IBM marker which ensures reciprocity of the interpolation and spreading

steps. Consider any smooth function, φ(x), which can be interpolated onto the

Lagrangian grid:

Φ(X) = I[φ(x)] (5.7)

Replacing φ(x) with that obtained from the complimentary spreading step (in-

cluding the scaling factor) and expanding the operators gives:

Φ(X) =
∑

Ω

δ̃(x−X)∆x∆y∆z
∑

Γ

Φ(X) δ̃(x−X)ε∆q∆r∆s (5.8)
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After rearranging, one obtains:

Φ(Xn) =
N∑
m=1

An,mεmΦ(Xm) (5.9)

where:

An,m = ∆s
∑

Ω

δ̃(x−Xn) δ̃(x−Xm) (5.10)

In matrix notation, the resulting system is:

Aε = 1 (5.11)

This approach is very similar to the implicit method proposed by Wu and Shu

[157]. The only difference is that here the right-hand-side of Equation 5.11 is

invariant across all time steps, since it is unity. For rigid problems, where the

A matrix is constant, this means the scaling factors only need to be calculated

once for the whole simulation. In Wu and Shu’s approach, which solves for a

corrective velocity, the right-hand-side of the equivalent system is a function of

the predicted velocity field. Although the A matrix can be factored just once at

the start of the simulation, the resulting system must be solved at every time

step (e.g. via back-substitution). This minor difference is only relevant for rigid

problems; for problems involving flexible bodies the A matrix is not constant and

must be factored every time step in both approaches.

5.1.3 Coupling with LBM

The coupled LBM-IBM algorithm is given by Li et al. [163] and makes use of the

fact that the LBM forcing scheme [130] decomposes the velocity into a predicted

and a force-corrected term [157]. Since the IBM force enters the fluid equations

as a correction to the velocity, the fluid equations only need to be solved once per
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time step. Compared to the approach given by Favier et al. [110], this results in

significant computational savings.

Recalling from Section 3.5, the macroscopic fluid velocity is given by:

ρu(x, t) =
∑
i

cifi(x, t) +
∆t

2
f(x, t) (3.17)

After one pass of the fluid equations, the distribution functions, fi, and the

fluid density, ρ, are known (since the fluid density is just the summation of all

components of the distribution function). Therefore, the two terms on the right-

hand-side of Equation 3.17 can be decomposed into a predicted velocity field and

a force-correction term:

ρu(x, t) = ρu∗(x, t) +
∆t

2
f(x, t) (5.12)

Since the fluid velocity at the boundary must equal the velocity of the boundary,

Ub = I[u], then converting Equation 5.12 into the Lagrangian frame gives:

I[ρ(x, t)]Ub(X, t) = I[ρu∗(x, t)] +
∆t

2
F(X, t) (5.13)

Since the velocity of the boundary, Ub, is known, Equation 5.13 can be rearranged

and solved for the corrective force density, F. The force is then transferred back

to the Eulerian frame via the spreading operator:

f(x, t) = S[F(X, t)] (5.14)

Finally, the velocity field is updated by adding the corrective force to the predicted

velocity field (Equations 5.12).

The steps outlined above are sufficient to model rigid bodies using the IBM. Since

some of the validation cases presented in Chapter 6 involve rigid boundaries, the
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rigid body LBM-IBM algorithm is given below:

1. perform LBM step to get the density and predicted velocity field

2. interpolate the predicted momentum and density field onto the Lagrangian

markers via the interpolation operator

3. calculate the corrective force in the Lagrangian frame via Equation 5.13

4. spread the corrective force back to the Eulerian grid via the spreading

operator

5. correct the predicted velocity field with the force density via Equation 5.12

The algorithm for flexible bodies requires further discussion and will be given in

Section 5.3.3.

5.1.4 Modelling Considerations

There is some debate about the accuracy of the IBM. Formally, it is first-order

accurate [164]. This is due to the discrete form of the Dirac Delta function which

smears the boundary over a finite region. However, many studies have reported

close to second-order accuracy. The discrete Dirac Delta also causes problems

when defining the hydrodynamic thickness of the boundary. Due to the finite

support region, the boundary the fluid sees is not the true boundary prescribed by

the Lagrange markers. To account for this, Feng and Michaelides [168] suggested

augmenting the true radius of the boundary and proposed a scaling rule for 3D

spheres. However, it is unclear how such an approach could be extended to general

shapes.

When generating the Lagrangian grid, the spacing between the markers is dictated

by the fluid resolution. If the markers are too far apart the boundary will become

‘leaky’ and fluid will be able to penetrate it. However, markers that are too close to

each other adds unnecessary computational cost, without any benefit of increased

accuracy [162]. Generally, a marker spacing approximately equal to the fluid mesh
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spacing is suitable, so that ∆s ≈ ∆x. When a Lagrange marker approaches the

edge of the fluid domain some of the support points may exist outside of the

domain. In the present work, the contributions to/from these support points are

neglected. Since the fluid properties in the region of the boundary are prescribed

by the boundary conditions, it is unlikely that such an approximation will have a

significant impact. It may be possible to generate one-sided discrete Dirac Delta

functions which can accommodate this scenario; however, this is not the topic of

the present work.

5.2 Data Mapping

Usually the grid resolution requirements for the fluid are higher than those for

the structure. Since the IBM resolution is dictated by the fluid mesh, using a

one-to-one mapping between the IBM and structural meshes would be inefficient.

This was the case for the Euler-Bernoulli beam solver, which required that the

nodes of the structural mesh coincided with the IBM nodes (and thus scaled

with the fluid resolution). Therefore, an increase in fluid resolution necessitated

a (potentially redundant) increase in structural resolution. To overcome this,

a data mapping approach was adopted for the FEM solver which allowed the

transfer of displacements, velocities, and forces between the non-conforming IBM

and structural grids. Since this data mapping approach was developed after the

Euler-Bernoulli beam solver was replaced with the FEM solver, the following

discussion is only applicable to the FEM solver.

5.2.1 Force Transfer

Figure 5.4 shows the non-conforming IBM and FEM grids. The force on the FEM

element is made up of contributions from multiple IBM markers. Specifically,

markers a, b, and c. Since the IBM force is a force density, the force from each

IBM marker is distributed over a region which spans ∆s, where s is a parametric

coordinate along the structure. Furthermore, this distributed force is centred

over each IBM marker. Recalling from Section 4.2, the elemental load vector
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FEM element

IBM regions of influence

ξab

ξbcΔs

Figure 5.4: Non-conforming FEM and IBM grids. Black line indicates assemblage
of FEM elements. Blue markers indicate the IBM nodes and the dashed blue
line indicates the region over which the force from node b is applied to the FEM
element.

(neglecting body forces) is given by:

R̄e =

∫
S

NT fS dS =

∫ Le

0

NT F̄ dx̄ (5.15)

where Le is the length of the element, and F̄ is the IBM force density (after scaling

with ε) transformed into the element-specific corotated frame.

Since the shape functions, N, are described by the local coordinates, ξ, the integral

is recast:

R̄e =

∫ 1

−1

NT F̄
dx̄

dξ
dξ (5.16)

This integral can be decomposed into the sum of the contributions from each

IBM marker that spans a portion of the FEM element. For the element shown in

Figure 5.4, the contributions are:

R̄e =

∫ ξab

−1

NT F̄a
dx̄

dξ
dξ +

∫ ξbc

ξab

NT F̄b
dx̄

dξ
dξ +

∫ 1

ξbc

NT F̄c
dx̄

dξ
dξ (5.17)

For the Hermitian beam elements used in the present work, these integrals can be

expanded analytically to obtain the load contributions from each IBM marker.
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5.2.2 Position/Velocity Transfer

Mapping the FEM displacements and velocities to the IBM markers relies on the

fact that the elemental shape functions describe the local kinematics within the

element. Therefore, given the nodal displacements/velocities (obtained from the

FEM solution), the position of an IBM marker located at an arbitrary location

within the element, ξ, can be calculated via:

ū(ξ) = NuŪe (4.18)

v̄(ξ) = Nv,θŪe (4.19)

In addition to permitting non-conforming IBM and FEM grids, preliminary

tests showed this mapping approach also possessed superior stability properties

compared to a simple linear interpolation mapping procedure.

5.3 Coupling Scheme

In numerical modelling of fluid-structure interaction problems, as well as solving

for the separate fields (fluid and structure), it is also necessary to adopt some form

of coupling technique so that the fluid and structure can interact with each other.

This coupling takes place at the interface and involves common boundary values,

such as positions, velocities, and forces. In particular, the interface compatibility

conditions must be met [169]:

u =
dX

dt
(5.18)

σf · n = σs · n (5.19)

where u is the fluid velocity, X is the position of the boundary, σf and σs are the
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fluid and structural surface stresses, and n is the normal vector. Equation 5.18 is

the kinematic condition, which states that the velocity of the fluid at the interface is

equal to the velocity of the boundary (i.e. no-slip condition). Equation 5.19, on the

other hand, is the dynamic interface condition and states that the tractions on the

fluid and structure sides of the interface must be in equilibrium. Satisfying these

interface conditions implies conservation of mass, momentum, and energy [170].

There are two main approaches to coupling FSI problems: monolithic and parti-

tioned. The monolithic approach derives a coupled set of equations for the entire

system (fluid and structure) and solves them simultaneously. The partitioned ap-

proach on the other hand treats the fluid and structure separately: both have their

own separate solvers which are advanced in time independently and information

between the two is exchanged only at specific points during the solution. Although

the monolithic approach shows good stability and accuracy properties [171], for

complex problems it can be difficult to formulate and expensive. Furthermore,

since the fluid and structure are solved as one system, the choice of discretisation

and numerical methods may be constrained (and therefore suboptimal). In the

partitioned approach, the separate field solvers can be chosen completely indepen-

dently. This means existing solvers, which have been specifically optimised for

a particular problem, can be reused. Moreover, the modularity of this approach

allows for better software maintainability and flexibility [172]. Since the fluid and

structural dynamics are solved separately, partitioned approaches require coupling

schemes which define the order of the calculations, what interface conditions are

met, and how they are met. Some of the basic partitioned approaches do not

strictly satisfy the interface conditions. This can lead to stability and accuracy

issues, particularly for highly coupled problems with strong interactions. That

being said, more advanced partitioned coupling algorithms are available which

overcome these issues, at a price of increased cost and algorithmic complexity.

5.3.1 Implicit Gauss-Seidel Scheme

There are a variety of techniques available for coupling partitioned FSI schemes.

The most basic of these is the explicit approach, commonly referred to as the

Conventional Serial Staggered (CSS) scheme [172]. In this approach, the fluid

and structural fields are solved sequentially within a single time step. Information

(displacements, velocities, and forces) is then exchanged between the two before
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Figure 5.5: Schematic of Conventional Serial Staggered (CSS) scheme. Blue and
red lines indicate fluid and structural steps. Solid lines indicate the solver step
whereas the dashed lines indicate communication between the solvers.

beginning the next time step, as shown in Figure 5.5. The CSS scheme is simple,

efficient, and easy to implement. However, it does not strictly satisfy the interface

conditions. This is because the staggered solution of the fluid and structure

introduces a lag between the two fields [171]. This leads to artificial energy

generated at the interface, which in some cases can result in stability problems.

This is especially true for problems involving very light and flexible structures,

where this effect is termed the added-mass instability [173]. For compressible flows,

reducing the time step size can help to stabilise the solution [174]. However, this

can become prohibitively expensive and is therefore not always a practical solution.

In addition to its stability problems, the CSS scheme is only first-order accurate

in time, no matter the accuracy of the underlying field solvers [172]. Nevertheless,

the CSS algorithm is simple and efficient and works well for problems involving

heavy, stiff structures (e.g. aeroelastic applications).

While various techniques have been developed to improve the stability and accuracy

properties of explicit partitioned schemes [172, 175–177], an alternative approach

is to employ an implicit scheme. To satisfy the interface conditions, both field

solvers require information about the next time step, which is unknown. Therefore,

implicit approaches iterate over the field solvers within the time step until the

interface conditions are met. Provided these iterations converge, implicit schemes

show improved accuracy and stability over explicit approaches, even when the

added mass is relatively large. A popular implicit scheme is the block Gauss-Seidel

algorithm, which solves the fluid and structure sequentially, but in an iterative

fashion within the time step [178]. The CSS scheme can actually be thought of as

a single-iteration version of the Gauss-Seidel scheme. A schematic of the implicit
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Figure 5.6: Schematic of Gauss-Seidel scheme. Blue and red lines indicate fluid
and structural steps. Solid lines indicate the solver step whereas the dashed lines
indicate communication between the solvers. Once the inner loop is converged
both solvers are advanced to the next time step.

Gauss-Seidel algorithm is shown in Figure 5.6.

5.3.2 Aitken’s Relaxation Method

Even with iterations, implicit schemes may still converge slowly, and in some

cases may not converge at all. To accelerate convergence, typically the boundary

displacement is relaxed by combining the current solution with that of the previous

iteration:

U = ωŨ + (1− ω)Uk−1 (5.20)

where U is the relaxed solution which is passed to the fluid solver, Ũ is the

displacement computed from the structural solver, and Uk−1 is the solution from

the previous iteration.

The rate of convergence and stability of the Gauss-Seidel scheme depends heavily

on the relaxation factor. Too low and the iteration scheme will converge slowly;

too high and it may become unstable. The optimum value for the relaxation factor

is problem dependent and unknown a priori. Furthermore, the optimum value will

change as the simulation progresses and the level of interaction between the fluid

and structure changes. Therefore, to accelerate convergence, typically a dynamic
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relaxation factor is used. A very popular approach for calculating the relaxation

factor is Aitken’s delta-squared method [179]. This technique dynamically adjusts

the relaxation factor based on the solution at previous iterations.

ωk = −ωk−1 (rk−1)T (rk − rk−1)

|rk − rk−1|2
(5.21)

where rk is the residual vector, which is also used as a stopping criterion.

rk = Ũk −Uk−1 (5.22)

From Equation 5.21, calculating the relaxation factor requires two previous itera-

tions. Therefore, for the first iteration, either the value at the end of the last time

step or a predetermined maximum value is assigned:

ωn+1
1 = min(ωn, ωmax) (5.23)

Aitken’s method is one of the most popular approaches for accelerating implicit

coupling schemes. While it is simple and easy to implement, it is also efficient,

robust, and shows good convergence and stability properties.

Finally, to further accelerate the convergence of the Gauss-Seidel iterations, the

present work employs a structural predictor at the start of the time step:

Xn+1
0 =

5

2
Xn − 2Xn−1 +

1

2
Xn−2, n ≥ 3 (5.24)

Xn+1
0 = 2Xn −Xn−1, n = 2 (5.25)

Xn+1
0 = Xn, n = 1 (5.26)
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5.3.3 Algorithm

The full implicit algorithm for flexible bodies, which was developed and imple-

mented as part of the present work, is given below [178, 180].

1. perform the LBM step to get the predicted velocity field

2. perform the structural predictor step (Equations 5.24–5.26)

3. recompute the support points and scaling factors (ε) with the new boundary

location

4. perform the IBM step (interpolation, force calculation, spreading)

5. perform the FEM step

6. calculate the residual via Equation 5.22

7. if converged, continue to Step 8; otherwise, relax the displacement of the

boundary and go back to Step 3

8. correct the predicted velocity field with the IBM force calculated in Step 4

9. advance to the next time step and proceed to Step 1

5.4 Summary

This chapter has described the techniques used to couple the two field solvers. The

first section of this chapter described the approach used to couple the fluid and

structural meshes (immersed boundary method). The second section introduced

the data mapping approach between the immersed boundary and finite element

grids. Finally, the third section described the coupling algorithm that ensures the

interface conditions are properly satisfied and a stable solution is obtained. The

following chapter now discusses the original model and the developments that

113



Chapter 5 Fluid-Structure Coupling

were implemented as part of the present work, as well as providing a validation of

the numerical model.
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Chapter 6

Model Developments &

Validation

Following from the previous chapters, which detailed the specific methods employed

in the present model, the first part of this chapter summarises the main method

developments that were implemented as part of the present work. By highlighting

the limitations of various components of the original model and how they relate

to the objectives of this work, the reasons for each of the developments, and their

significance, are discussed. The second part of this chapter provides a validation

for each component of the present approach, as well as the fully coupled model

itself.

6.1 Model Developments

As mentioned in the preceding chapters, the early part of this work made use of an

already existing numerical model for slender structures. This model incorporated

the Euler-Bernoulli beam solver discussed in Section 4.1 and a different version

of the immersed boundary algorithm to that described in Section 5.1. The first

two test cases presented in this thesis, Chapters 7 and 8, made use of this model.

However, several limitations of this approach were highlighted that prevented the

application of this model to large arrays of slender structures with ranging material

properties. Since this is the main objective of the present work, a significant

amount of effort was devoted to developing and improving the original model. In
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Table 6.1: Summary of model developments and their significance.

Original Model Present Model Benefit

Euler-Bernoulli solver Finite element method Robustness

CSS coupling scheme Gauss-Seidel coupling scheme Robustness & stability

Two-step IBM algorithm One-step IBM algorithm Efficiency

Serial Parallel (OpenMP) Speed

particular, efforts were made to improve the performance and robustness of the

numerical approach. Table 6.1 highlights the limitations of the original model,

the ensuing developments, and their significance. The remainder of this section

now discusses these developments in detail.

6.1.1 Structural Model

As discussed in Section 4.1.4, the Euler-Bernoulli beam solver, which was part of

the original model, had some important limitations that prevented its use over a

wide range of structural densities. Specifically, this approach broke down when the

density ratio (ρs/ρf) approached one. This limited the application of this method

to problems where the structural density was larger than the fluid density. While

this is true for many types of problems, there are also many cases where this is

not true, such as in aquatic vegetation [181].

To overcome this problem, a nonlinear finite element approach for slender structures

was developed and implemented in the present model. The FEM solver takes the

actual structural density as an input, as opposed to the Euler-Bernoulli beam

solver, which accounts for the extra mass due to the presence of the structure

(which is zero for ρs/ρf = 1). Therefore, the FEM approach permits the solution of

problems where the structural density is equal to (or lower than) the fluid density,

as long as the added-mass instabilities are controlled via an appropriate coupling

scheme (discussed next).

While not strictly a limitation, the formulation of the Euler-Bernoulli beam solver

introduces a coupling of the structural material properties via the nondimensional

parameters that appear in the governing equations. In the FEM, the effects of

Young’s modulus and structural density are clearly separated. This allows easier
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insight into their physical effects. Furthermore, the original discretisation of the

Euler-Bernoulli beam solver employed an explicit time-marching scheme. To

ensure stability without severe time step restrictions, the current FEM approach

adopts an implicit time integration scheme. While this is an advantage over

the previous approach, it should be noted that the Euler-Bernoulli can also be

reformulated with an implicit time integration scheme. However, in light of the

other arguments, this was not explored.

6.1.2 FSI Coupling Scheme

The original model made use of the Conventional Serial Staggered (CSS) coupling

scheme, which is described in Section 5.3.1. In this approach, the fluid solver is

advanced in time first, then the updated velocity field is passed to the structural

solver, which is then also advanced in time, before both solvers begin the next time

step. With this approach, there is a lag between the fluid and structural solvers.

For cases involving large density ratios, where the structural motion is dominated

by its own inertia, this approach is usually acceptable. However, in cases where

the density ratio approaches one, there is a strong coupling between the fluid and

structural dynamics. In this case, the lag induced by the CSS scheme leads to

stability problems, known as added-mass instabilities. Since the Euler-Bernoulli

beam solver restricted the applicability of the original model to cases where the

density ratio was larger than one, this limited the appearance of added-mass

instabilities. However, in support of the FEM solver, which was developed to

allow a range of density ratios, the FSI coupling scheme was also modified.

To overcome the stability problems associated with the CSS scheme, a block Gauss-

Seidel implicit coupling scheme was implemented. This approach iterates over the

fluid and structural solvers within the time step until the interface conditions are

met, as described in Section 5.3.1. The implicit coupling scheme enhances the

stability and accuracy properties of the present approach. Since efficiency is also

of concern in the present work, to accelerate the convergence of these iterations,

the structural displacements are relaxed via a dynamically adjusted relaxation

factor. This ensures a rapid and robust convergence of the iteration scheme.
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6.1.3 Immersed Boundary Algorithm

While the version of the IBM discussed in Section 5.1 only requires one pass of

the fluid equations, the approach adopted in the original model required the full

solution of the LBM equations twice per time step. The first step in the original

implementation is to solve the LBM equations by neglecting the presence of the

immersed boundary. This results in a predicted velocity field, u∗. This predicted

velocity field is then interpolated onto the Lagrangian markers via:

U∗(X, t) = I[u∗(x, t)] (6.1)

Using Newton’s second law, the force is obtained via:

F(X, t) =
Ub(X, t)−U∗(X, t)

∆t
(6.2)

where Ub is the velocity of the boundary. For rigid bodies with no-slip velocity

Ub = 0. This force is spread back to the Eulerian grid via the spreading operator:

f(x, t) = S[F(X, t)] (5.14)

Finally, the full fluid equations are solved once more, but this time with the

immersed boundary force included.

Clearly, this approach is significantly more expensive than the approach described

in Section 5.1, owing to the fact it computes the full fluid equations twice. However,

recent studies have recognised that this approach is also unnecessary, since the

force calculated from the IBM procedure appears in the fluid equations as a

correction to the macroscopic velocity [157, 163]. Thus, adding the corrective

velocity (obtained from the corrective force) directly to the predicted velocity

field, as described in Section 5.1, negates the need for a second pass of the fluid

equations. An added benefit of this approach is that, due to the finite width of

the support stencil and the explicit nature of the LBM, this correction is only
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required over the lattice sites which fall within the support region, leading to

further savings in execution time.

6.1.4 Parallel Implementation

As mentioned in Section 3.8, one of the main benefits to adopting the LBM is its

suitability to parallel implementation. However, the original model used during

the early stages of the present work was only developed for serial execution and

did not make use of this potential benefit. Therefore, in addition to the model

developments described above, effort was made in developing the new model to

integrate parallel capability via the OpenMP application programming interface.

While this did lead to significant performance gains and permit the application of

the new model to larger scale problems, this approach is neither novel nor the

main focus of the present work. Therefore, it is only briefly discussed here. For a

more detailed discussion on parallel implementations of the LBM, the reader is

directed to one of the many examples in the literature [182–184].

To highlight the performance gains realised via adopting the OpenMP implemen-

tation, Table 6.2 compares the performance for both serial and parallel (24 cores)

execution of a representative case from Chapter 9. The case involves a large array

of 128 flaps in an open-channel flow. Both the speed – measured in millions of lat-

tice updates per second (MLUPS) – and time of execution are tabulated. Instead

of running the full serial simulation, which would take a prohibitively long time,

the MLUPS value was measured in real-time until it reached a stable value (after

approximately 72 hours). This value was then used to calculate a projected time

of execution. As can be seen, the performance benefits of the parallel calculation

are substantial and reduce the execution time from approximately one month

Table 6.2: Serial and parallel performance for a representative case involving a
large array of 128 flaps in an open-channel flow. The projected serial execution
time was calculated using the measured speed of execution after it reached a
stable value.

Execution Speed (MLUPS) Time (days)

Serial 3.04 29.7 (projected)

Parallel (24 cores) 36.3 2.49
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to a couple of days. It should be noted that while the performance gains are

significant, some portions of the code are not fully optimised for parallel execution

(e.g. output) and therefore the results do not show an ideal scaling.

6.2 Validation

Following the previous section, where the main method developments have been

highlighted and discussed, the following section provides a validation of the

numerical model. Each component of the model, the fluid solver and both

structural solvers, as well as the fully coupled model are tested for a range of

common benchmark cases. Some tests are provided as part of the results chapters,

and so are not provided in this section. Table 6.3 summarises each case and where

it can be found in the thesis.

6.2.1 Fluid Solver

First the fluid solver is tested on its own. Since the focus of this work is wall-

mounted slender structures, a simple Poiseuille flow provides a relevant test that

captures the essential features of the types of flows encountered in this work. The

Table 6.3: Summary of selected validation cases. EB corresponds to Euler-
Bernoulli beam solver.

Component Case Section

Fluid solver
Poiseuille flow (LBM) Section 6.2.1

Womersley flow (LBM) Section 7.4

Structural solver

Static deformation with tip moment (FEM) Section 6.2.2

Static deformation with tip load (FEM) Section 6.2.2

Flexible pendulum (EB & FEM) Section 6.2.2

Fully coupled model

Rigid cylinder (LBM+IBM) Section 6.2.3

Flapping beam (LBM+IBM+FEM) Section 6.2.3

PELskin case (LBM+IBM+EB) Section 8.5

PELskin case (LBM+IBM+FEM) Section 9.4
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main objective of this test is to ensure the fluid solver recovers the correct velocity

profile across the channel and exhibits the proper accuracy properties provided by

the LBM theory, namely second-order convergence (with appropriate boundary

conditions).

The idealised case considers the pressure-driven flow between two infinitely long

parallel plates. This results in a 2D flow given by the classic parabolic profile:

ux(y) = −dp

dx

1

2ρν
y(H − y) (6.3)

where x and y are the streamwise and transverse coordinates respectively, ux is

the streamwise velocity, dp/dx is the pressure gradient along the channel, ρ is the

fluid density, ν is the kinematic viscosity, and H is the height of the channel.

The computed velocity profile is compared against the analytical solution and

the relative error is measured as the absolute difference between the centreline

velocities, which in the analytical case is given by:

ux

(
H

2

)
= −dp

dx

H2

8ρν
(6.4)

The flow is initially at rest. Once the simulation is started, a constant pressure

gradient is applied which accelerates the flow until the viscous forces balance the

pressure force and the flow reaches a steady state. Periodic boundary conditions

are applied at the left and right boundaries while the regularised technique (second-

order accurate) is used to enforce the no-slip condition at the top and bottom

boundaries. The pressure gradient is imposed indirectly via a body force, using

the forcing scheme discussed in Section 3.5. While this approach may not seem

entirely physical, in an incompressible flow this is equivalent to setting a pressure

gradient directly [100] and many studies have reported success with this approach

for cases involving periodic domains [113, 185].

To identify the order of the numerical scheme, a range of grid resolutions are tested.

As discussed in Section 3.8, the LBM is second-order accurate in space. However,

this can only be realised if the compressible error term, O(Ma2 ∝ ∆t2/∆x2), also

scales with the grid resolution. This leads to the so-called diffusive scaling,
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Figure 6.1: Velocity profile across the channel and error against grid resolution
for Poiseuille flow test case. Order of convergence is 2.00.

and implies that the relaxation time-scale is held constant across different grid

resolutions. This leads to the time step scaling such that ∆t ∝ ∆x2.

Figure 6.1 compares the analytical and computed velocity profiles at the finest

grid resolution. Also shown is the relative error in the centreline velocity over a

range of grid resolutions. The LBM solver correctly captures the velocity profile

across the channel. Furthermore, comparing the relative error against the grid

resolution shows second-order convergence, as expected.

The fluid solver has also been validated for an oscillating channel flow (Womersley

flow). This validation is provided as part of Chapter 7, and so to avoid repetition

it is not described here.

6.2.2 Structural Solver

Both structural solvers are tested in this section. First, the nonlinear static

deflection of a cantilever beam under two different loading conditions is tested via

the FEM solver. The time-dependence in the Euler-Bernoulli beam solver is built

directly into the discretisation and is therefore not considered in the static case.

The dynamic motion computed by both solvers is then tested in terms of a freely

hanging flexible pendulum.
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Static Case

To test the static deflection of the FEM solver, a cantilever beam is subjected to

two types of loading conditions. The first loading is an applied tip moment. This

results in a constant-curvature deflection of the beam. The relationship between

the applied moment and the radius of curvature is given by:

1

κ
=
EI

M
(6.5)

where E is the Young’s modulus, I is the second moment of area, and L is the

length of the beam. Under a critical applied moment the beam rolls up to form a

circle with circumference L and radius L/2π. This critical moment is given by:

Mcr =
2πEI

L
(6.6)

The beam is discretised into 10 elements and the solution is obtained via Newton-

Raphson iterations with 100 load increments. Figure 6.2 shows the computed

beam shape under various loads, as well as the analytical solution. Excellent

agreement is found between the two.
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Figure 6.2: Profile shapes of cantilever beam under applied tip moment.
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The second type of loading is a transverse tip load. In the case of small defor-

mations, the tip deflection is linear and can be calculated in a straightforward

manner:

δy =
FyH

3

3EI
(6.7)

where Fy is the transverse tip force. However, in the case of large deflections,

such as those expected in the present work, this linear behaviour breaks down

due to a dependence of the structural stiffness on the deflection. Capturing this

effect requires a nonlinear structural model, such as those described in Chapter 4

and adopted in the present work. The analytical solution for the nonlinear tip

deflection is given by [186]:

δy = L− 2[E(µ)− E(φ, µ)]

√
EI

Fy
(6.8)

where E(µ) is the complete elliptic integral of the second kind, E(φ, µ) is the

incomplete elliptic integral of the second kind, and:

µ =
1 + sin(θL)

2
, φ = arcsin

(
1√
2µ

)
(6.9)

The tip rotation at the end of the beam, θL, is obtained via:

√
FyL2

EI
= K(µ)− F (φ, µ) (6.10)

where K(µ) is the complete elliptic integral of the first kind, and F (φ, µ) is the

incomplete elliptic integral of the first kind. For a given load, Fy, Equation 6.10

is solved iteratively to get the tip rotation, θL. The transverse tip deflection is

then obtained via Equation 6.8.

As before, the beam is discretised with 10 elements and the solution is obtained
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Figure 6.3: Tip deflection against transverse tip load. The linear deflection is
given by Equation 6.7 whereas the nonlinear solution is given by Equation 6.8.

with 100 load increments. Figure 6.3 shows the analytical and computed tip

deflections with applied load. Also shown is the linear solution obtained via

Equation 6.7. Excellent agreement is found between the computed and nonlinear

analytical solution. Furthermore, it can be seen that linear theory performs well

for deflections below about 20 %. However, for deflections larger than this, the

importance of the nonlinear structural model becomes clear.

Dynamic Case

The dynamic case, initially presented in Huang et al. [14], consists of a freely

hanging filament under gravity. This is analogous to a flexible pendulum. The

filament is initially held at an angle of 18° and is pinned at its fixed end. The

Froude number, Fr = |g|L/u2
∞, is 10. Two different dimensionless bending

rigidities are tested, K∗ = 0 and K∗ = 0.01. Note that in this case, where there is

no fluid, the fluid quantities involved in the nondimensionalisation are free but

must be chosen consistently. Here, they are set to unity.

The filament is inextensible. In the Euler-Bernoulli beam solver this is enforced

as part of the solution procedure. However, this is not the case in the FEM solver,

which permits extension of the filament. To minimise the axial extension, another
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nondimensional parameter is introduced; namely, the tensile stiffness:

T ∗ =
EA

∆ρu2
∞

(6.11)

where A is the cross-sectional area of the filament (A = h in 2D). Noting that

K∗ ∝ Eh3 and T ∗ ∝ Eh, the Young’s modulus and thickness can be adjusted to

ensure a very high tensile stiffness at the correct value of bending stiffness. This

minimises the axial extension in the FEM solution.

Figure 6.4 shows snapshots of the filament motion over one half-cycle for both

bending rigidities, obtained with the Euler-Bernoulli beam solver. In the case

of zero stiffness, there is a clear ‘kick’ motion where the tip of the filament

rolls up. This is not observed in the finite stiffness case, where the filament tip

remains straight throughout the cycle. Figure 6.5 shows the tip histories compared

against the reference data [14] for both structural solvers, where K∗ = 0.01. Good

(a) K∗ = 0 (b) K∗ = 0.01

Figure 6.4: Snapshots of filament profile over one half-cycle obtained with the
Euler-Bernoulli beam solver.
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Figure 6.5: Tip histories obtained with the Euler-Bernoulli and FEM solvers
compared against the benchmark data (K∗ = 0.01) from Huang et al. [14].

agreement is shown for both solvers, including the FEM, which permits (small)

tensile extension. While the compute time for a single time step between both

solvers is fairly similar, the implicit time integration scheme adopted in the FEM

solver permits larger time steps, and therefore a shorter execution time.

6.2.3 Coupled Solver

In this final section, each of the components of the fully coupled model are tested

together. First, the lattice Boltzmann-immersed boundary implementation is

tested on its own for the flow around a rigid cylinder. To test the fluid-structure

coupling, this case is then extended to include a flexible beam attached to the aft

of the cylinder.

Rigid Case

To test the lattice Boltzmann-immersed boundary implementation, the flow around

a rigid cylinder is computed and compared against benchmark data. A schematic

of the case, initially presented in Schäfer et al. [187], is shown in Figure 6.6.

A parabolic velocity profile is set at the inlet, no-slip on the top and bottom
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No-slip wall
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Figure 6.6: Schematic of rigid cylinder case.

walls, and a fixed pressure/density (equal to the initial value of the uniform

pressure/density field) is set at the outlet. The Reynolds number, based on the

mean flow velocity at the inlet (u∞) and the cylinder diameter (D), is 100. At this

Reynolds number, an unsteady von Kármán vortex street is observed behind the

cylinder. Zero-velocity initial conditions are set everywhere and the inlet velocity

is ramped up over the first two seconds, according to:

ux(0, y, t) =

{
uinx (y)1−cos(πt/2)

2
t < 2

uinx (y) otherwise
(6.12)

where uinx (y) is the classic parabolic velocity profile. Figure 6.7 shows a snapshot

of the instantaneous vorticity field.

The benchmark provides data for the Strouhal number and maximum lift and drag

coefficients, which are measured once the initial transient has disappeared and the

shedding behaviour becomes periodic. This data is provided by the benchmark in

Figure 6.7: Instantaneous out-of-plane vorticity for rigid cylinder case.
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Figure 6.8: Lift and drag coefficients for rigid cylinder case compared against
the benchmark data of Schäfer et al. [187]. The dashed lines show the range of
maximum values reported by ten different research groups in the benchmark.

the form of ranges, where results were collected from ten different research groups,

each using their own modelling approach. Figure 6.8 shows the time histories of the

lift and drag coefficients, and the reported ranges of the maximum values provided

by the benchmark [187]. The maximum lift coefficient of the numerical results falls

within the range of reported values. However, there is a clear overprediction of

drag. This can possibly be explained by the discussion given in Section 5.1.4. Due
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to the finite support region required for the interpolation/spreading step in the

IBM, the boundary seen by the fluid is not the true boundary prescribed by the

Lagrange markers. This will affect the drag imparted on the cylinder. However,

it is not thought to have a significant effect on the lift, since both the top and

bottom side of the cylinder experience the same boundary augmentation.

To check that the overprediction of drag is in fact an artefact of the IBM, an in-

depth comparison has been made with other studies which use a similar modelling

approach. Figure 6.9 plots the time histories of the lift and drag coefficients

and compares them against another study utilising a similar IBM scheme [188],

showing very good agreement. Table 6.4 reinforces this point by comparing the

maximum lift and drag coefficients and Strouhal numbers against two other studies

using a similar IBM scheme [188, 189]. For reference, the mean values of the

original benchmark results are also shown. Clearly evident is the fact that the

present work and the two cited studies all show an overprediction of drag when

compared to the original benchmark.
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Figure 6.9: Time histories of lift and drag coefficients for rigid cylinder case
compared against Liao et al. [188].
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Table 6.4: Lift, drag and Strouhal numbers for selected studies which use a
similar IBM scheme to the present method. For reference, the mean values of the
original benchmark results are also shown.

Source Max CD Max CL St

Present 3.26 1.00 0.30

Original Benchmark [187] 3.23 1.00 0.30

Liao et al. [188] 3.26 0.99 0.30

Lee and Lee [189] 3.29 1.04 0.30

Flexible Case

The purpose of the final case is to test all of the components of the fully coupled

model together. The case considered here is very similar to the rigid cylinder

case; however, this time a flexible beam (ρs = 10× 103 kg/m3, E = 1.4 MPa) is

attached to the aft of the cylinder [190]. A schematic of the case is shown in

Figure 6.10. Like the cylinder case, the Reynolds number is 100. This results in

a self-sustaining flapping motion as the wake of the cylinder interacts with the

flexible beam, as shown in Figure 6.11.

Figure 6.12 shows the tip deflection in both the streamwise and transverse di-

rections. The structural dynamics were computed using the FEM solver. The

agreement between the present model and the benchmark data is good, although

there are some slight differences in the tip motion. This may be because the

boundary of the beam in the present model is represented by a line of IBM markers,

whereas in the original benchmark case it has a finite thickness. Nevertheless, the

agreement is good, considering this simplification. Table 6.5 compares the Strouhal

numbers (St) of the axial and transverse tip motion against the benchmark data

No-slip wall

2.5m

No-slip wall

0.16m

0.15m

0.15m

Velocity 

inlet
Pressure 

outlet0.35m

0.41m0.02m

Figure 6.10: Schematic of rigid cylinder with attached flexible beam.
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Figure 6.11: Instantaneous out-of-plane vorticity for rigid cylinder with attached
flexible beam.

and again reinforces the agreement, with the values within 4 % of each other.

The fully coupled model with the Euler-Bernoulli beam solver has been validated

for a separate experimental case. This validation is provided as part of Chapter 8,

and so to avoid repetition it is not described here. Furthermore, this experimental

case is also used as another test for the FEM solver, the details of which are

provided in Chapter 9.

341 343 345 347 349
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Figure 6.12: Transverse and axial tip motion histories compared against the
benchmark data from Turek and Hron [190].
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Table 6.5: Strouhal numbers of tip motion compared against the benchmark
data of Turek and Hron [190].

Source St (axial) St (transverse)

Present 0.370 0.185

Turek and Hron [190] 0.384 0.192

6.3 Summary

This chapter has described the main method developments undertaken as part

of the present work. The purpose of these developments was to enable efficient

simulations of large arrays of slender structures over a range of input conditions.

Furthermore, each separate component of the model, as well as the fully coupled

model itself, has been validated against common benchmark cases. The following

three chapters now present the application of this model to three different test

cases, which build in scale from a single flap in a periodic array, to a small finite

array in an oscillating flow, and finally to a large array of flaps in an open-channel

flow.
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Chapter 7

Single Flap in a Periodic Array

This chapter is the first of the core results chapters and is taken from the following

publication:

J. O’Connor, A. Revell, P. Mandal, and P. Day. Application of a lat-

tice Boltzmann-immersed boundary method for fluid-filament dynam-

ics and flow sensing. J. Biomech., 49(11), 2016 [18]

The paper describes the investigation into a periodic array of flexible flaps under

both steady and oscillating flow conditions. Only one flap is directly modelled

whereas the array is represented by appropriate periodic boundary conditions.

A range of Reynolds numbers are tested and the resulting dynamic response is

measured. The results show that at large Reynolds numbers the recirculation

region between the flaps fully bridges the gap. This leads to a reduced lag between

the flow and structural response, as well as decreased flap deflection.

My contributions to this paper are as follows: validating the numerical model,

setting-up and running all of the simulations, post-processing, analysis, and writing

the paper.

135



Chapter 7 Single Flap in a Periodic Array

7.1 Abstract

Complex fluid-structure interactions between elastic filaments, or cilia, immersed

in viscous flows are commonplace in nature and bear important roles. Some

biological systems have evolved to interpret flow-induced motion into signals for

feedback response. Given the challenges associated with extracting meaningful

experimental data at this scale, there has been a particular focus on the numerical

study of these effects. Porous models have proven useful where cilia arrangements

are relatively dense, but for more sparse configurations the dynamic interactions of

individual structures play a greater role and direct modelling becomes increasingly

necessary. The present study reports efforts towards explicit modelling of regularly

spaced wall-mounted cilia using a lattice Boltzmann-immersed boundary method.

Both steady and forced-unsteady 2D channel flows at different Reynolds numbers

are investigated, with and without the presence of a periodic array of elastic

inextensible filaments. It is demonstrated that the structural response depends

significantly on Reynolds number. For low Reynolds flow, the recirculation vortex

aft of successive filaments is small relative to the cilia spacing and does not fully

bridge the gap; in which case the structure lags the flow. At higher Reynolds

number, when this gap is fully bridged, the structure and flow move in phase. The

trapping of vortices between cilia is associated with relatively lower wall shear

stress. At low to intermediate Reynolds, vortex bridging is incomplete and large

deflection is still possible, which is reflected in the tip dynamics and wall shear

stress profiles.

7.2 Introduction

Fluid-structure interactions (FSI) between slender filaments immersed in viscous

flows occur often in nature and play many important biological and physiological

roles, from propulsion, self-cleaning and particle transport in motile cilia, to sensing

and mechanotransduction in non-motile cilia. In the latter case, evolution has

found a number of creative and effective solutions which utilise flexible filaments

for flow sensing, providing an excellent source of inspiration for designers [38].

These phenomena have been the subject of interest across a range of disciplines,

partly due to increasing focus on miniaturisation and the need for flow sensing at

microscopic scales. Elucidating the ability of a simple ciliary system to efficiently
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sense changes in a flow field for initiating a control response could inspire important

innovations in aerospace, microfluidics, and biotechnology alike.

Many animal species rely on external filament-like structures to sense small-scale

changes in their surrounding flow field and adapt their behaviour accordingly.

Various arthropods use filiform hairs to sense perturbations in the air, such as

those created by a beating wing, to avoid flying predators [191]. Similarly, bats

use hairs on their wings for feedback flow sensing to aid in flight control [192].

Another example in nature is the glycocalyx layer (GL) – a layer of nanoscopic

hairs that cover the endothelial cells in the vascular system. The GL is thought

to play a primary role in sensing changes in flow conditions within blood vessels

and transmitting these to the endothelial surface [193, 194]. It is likely that this

transmission of forces through the GL from the bulk blood flow to the endothelial

wall regulates important vascular processes, such as vascular morphogenesis. As

such, the GL plays a major physiological role in the human body.

Due to the scale and complexity of the fluid-induced motion, detailed experimental

measurements of the aforementioned systems are particularly challenging to obtain.

As such, numerical modelling can provide a significant advantage in understanding

these interactions. Most methods however are limited to simulating bulk effects,

and incorporate cilia dynamics via a porous layer model rather than resolving

individual structures [195, 196]. Where cilia density is high, this is often a

justified assumption and allows for a general recovery of correct flow response.

Nevertheless, these approaches are usually calibrated for a specific range of

conditions, beyond which individual filament-fluid dynamics and the viscous

coupling between structures can lead to poor approximations. Porous layer models

demarcate a pervious region of homogeneous properties, calibrated to model flow

through a dense layer of filaments. These models are useful as they allow a

significant reduction in complexity while still recovering the overall behaviour of

the fluid. Recently, Pontrelli et al. [197] coupled the lattice Boltzmann method

(LBM) with a porous layer model to demonstrate that the GL significantly reduces

the endothelial wall shear stress (WSS), and thus highlighted the importance

of representing the GL in any WSS studies of the endothelium. Other studies

have also demonstrated the use of porous layer models for the GL [198, 199],

and have theorised the further role of the GL in initiating response to more

complex processes. However, their primary focus was on analysing mass transport

rather than the mechanotransduction capability of the GL. At larger scales of
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motion, Favier et al. [2] successfully developed a homogenised poroelastic approach

to model a layer of feathers aft of a circular cylinder; highlighting a potential

mechanism for drag reduction which has since attracted a lot of attention. As

such, homogenised approaches have proven their potential to respond realistically

to a range of needs. Reference data is then necessary for their calibration, and in

the absence of experimental data this is most practically obtained from the direct

modelling of the flow-structure interactions.

There have been multiple studies in recent years that have focussed on the explicit

modelling of individual filaments specifically to examine the flow sensing capability

of cilia, for example Bathellier et al. [200] and Cummins et al. [201]. However,

both studies were somewhat limited by a simplified fluid model, restricting the

range of application to Stokes flow conditions. More recently, Heys et al. [202]

and Lewin and Hallam [203] developed general methods to solve the complete

Navier-Stokes equations, and thus explicitly modelled both the fluid and structural

dynamics of the coupled system. Both of these studies examined the viscous

coupling between multiple filaments at low Reynolds numbers. It should be noted

that there are many more examples in the literature of explicit fluid-filament

modelling [23, 37, 204]. However, at present it seems that none have investigated

the mechanotransduction and flow sensing capability of elastic filaments. As such,

the aim of the present work is to provide the first steps towards developing a tool

for the numerical simulation of elastic filaments immersed in a viscous flow, so that

important fluid properties and the associated filament response can be assessed

in detail. For this initial study the focus is on a sparse array of 2D filaments

which repeats periodically. A recently developed lattice Boltzmann-immersed

boundary method is employed to allow for explicit simulation of the individual

fluid and solid dynamics [110]. In the following section the numerical method is

briefly presented along with the simulation setup and flow parameters for both a

steady and unsteady (oscillating) crossflow at moderate Reynolds numbers. Initial

results are subsequently presented and key flow physics are discussed, focussing

on the intra-filament flow dynamics which would otherwise be neglected in a

homogeneous arrangement.
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7.3 Methods

7.3.1 The Lattice Boltzmann Method

The LBM has evolved over the recent years into a powerful method, capable of

outperforming more commonly used Navier-Stokes-based approaches in certain

complex flow problems. For the present work, the ease with which it can be

coupled with the immersed boundary method (IBM) and explicitly incorporate

complicated FSI phenomena makes it an ideal choice. This section gives a brief

introduction to the LBM. However, for a more in-depth overview, with examples

of common applications, the reader is directed to one of the many reviews in the

literature [205–207].

The driving equation behind the LBM is the Boltzmann transport equation. Dis-

cretising this equation along the q velocity directions of the lattice (see Figure 7.1)

results in the discrete lattice Boltzmann equation (LBE):

fi(x + ci∆t, t+ ∆t)− fi(x, t) = Ωi (7.1)

where fi(x, t) is a probability function that represents the proportion of particles

3
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0

Figure 7.1: D2Q9 lattice model with numbering scheme.
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at lattice site x and time t moving with a lattice velocity i. Using a probability

function to represent clusters of fluid particles places the LBM somewhere between

a true particle and true continuum method, and thus it exhibits properties of

both. These ‘packets’ of fluid molecules evolve according to the LBE and the

resulting values of the probability functions are used to calculate the averaged

macroscopic quantities (velocity and density).

The collision operator, Ωi, is notoriously difficult to solve in the LBM and typically

the Bhatnagar-Gross-Krook (BGK) approximation [124] is used to simplify the

collision operator to:

Ωi =
1

τ
(f eqi − fi) (7.2)

where τ is the relaxation time-scale and f eqi is the local equilibrium distribution

function, which depends only on local macroscopic flow properties. The resulting

evolution equation for the LBGK model is:

fi(x + ci∆t, t+ ∆t) = fi(x, t) +
1

τ
[f eqi (x, t)− fi(x, t)] (7.3)

The relaxation time-scale, τ , is directly related to the kinematic viscosity of the

fluid, ν, via the relationship:

ν =

(
τ − 1

2

)
c2
s (7.4)

The equilibrium function that leads to the correct form of the Navier-Stokes

equations is:

f eqi = ρwi

[
1 +

ci · u
c2
s

+
1

2

(ci · u)2

c4
s

− 1

2

u2

c2
s

]
(7.5)

where, for the two-dimensional nine-speed (D2Q9) lattice model adopted in the
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present work and illustrated in Figure 7.1:

cs =
1√
3

(7.6)

c =

(
0 1 −1 0 0 1 −1 1 −1

0 0 0 1 −1 1 −1 −1 1

)
(7.7)

wi =


4/9 i = 0

1/9 i = 1...4

1/36 i = 5...8

(7.8)

The macroscopic quantities at each lattice point are calculated by taking the

sum of the moments of the corresponding probability density function at that

particular lattice site.

ρ =
8∑
i=0

fi, ρu =
8∑
i=0

fici (7.9)

In the present work, a body force, f , is introduced via the imposed pressure

gradient and through the IBM (discussed in Section 7.3.2). To account for this,

the evolution equation is modified such that:

fi(x + ci∆t, t+ ∆t) = fi(x, t) + ω[f eqi (x, t)− fi(x, t)] + ∆tFi (7.10)

where Fi is the discretised form of the total body force, f , given by Guo et al.

[130]:

Fi = wi

(
1− ω

2

)[ci − u

c2
s

+
ci · u
c4
s

ci

]
· f (7.11)
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and the modified relationships for the macroscopic quantities are:

ρ =
8∑
i=0

fi, ρu =
8∑
i=0

fici +
1

2
f (7.12)

The total body force is the sum of the immersed boundary force and the pressure

gradient force (acceleration due to gravity is zero):

f = fib + fpressure (7.13)

The pressure force acts equally on all fluid lattice sites and is calculated by

converting the physical pressure gradient to nondimensional lattice units. After

adding it to the immersed boundary force the total body force is discretised and

inserted into the LBM procedure via Equations 7.10–7.12. While treating the

pressure gradient as a body force and allowing it to act equally throughout the

domain may not be an entirely physical representation, this method is common in

the literature and there are examples of studies involving similar geometries that

use this approach [113, 208]. Furthermore, the primary focus of this study was to

examine the trends in the filament dynamics under a driven flow at various flow

rates.

In the context of the present application, the primary advantage to using the LBM

over a continuum method is when incorporating the FSI. The underlying regular

lattice in the LBM helps with this procedure – compared to a finite volume method,

for example, which may have been designed to handle irregular meshes. Also, many

similar biological applications involving fluid-filament dynamics exist that also

include additional complex physics; such as particle-particle or particle-filament

forces in particle/cell regulation and transport. Another reason for selecting

the LBM is, due to its particulate nature, it is better suited to handling these

additional complex phenomena and thus allows easier extension of the current

work to more elaborate applications.
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7.3.2 The Immersed Boundary Method

In the present work, the IBM is used to couple the fluid and structural solvers. By

discretising the fluid and solid on separate, independent grids, the IBM dispenses

with the need for time-consuming re-meshing procedures between each time step.

However, as the solution evolves on two separate grids, the transfer of information

between these grids is crucial.

Initially, the LBM step is performed on the Eulerian (fluid) grid without any

immersed object in the flow, resulting in a predicted velocity field, u∗. This velocity

field is interpolated from the Eulerian grid onto the N Lagrangian (structure)

markers of the immersed boundary, located at X in Lagrange space:

U∗(X) =

∫
Ω

u∗(x) δ(x−X) dx (7.14)

where Ω is the computational domain on the Eulerian grid and δ is the Dirac delta

function. In the present notation, lower case is used to represent variables defined

in the Eulerian space whereas upper case is used for the Lagrange space.

The interpolated velocities can then be used to calculate the corrective force, Fib,

required to achieve the desired velocity on the immersed boundary, Ub:

Fib(X) =
Ub(X)−U∗(X)

∆t
(7.15)

The penultimate step is the spreading of the force from Lagrange space back

onto the Eulerian grid. This is done through a convolution with the Dirac delta

function over the immersed surface, Γ:

fib(x) =

∫
Γ

Fib(X) δ(x−X) ds (7.16)

where s is the Lagrangian coordinate along Γ.
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In the numerical procedure, a discrete approximation (mollifier) to the Dirac delta

is needed. The form of the mollifier, δ̃, used in the present work was proposed by

Roma et al. [165]:

δ̃(r) =


1
3

(
1 +
√
−3r2 + 1

)
|r| ≤ 0.5

1
6

(
5− 3|r| −

√
−3(1− |r|)2 + 1

)
0.5 ≤ |r| ≤ 1.5

0 otherwise

(7.17)

which is easily extended to two dimensions:

δ̃(x−X) = δ̃(x−X) δ̃(y − Y ) (7.18)

It can be seen from Equation 7.17 that the mollifier has a compact support of

three lattice spacings. In 2D this equates to a support kernel containing nine

lattice nodes for each Lagrange marker, which Equations 7.14 and 7.16 act over.

When a Lagrange point is located very close to a boundary (e.g. the marker that

represents the base of the filament), there may be nodes within the support stencil

for that marker that exist outside the domain. In this case, during the velocity

interpolation and force spreading steps, the contributions to/from these support

nodes are neglected and set to zero. This treatment is justified as the values at

the solid and fluid nodes on this boundary are set later in the algorithm to the

prescribed boundary conditions.

The final step in the procedure is to perform the LBM step once more on the

Eulerian grid, but this time including the body force distribution obtained from

the IBM step, via Equations 7.10–7.12. The result is, at the end of the time

step, the fluid feels the presence of the immersed boundary through the imposed

body force. The reader is directed to Favier et al. [110] and Pinelli et al. [162] for

further details and validation of this approach.
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7.3.3 Filament Structural Dynamics

The governing equations of motion for a flexible filament are given in nondimen-

sional Lagrangian form as follows:

∂2X

∂t2
=

∂

∂s

(
T
∂X

∂s

)
− ∂2

∂s2

(
KB

∂2X

∂s2

)
+ Fr

g

|g|
− Fib (7.19)

where T is the tension in the filament, KB is the bending rigidity, g is the

gravitational acceleration, and Fr = |g|L/u2∞ is the Froude number, where L is

the length of the filament. For the full derivation of Equation 7.19 and the

relationships for the nondimensional reference values, see Huang et al. [14] and

Favier et al. [110]. This system is closed via the inextensibility condition to ensure

non-physical stretching at high deflection rates. The resulting system is discretised

and then solved via the Newton method and the new positions of the filament

Lagrange markers are updated before beginning the next LBM time step.

7.4 Simulation Setup

Figure 7.2 shows a schematic of the 2D computational domain, which is periodic

in the x-direction to represent an infinite array of filaments. The flexible filament

is located equidistant from the left and right boundaries with a height L. The

height and length of the channel are H = 3L and W = 2L respectively, and so the

filament spacing is W . As the domain is two-dimensional, the filament represents

a flap of infinite extent in the z-direction. This is a significant simplification versus

three-dimensional structures, where the spanwise blockage ratio can be expected

to be much lower. However, the development and testing of three-dimensional

structures is beyond the scope of the current work. Note that while the term

cilium refers to a 3D structure, the 2D flexible filaments used in the present work

can be considered representative of such structures and thus the terms are used

interchangeably throughout the chapter.

The simulation parameters, in both physical units and nondimensional lattice units,

are shown in Table 7.1. A preliminary study indicated that both the spatial and
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Figure 7.2: Schematic of computational domain.

temporal resolution were adequate for the flows studied. The midway bounceback

boundary condition was used to enforce a no-slip velocity on the upper and lower

channel walls. In all cases, the flow is driven by a pressure gradient of magnitude

(or amplitude) A, which was implemented in the LBM via the forcing scheme

discussed in Section 7.3.1. Two forms of the driving pressure gradient were used

to model both constant (Poiseuille) and oscillating (Womersley) flow between two

infinite-span parallel plates. For the Womersley flow cases, the applied pressure

Table 7.1: Simulation parameters in physical and lattice units.

Parameter Symbol Physical Value LBM Value

Channel height H 0.2 m 105

Channel length W 0.13 m 70

Filament height L 0.067 m 35

Fluid density ρ 1 kg/m3 1

Kinematic viscosity ν 5× 10−4 m2/s 1.684× 10−3

Lattice spacing ∆x 1.905× 10−3 m 1

Time step ∆t 1.2× 10−5 s 1

Time period T 5.027 s 411476

Womersley number α 5 5

Stokes length δ∗ 0.028 m 14.85
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gradient was varied sinusoidally so that:

dp

dx
= A cos(2πft) (7.20)

where the frequency of oscillation, f , was set to achieve the desired Womersley

number, α, given by:

α =
H

2

√
2πf

ν
(7.21)

The Womersley number was set to a value of α = 5 so that the unsteady (pulsatile)

effects dominated over viscous effects. This value was selected following Boyd et al.

[209] as a midrange of larger arterial flow in humans (αbrachial = 3, αcarotid = 5,

αaorta = 15). At this level of Womersley number ‘plug-flow’ velocity profiles are

evident, whereby during the cycle the flow does not fully develop into the classic

parabolic profile shape. Also, there is a phase lag between the pressure signal

and velocity, as well as a change in velocity amplitude compared to the steady

state [210]. The period, T , of each oscillatory cycle is:

T =
π

2ν

(
H

α

)2

(7.22)

indicating that there are approximately 4× 105 time steps per cycle, as shown in

Table 7.1. The Stokes layer thickness, δ∗, is given by:

δ∗ =

√
2ν

ω
(7.23)

where in this instance ω = 2πf refers to the angular frequency. The filament

length, L, was selected to be roughly of the order of δ∗. The spacing used in the

present study, W = 2L, represents a sparse configuration which allows for a range

of flow recirculation for the selected values.

Table 7.2 displays a summary of the cases studied and the corresponding pressure
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Chapter 7 Single Flap in a Periodic Array

Table 7.2: Summary of simulated cases. Each of the eight cases shown here were
run with and without the filament present (sixteen cases total).

Case Pressure
Signal

A τ
(τmax)

Reτ
(Reτmax)

umax Reumax Reδ∗

[Pa/m] [mPa] [m/s]

P1 Poiseuille 0.025 2.5 10.00 0.25 100 –

P2 Poiseuille 0.100 10.0 20.00 1.00 400 –

P3 Poiseuille 0.175 17.5 26.46 1.75 700 –

P4 Poiseuille 0.250 25.0 31.62 2.50 1000 –

W1 Womersley 0.180 2.5
(3.54)

10.00
(11.89)

0.15 61.6 8.71

W2 Womersley 0.721 10.0
(14.14)

20.00
(23.78)

0.62 246.5 34.85

W3 Womersley 1.261 17.5
(24.74)

26.46
(31.46)

1.08 431.3 61.00

W4 Womersley 1.802 25.0
(35.36)

31.62
(37.61)

1.54 616.1 87.14

gradients applied in each; cases P1–4 represent Poiseuille flow, whereas cases W1–4

represent the Womersley flow cases. All simulations were run with and without

the filament present. For all cases, the amplitude of the pressure gradient (A)

was selected so as to achieve a specific Reynolds number. In P1–4 the Reynolds

number based on maximum velocity, Reumax , was varied from 100 to 1000. These

values correspond to a range of friction Reynolds number (based on WSS), Reτ , of

10 to 31.6; where τ refers to the WSS. In cases W1–4 the RMS value of WSS, 〈τ〉,
is taken for comparison and values remain within the range of commonly quoted

values for laminar flow [211]. Even considering Reynolds number based on the

maximum WSS reached throughout the cycle, values are observed to remain below

this threshold and as such, turbulence effects can safely be ignored. Reynolds

numbers based on δ∗ are also included to show that a similar range is examined

to that of Boyd et al. [209].

To facilitate comparison between constant and sinusoidal cases, the pressure

gradients in W1–4 were adjusted so that the RMS value of WSS was equal to the

constant value of WSS in cases P1–4. This equality holds only in the absence of

filaments but as such, comparisons on the relative effect of the filaments on the

WSS for both constant and sinusoidal flow can be made. In the current study,
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Figure 7.3: Womersley velocity profiles at eight equally spaced points throughout
cycle. Present (x) and analytical solution (–). Note that the velocity has been
normalised by the maximum velocity obtained from the steady case.

with α = 5, the pressure gradient scaling factor between corresponding P and W

cases was approximately 7.21, resulting in the unsteady velocity profiles presented

in Figure 7.3. Despite the increase in pressure gradient, the maximum velocity was

seen to reduce by around 38.4 % when compared to the corresponding Poiseuille

cases, as illustrated in the figure and the corresponding Reumax values in Table 7.2.

For a detailed discussion of the effect of Womersley number on the velocity profile,

the reader is referred to Loudon and Tordesillas [210].

7.5 Results & Discussion

7.5.1 Validation of WSS

The computational approach has been previously validated for fluid-filament

dynamics in Favier et al. [110]. In addition to a mesh convergence study, the flow

dynamics and WSS calculation procedure were also validated for the range of

flow parameters under examination. The flow was initially set at rest in a 2D

channel, as shown in Figure 7.2 (without the filament). On applying a constant

pressure gradient, the flow begins to move and eventually develops into the classic

parabolic velocity profile. The WSS at the midpoint of the channel wall was
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Chapter 7 Single Flap in a Periodic Array

recorded during this development stage and the final steady state value compared

against the theoretical value, obtained from the relationship:

τ =
dp

dx

H

2
(7.24)

This procedure was followed for a range of pressure gradients, corresponding to a

Reτ of 10 to 31.6. Figure 7.4 shows the measured WSS values over a simulated

time of 60 s for both P1–4 and W1–4, in the absence of the structure. A good

agreement is found between the theoretical values and the simulated steady state

values, even at high Reynolds numbers where the velocity gradients are relatively

large. We recall that in the unsteady cases the pressure gradient is adjusted so

that the RMS value, 〈τ〉, corresponds to the WSS from the steady cases. As

such, the time variation of WSS for cases W1–4 are shown for comparison, where

negative values are clipped for clarity.
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Figure 7.4: Simulated and theoretical WSS values for cases without filament.
Positive Womersley values are shown for comparison.
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7.5.2 Effect of Reynolds number

Figure 7.5 presents the effect that the filament has on the variation of WSS, τ , for

a range of friction Reynolds numbers, Reτ . In each case τ ∗ is the WSS normalised

by the value from the no-filament case (i.e. the values given in Table 7.2). Since

τ ∗ is reported to be below unity in all cases, it can be inferred that the presence

of the filament acts to reduce WSS over the entire length of the channel wall, in

some cases by an order of magnitude. A reduction in WSS is expected due to the

blockage imposed by the filaments near the channel wall. The flow deflects the tip

and forms a recirculation region between successive filaments, while the bulk of

the flow passes over the filament tip itself. Figure 7.6 displays vorticity contours
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Figure 7.5: WSS along channel wall with filament present. (a) τ ∗ for cases P1–4,
(b) τ ∗ for cases W1–4 and (c) 〈τ ∗〉 for cases W1–4. In each case the WSS has
been normalised by the value obtained from the no-filament case.
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Vorticity Z (1/s)

Figure 7.6: Streamlines and vorticity contours for steady flow cases P1–4 with
filament present.

for cases P1–4, with the streamlines overlaid. Figure 7.7 shows tip deflection and

tension at the filament base for all cases.

7.5.3 Poiseuille Flow with Filaments

For the steady flow cases, all results show a negative value of WSS in the region

0 < x/W < 0.5, i.e. across the second half of the interval between filaments in

the direction of the crossflow. This corresponds to a flow recirculation region and
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7.5 Results & Discussion

it is apparent that the WSS profile is almost independent of Reynolds number

for cases P2–3. However, for the lowest Reynolds number (P1) there is a change

in sign of WSS in the region 0.5 < x/W < 0.85, corresponding to a change in

flow direction at the wall. This corresponds to the first section of the interval,

into which the filament is deflected. Indeed, considering Figure 7.6, one can see

that for P1 there is a stagnation point at the wall, directly below the deflected

tip, about which the flow is rotating in opposite directions. Cases P1–4 all show

a peak in the WSS close to the midpoint between the filaments, in the region

0.1 < x/W < 0.2. Examining Figure 7.6, there is a correspondence between the

spike in WSS and a peak in the levels of vorticity.

At the lower Reynolds number there is a greater tip deflection, which results in

a lower vertical intrusion of the filament into the bulk flow. Connected to this,

the flow velocity at the point of contact with the filament is lower, and thus

the recirculation length is reduced. In terms of reducing the overall levels of

WSS, case P1 is the most effective. From Figure 7.7 the maximum tip deflection

is proportional to the tension computed at the base of the filament, as can be

expected. It can also be seen that the difference in tip deflection between cases P1

and P2–4 is around a factor of four. Since a decrease in tip deflection for increasing

flow velocity (Reynolds number) is a somewhat counter-intuitive response, further

tests are needed in the lower Reynolds number regime to identify more precisely

the Reynolds number at which this behaviour manifests.
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Figure 7.7: Tension at filament base and maximum filament tip deflection for
all cases. Both values are given in nondimensional form.
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7.5.4 Womersley Flow with Filaments

Figures 7.5b and 7.5c display two different plots of the streamwise WSS variation

for cases W1–4; the time-averaged values, τ ∗, and the time-averaged RMS values,

〈τ ∗〉. Figure 7.8 provides a series of snapshots from each of the cases W1–4, taken

at eight regular intervals with t/T = n/8, where n = 0 coincides with the start

of the pressure gradient cycle. In each case the streamlines are provided with an

attempt made to capture the main flow features in each snapshot. In addition to

Figure 7.7 plotting the maximum deflection and tension for each case, Figure 7.9a

plots the evolution of the tip deflection against the cyclic pressure gradient, and

Figure 7.9b plots the derived lag against the normalised recirculation length.

Considering first the values of 〈τ ∗〉 from Figure 7.5c, there is a continuous reduction

with increasing Reynolds number, tending towards a maximum value of 0.26.

Interestingly however, the trend is not monotonic when considering the time-

averaged variation, τ ∗, in Figure 7.5b. For case W1 the values of τ ∗ are close to

zero, after which the values reach a maximum for W2 before decreasing towards

very similar variations for both W3 and W4. For a Womersley flow with no

obstruction the time-averaged WSS should be zero, and so a value close to zero

with the inclusion of a filament implies that its presence has a low impact over the

duration of the cycle. The plot of 〈τ ∗〉 in Figure 7.5c confirms this, by indicating

that the WSS is only reduced by 20 % in the centre of the interval; though this

is reduced to zero near the filament itself, by virtue of the blockage effect. For

cases W2–4, the values of 〈τ ∗〉 reach plateaus between the filaments in the regions

0 < x/W < 0.3 and 0.7 < x/W < 1, which are continuous in the periodic

domain.

Figure 7.8 shows that, like the steady cases, vortical flow structures appear for

the cases with large pressure gradients – leading to decreased tip deflection and

thus lower velocities in the near wall region. Furthermore, the maximum of τ ∗

occurs at both x/W ≈ 0.25 and x/W ≈ 0.75, corresponding to the location

of maximum vorticity associated with the interspersed recirculation zones. For

a larger recirculation region, a smaller range of tip motion is permitted, as is

confirmed in Figure 7.7. Interestingly, it appears that the tip deflection for W1 is

greater than for P1, indicating that comparison based on Reτ alone is insufficient.

Indeed, if one compares Reumax instead, the value of W1 is less than P1, which

might better describe this effect.
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Figure 7.8: Snapshots of streamlines at eight equally spaced time steps during
one full cycle for cases W1–4. Reumax = 61.6 (column 1), Reumax = 247 (column
2), Reumax = 431 (column 3) and Reumax = 616 (column 4). Note that t∗ = t/T .

155



Chapter 7 Single Flap in a Periodic Array

Overall there is a clear correlation between the tension at the base of the filament

and the maximum tip deflection experienced, both of which are inversely propor-

tional to Reynolds number. However, as viscous effects and filament rigidity start

to dominate over the inertial effects (at lower Reynolds numbers), this trend will

likely reverse itself. This behaviour was observed in Heys et al. [202] where, at

the very low Reynolds numbers that were examined, increased flow velocity led to

increased tip deflection, which is a physically intuitive response.

Figure 7.9a provides insight into the dynamic response of the filament over one

cycle, indicating a phase lag versus the imposed pressure signal, which has been

normalised to unity for clarity. The lag is greatest for the W1 case and reduces

with increasing Reynolds number. Figure 7.9b displays this lag, measured as

the time between T = 0 and the point where the tip deflection is zero, against

the recirculation region normalised by the filament spacing. Larger recirculation

regions, apparent at higher Reynolds numbers, act as buffers between filaments

which couple the motion of consecutive filaments, thereby increasing the response

to the applied pressure gradient. More measurements are required to ascertain

the proportionality of this relationship.

7.6 Conclusions

The present work has demonstrated the capability of a recently developed lattice

Boltzmann-immersed boundary method to investigate the flow around an infinite

series of 2D flexible filaments. The approach provides a stable and reliable means

of investigating complex interactions involving high structural deformation, via

explicit modelling of the various physics involved.

For the selected cases, a range of nonlinear effects are observed in which fluid and

structural dynamics are strongly coupled; most of which would pose a challenge

for homogeneous porous layer modelling. Calibration of the pressure gradient

for Womersley flows to match equivalent levels for Poiseuille flows has enabled

the effects of embedded flexible filaments to be compared. In the steady flow

cases, the filaments were observed to reduce WSS by generating a region of lower

momentum flow reversal between subsequent filaments, with a recirculation region

that spans the interval at higher Reynolds numbers. As the Reynolds number is
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Figure 7.9: (a) Tip deflection in the x-direction for cases W1–4. Overlaid is the
pressure signal (scaled to unity). (b) Separation length of the primary recirculation
region and the lag of the tip response (against the pressure signal) for cases W1–4.
Tip deflection is normalised by L whereas separation length is normalised by W .

lowered there is a negligible effect on the WSS profile until a critical threshold

of Reynolds number, below which the recirculation length becomes shorter than

the filament spacing. At this point the flow gives rise to a secondary recirculation

region of opposite sign, and the shape of the WSS profile changes significantly

over a small portion of the interval.

In the Womersley cases, a dynamic lag between maximum tip deflection and
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peak pressure gradient was observed, which reduced with increasing Reynolds

number. Analysis of the flows indicated that the bridging of the interval between

consecutive filaments enabled a faster response of the filaments to the imposed

flow frequency. These observations are expected to be of potential interest both to

observers of nature and designers of flow control systems alike. They demonstrate

the potential for tuning a system to a particular range of flow parameters, as well

as highlighting the need for explicit modelling of the filaments to capture these

dynamics.

One of the major limitations of the present study is the simplification to 2D –

effectively simulating infinitely wide plates rather than filaments. While there are

no doubt applications for which 2D plates may be preferable to individual cilia, the

extension of these findings to 3D cilia is not possible. Where the structures have a

finite depth the overall blockage ratio will be significantly reduced; and a portion

of the flow will traverse around the structures, rather than over the top of them.

This will likely lead to increased WSS, due to increased flow closer to the channel

wall, as well as other complex 3D flow effects. The effect of other parameters,

such as bending stiffness, filament height, and filament spacing, should also be

considered to fully appreciate the nature of these configurations.

The present study is a first step towards the investigation of 2D fluid-filament

interactions and provides some insight into the effect of Reynolds number and

Womersley number. Future studies may focus on flow conditions relevant to

specific structures such as the glycocalyx layer or flow sensing devices, although

there is expected to be a wide range of parameters to investigate. As an example,

the ratio of channel height to filament length in the current study is three, while

in cases involving the GL it can be two orders of magnitude higher. In the present

model the resolution needed to capture the filament dynamics at these sorts

of ratios would increase the computation time dramatically. Future work may

investigate the potential of using a refined LBM, or perhaps a multiscale coupling

method, to overcome this obstacle.
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Chapter 8

Multiple Flaps in an Oscillating

Channel Flow

This chapter presents work undertaken as part of the EU-funded PELskin project1.

This project consisted of several partners across Europe with the aim of investigat-

ing the amelioration of aerodynamic performance of bluff bodies via a poroelastic

(PEL) coating. The projected resulted in a series of publications, two of which I

co-authored:

J. Favier, C. Li, L. Kamps, A. Revell, J. O’Connor, and C. Brücker.

The PELskin project - part I: fluid-structure interaction for a row of

flexible flaps: a reference study in oscillating channel flow. Meccanica,

52(8), 2017 [20]

A. Revell, J. O’Connor, A. Sarkar, C. Li, J. Favier, L. Kamps, and

C. Brücker. The PELskin project: part II - investigating the physical

coupling between flexible filaments in an oscillating flow. Meccanica,

52(8), 2017 [21]

Part I of the series introduced a simplified experimental case, which was used

to isolate the key flow control mechanisms involved in the coupled system. As

part of this work, my role was to validate the present numerical model against

the experiment for this simplified case. Part II of the series focussed on using

the numerical model to perform a detailed parametric study which analysed the

1https://trimis.ec.europa.eu/project/pel-skin-novel-kind-surface-coatings-aeronautics.
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effect of material properties on the coupled system. This parametric study was

my main contribution to the project. However, since the validation from Part I

forms an important step in this work, the validation section from Part I of the

series has been extracted and combined with Part II to form this chapter.

My contributions to these papers are as follows: validating the numerical model

(Part I), setting-up and running the simulations (Part II), post-processing (Part II),

and jointly working on the analysis (Part II). Although I did not write the original

papers, the extract given in this chapter has been re-written in my own words.
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8.1 Abstract

8.1 Abstract

Several studies have reported the beneficial effects of passive flexible flaps attached

to the aft of a bluff body in the form of improved aerodynamic performance.

The mechanism by which this occurs is thought to be linked to the emergence of

travelling waves through the array, which modify the wake and shedding cycle.

In the context of the EU-funded PELskin project, a simplified configuration

consisting of an oscillating channel flow with an array of wall-mounted flexible

flaps is investigated. The oscillating nature of the flow is emblematic of the von

Kármán vortex shedding associated with bluff body wakes. A lattice Boltzmann-

immersed boundary model is first validated against experimental data for this

selected case. A detailed analysis is then undertaken to examine how the structural

natural frequency affects this wave-like coupling mechanism. The travelling waves

are characterised by examining the flow topology and spectra of the tip motion

and near-field fluid velocity. The analysis indicates that the wave-like motion

is associated with the formation of vortices, which arise due to the resistance

the array imparts on the crossflow. Primary vortices upstream and downstream

of the array are observed, which interact with the shear layer above the array.

This results in a phase shift along the array, resembling the observations made in

previous studies regarding bluff body flow control.

8.2 Introduction

The dynamic interactions between fluids and flexible slender structures is a general

topic encountered in a broad range of applications. Examples of such interactions

include the waving of plants in fields or rivers [8, 77, 82], or the dynamic motion

of cilia, which have many roles throughout nature in processes such as self-

cleaning and flow sensing [18, 38]. Several studies have reported the emergence

of coherent waving motions when arrays of slender structures are subjected to

a crossflow [10, 77, 82]. This behaviour is common in vegetative flows, where it

is called honami (terrestrial vegetation) or monami (aquatic vegetation). This

waving motion is driven by Kelvin-Helmholtz instabilities, which arise due to the

inflection within the shear layer that separates the slow-moving flow within the

array from the fast-moving flow above the array [8].
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A similar wave-like motion has been observed in flow control applications, where

recent studies have shown that poroelastic coatings on bluff bodies can control the

flow separation and wake pattern [2]. These coatings, initially inspired by bird

feathers, consist of an array of densely-packed slender structures, and are therefore

similar to vegetative flows. The compliance of these coatings manipulates the flow

topology within the wake. Under the right conditions this can lead to improved

aerodynamic performance, such as reduced drag and lift fluctuations [2, 32]. Recent

experimental studies have shown that these devices interact with the wake and

modify the shedding cycle [9]. In particular, it has been noted that at a critical

Reynolds number the amplitude of the waving motion increases markedly and

a travelling wave-like motion through the array is observed, which results in a

narrowing of the wake and a reduction in drag [9].

These observations provided the motivation for the EU-funded PELskin project.

The project involved a small consortium of partners focussed on investigating the

amelioration of aerodynamic performance via a Porous ELastic (PEL) coating. The

aim of this project was to characterise the potential for passive slender structures to

interact with the separated flow in the wake region of bluff bodies, and ultimately

reduce drag. This chapter forms part of a series of outputs summarising the work

of this project. Specifically, this chapter focusses on the numerical modelling of

the aforementioned systems. To highlight the important mechanisms involved, a

simplified setup is sought so as to examine the flap behaviour under well-defined

conditions. Such a case is studied herein, whereby an oscillating channel flow

with an array of flexible wall-mounted flaps is considered. This configuration

captures the essential features of a bluff body wake, while significantly reducing

the problem complexity.

Numerical models that resolve down to the individual structures can be pro-

hibitively expensive, particularly in 3D. For that reason, many studies model

arrays of densely packed structures via a homogenised porous layer. However,

reproducing the correct kinematics of a compliant porous layer is a challenge.

Therefore, the approach adopted here resolves the fluid and structural dynamics

down to the individual structures. This is achievable since the problem considered

is 2D and only a modest number of flaps are tested. First, the numerical approach

is validated against experimental data obtained for the selected configuration.

Then, to elucidate the physical mechanisms involved, the influence of the mass

ratio and its effect on the coupled behaviour is analysed in detail. In particu-
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lar, the previously identified wave-like motion is scrutinised and a quantitative

characterisation of this mechanism is sought. The oscillating channel flow case is

well suited to identifying phase lags between adjacent flaps and delineating their

time-dependent behaviour. The numerical approach adopted in this work is based

on a lattice Boltzmann-immersed boundary method coupled to an Euler-Bernoulli

beam solver for the flap dynamics. After introducing and validating the numerical

model, results are presented for a range of mass ratios, with a particular focus on

the honami/monami wave-like motion.

8.3 Methods

8.3.1 Lattice Boltzmann Method

The lattice Boltzmann method (LBM) is used to model the fluid dynamics. Unlike

traditional Navier-Stokes-based solvers, which operate directly on the macroscopic

quantities, the LBM relies on a mesoscopic description of the flow. The governing

equation in the LBM is the Boltzmann equation:

∂f

∂t
+ ξ · ∇xf + f · ∇ξf = Ω(f) (8.1)

where f is the probability density function, x are the spatial coordinates, ξ is the

molecular velocity, f is an external force vector, and Ω is the collision operator.

The force term, f , is crucial in the present work as it provides the coupling between

the fluid and structural dynamics, through the immersed boundary method (to

be discussed later).

The BGK approximation is used to simplify the collision operator. This approx-

imation relies on the assumption that the probability density function relaxes

towards a local equilibrium:

Ω =
1

τ
(f eq − f) (8.2)
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where τ is the relaxation time-scale and f eq is the equilibrium function. The equi-

librium function depends only on local macroscopic quantities and can be obtained

through a Taylor series expansion of the Maxwell-Boltzmann distribution [126].

Equation 8.2 is substituted into Equation 8.1 before discretising in velocity, space,

and time. The discrete lattice form of the forcing term is given by [130]:

Fi = wi

(
1− 1

2τ

)(
ci − u

c2
s

+
ci · u
c4
s

ci

)
· f (8.3)

where ci represents the ith component of the discrete lattice velocities, wi is a

velocity-specific weighting factor, and cs is the lattice speed of sound, which all

take standard values.

8.3.2 Immersed Boundary Method

The immersed boundary method (IBM) is used to incorporate the moving bound-

aries of the flaps. The main idea of the IBM is to solve the fluid equations on a

fixed Cartesian grid, which is non-conforming to the boundary. The presence of

the structure is then incorporated through a set of forces, which have the effect

of imposing the no-slip condition on the surface of the boundary [154, 164]. The

approach adopted in the present work is the direct forcing approach [160], whereby

a predicted velocity field, u∗, is first computed by neglecting the presence of the

structure. Since the boundary is non-conforming, this predicted velocity field

must be interpolated from the fluid mesh onto the boundary markers, located at

X:

U∗(X, t) = I[u∗(x, t)] (8.4)

Using this predicted velocity field, the restoring force required to satisfy the no-slip
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condition can be calculated via:

F(X, t) =
Ub(X, t)−U∗(X, t)

∆t
(8.5)

where Ub is the velocity of the boundary. This force is then transferred back to

the fluid grid via a spreading operator:

f(x, t) = S[F(X, t)] (8.6)

Finally, the fluid equations are solved once more (Equation 8.1), but this time

including the IBM force term.

8.3.3 Euler-Bernoulli Beam Model

The dynamics of the flexible flaps are calculated via the Euler-Bernoulli beam

equation. In dimensionless form this is given as:

∂2X

∂t2
=

∂

∂s

(
T
∂X

∂s

)
−KB

∂4X

∂s4
+ Fr

g

g
− F (8.7)

where T is the tension and KB is the flexural rigidity. The reference quantities

used in the nondimensionalisation are: Tref = ∆ρu2
∞ is a reference tension,

KBref = ∆ρu2
∞L

2 is a reference bending rigidity, and Fref = ∆ρu2∞/Lερf is a

reference force. The density difference per unit length between the structure

and fluid, ∆ρ, is the controlling parameter in this investigation and its effect is

examined over a range of values.

Equation 8.7 is closed via the inextensibility condition:

∂X

∂s
· ∂X

∂s
= 1 (8.8)
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This is satisfied through the tension term in Equation 8.7 and ensures no axial

extension of the flaps. The boundary conditions at the free end are:

T = 0,
∂2X

∂s2
= (0, 0),

∂3X

∂s3
= (0, 0) (8.9)

and at the fixed end the clamped condition is set via:

X = (X0, Y0),
∂X

∂s
= (cos(θ), sin(θ)) (8.10)

The resulting equations are discretised using a staggered finite difference scheme

and the nonlinear solution is obtained via the Newton method. A detailed

explanation of the fully coupled model has already been provided elsewhere [110].

The Euler-Bernoulli model described above breaks down when the fluid and

structural densities are equal (i.e. when ∆ρ = 0). This meant that during the

validation stage in Section 8.5, the structural density had to be artificially increased

to achieve a stable solution. However, it will be shown in Section 8.5 that even

with this modification, the present model can still reproduce the system dynamics

to a reasonable degree. Furthermore, since the purpose of this work is to examine

how the coupled behaviour changes with mass ratio, its absolute value is not

crucial. For this reason, it is not expected that this issue has a significant effect

on the conclusions of the present work.

8.4 Case Description

Figure 8.1 displays a schematic of the experimental setup, which consists of an

oscillating channel flow with a square cross section (6 cm× 6 cm) over a row of 10

flexible flaps of length L = 2 cm, where H = 3L. The test section is filled with a

water/glycerine solution, which has a kinematic viscosity of ν = 1× 10−4 m2/s

and a mass density of ρf = 1200 kg/m3. The flaps are made of silicone rubber

(E = 1.2 MPa, ρs = 1200 kg/m3) so that they are easily deflected by the flow.

The flaps have a thickness of h = 1 mm and a span of b = 5 cm. As such, they
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0.02 m

Figure 8.1: Schematic of the experimental setup.

extend across most of the channel width; this means the resulting flow field can be

considered quasi-2D at the channel centreline. The fluid and structural densities

are set equal so that no buoyancy effects are present. The flow is driven by a

piston pump which generates an oscillating flow with a Womersley profile. The

Reynolds number is approximately 120, based on the maximum velocity and flap

length.

8.5 Validation

A comprehensive validation for each component of the numerical scheme, as well

as the fully coupled model, has already been provided elsewhere [110]. In the

present work, the availability of experimental data provides an opportunity for

further validation. The simulation was set up to match the baseline case described

in Section 8.4, except for the structural density, which was artificially increased

to achieve a stable solution. Figure 8.2 shows the tip motion histories of the

first three flaps for increasing grid resolution, where NIBM is the number of IBM

markers used to discretise each flap. There is little variation in the tip motion

over the range of tested grid resolutions. Also shown is the relative error at each

grid resolution, measured with respect to the finest grid level (NIBM = 40). The

results show approximately second-order convergence with grid resolution. All

results in the following sections were obtained with NIBM = 35.
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Figure 8.2: Refinement study for coupled FSI solver. (a) Streamwise tip motion
histories of the centre flaps for increasing grid resolution. (b) Zoomed view. (c)
L2 norm of error measured with respect to the finest resolution (NIBM = 40).

Figure 8.3 shows the streamwise (in the direction of the flow) tip deflection for

each of the 10 flaps over three periods. These values represent the final three

periods after the motion reaches a steady periodic behaviour (approximately

10 cycles). The agreement between the experimental and numerical results is

good, although some differences are noticeable. Specifically, small ‘kicks’ in the

tip motion observed in the experiment are not as pronounced in the numerical

solution, especially for the outer flaps. This may be attributed to small differences

in the approximations of the structural parameters between the experiment and

simulation. Another possible explanation is 3D effects due to the finite span of

the flaps, which are not considered in the numerical solution. Nevertheless, it is

168



8.6 Variation of Mass Ratio

0 0.5 1 1.5 2 2.5 3

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

Flap 10

Flap 1

Figure 8.3: Experimental and numerical tip deflection for each flap over three
periods.

clear to see the numerical model can reproduce the main dynamics very well, and

these ‘kicks’ in the tip motion are better resolved in the flaps towards the centre

of the array.

8.6 Variation of Mass Ratio

This section investigates the effect of mass ratio, µ, on the coupled dynamics of

the system, where µ = ∆ρ/ρfL. As well as the baseline case, four additional mass

ratios are tested. After normalising with respect to the baseline case, the values of

the mass ratio are: µ∗ = µ/µbase = [0.66, 0.8, 1.0, 1.6, 4.0], where µbase is the mass

ratio from the baseline case. Only the mass ratio is varied while everything else is

held constant, including the dimensionless bending stiffness KB = EI/∆ρu2∞L2. The

modification of the mass ratio alters the natural frequency of the flaps, which in

turn will modify the structural response to the imposed flow frequency. During

preliminary tests a range of bending stiffness values were also studied. However,

the results for increasing bending stiffness were qualitatively similar to the results

for increasing mass ratio, and so only the mass ratio tests are examined here.
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This preliminary phase was also used to select the range of tested mass ratio.

Starting from the baseline value, a number of cases around this value were tested

and, based on the results of this parameter sweep, the most pertinent cases were

selected for detailed analysis.

Figure 8.4 shows snapshots of the flap profiles during one full cycle. Clearly,

variations in the dynamics exist not only across different mass ratios, but also

through the array itself.

(a) µ∗ = 0.66

(b) µ∗ = 0.8

(c) µ∗ = 1.0

(d) µ∗ = 1.6

(e) µ∗ = 4.0

Figure 8.4: Flap shapes during one period for each mass ratio. Only the first
five flaps are coloured.
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8.6.1 Flow Dynamics

Figure 8.5 shows the streamwise velocity profiles at five locations along the channel.

In regions sufficiently far away from the array, the velocity follows the normal

Womersley profile. However, near the array the velocity profiles are heavily

distorted. In the centre of the row the bulk flow above the array resembles a

skewed Womersley profile, with a near-zero velocity within the array itself. At

the edges the profiles are asymmetric themselves but antisymmetric to each other.

Furthermore, at these locations the velocity profiles within the array seem to

suggest a net flow towards the centre.

Figure 8.6 shows the streamwise velocity over three cycles at six probe locations.

These locations are given by positions P1–P5 and P11 in Figure 8.7, which are

located at a height of 1.1L. This height was selected based on inspection of the flow

dynamics, which showed a rich set of flow behaviour within this region. Spectral

analysis shows that these time histories have a dominant frequency matching the

forcing frequency (1 Hz), with a second peak at the first harmonic (2 Hz).

Figures 8.8–8.10 show snapshots of the instantaneous vorticity through one half-

cycle for µ∗ = [0.66, 1.6, 4.0]. The results for µ∗ = [0.8, 1.0] were found to be

qualitatively similar to µ∗ = 1.6 and are therefore omitted. The flap motion is

strongly affected by the primary bulk vortex, which is shed from the edges of

Figure 8.5: Streamwise velocity profiles at various locations along the channel
over one oscillation cycle. From the left to right the positions are (i) channel
entrance; (ii) flap 1; (iii) channel centre; (iv) flap 10; (v) channel exit. Red line
indicates the height of the flaps and blue lines indicate nondimensional range of
velocity profiles.
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Figure 8.6: Streamwise velocity histories at six probe locations along the channel.

the array, and the mass ratio influences this interaction. Examining the velocity

contours, at low mass ratio the bulk flow passes over the array without significant

deflection. However, at larger mass ratios the flaps yield less to the flow. This

exacerbates the blockage effect and accelerates the flow upwards away from the

array, reducing the chance of a lock-in behaviour. These observations are supported

by the traces of the tip motion, given in Figure 8.11. Further to this, at large

mass ratios the recirculation at the trailing edge is more pronounced and the

magnitude of vorticity is increased. This deflects the outermost flap back towards

the array. Moreover, the low-pressure region in the vortex core appears to act to

detach the flow from the top wall of the channel.

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10P11 P11

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

L
1.1L

3L

Figure 8.7: Computational domain with probe locations.
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Figure 8.8: Contours of instantaneous streamwise velocity (a,c,e,g) and out-of-
plane vorticity (b,d,f,h) for µ∗ = 0.66 over one half-cycle.

For large mass ratios the flaps stay well separated from each other and do not come

into contact. However, at the lower mass ratios there are short instances where

the flaps come within close proximity. A collision model is not incorporated in this

work and therefore there is nothing to prevent the flaps from making contact with

each other. However, there does not seem to be any adverse behaviour from these

events, since the flaps are capable of separating themselves without getting stuck.

For cases where the contact frequency is high and substantial, a collision model

would be required. However, in the current work these events are rare and thus it

is not expected they will have a significant impact on the present conclusions.

8.6.2 Flap Dynamics

Figure 8.11 shows the normalised and superimposed trace of the streamwise tip

deflection for µ∗ = [0.66, 1.6, 4.0]. Only the first five flaps are shown since the

motions of the other flaps are antisymmetric. Also shown is the power spectrum

of the trace for each flap, where the forcing frequency of the fluid is 1 Hz. For
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Figure 8.9: Contours of instantaneous streamwise velocity (a,c,e,g) and out-of-
plane vorticity (b,d,f,h) for µ∗ = 1.6 over one half-cycle.

µ∗ = 0.66, the flap motion is relatively coherent through the array, with all flaps

exhibiting a similar range of motion. Furthermore, it is clear to see the main

mode of motion is the 1 Hz dynamic, which is a result of the imposed fluid motion.

A phase lag between the flaps is also evident; however, this is relatively small

compared to the intermediate mass ratio case (µ∗ = 1.6). At the intermediate

mass ratio, the range of motion is reduced and there is a marked drop in coherence

between the flaps, particularly in the second half of the cycle where sharp ‘kicks’

in the tip motion are clearly observable. This trend continues to the largest

mass ratio (µ∗ = 4.0), where over the entire cycle there seems to be almost no

correlation between the neighbouring flaps or the driving fluid. These observations

are also clearly demonstrated in the power spectra, which show a significant drop

in amplitude at 1 Hz as the mass ratio is increased.

Figure 8.12 plots the normalised amplitudes of the power spectral density at the

driving frequency, and its first harmonic, against mass ratio. The ratio between

these two amplitudes, αs, is also shown. There is a decrease in power at the

driving frequency as the mass ratio increases, as shown in Figure 8.12a. This
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Figure 8.10: Contours of instantaneous streamwise velocity (a,c,e,g) and out-of-
plane vorticity (b,d,f,h) for µ∗ = 4.0 over one half-cycle.

happens rapidly at first, before seemingly levelling-off. For all cases, the range

of motion of the first flap is larger than the rest of the flaps, and the relative

difference increases with increasing mass ratio. The rest of the flaps all show a

similar range of motion to each other. In contrast, the power distribution across

the array at the first harmonic shows a broad range of values for the different

mass ratios (see Figure 8.12b). At the lowest mass ratio, the power varies almost

linearly across the array. Furthermore, the first, fourth, and fifth flaps show almost

constant values over the range of tested mass ratios. The second and third flaps

show an initial increase in power until they peak at µ∗ = 1.6, before decreasing

again at the largest mass ratio. This is related to the ‘kick’ motion observed in

the tip trace and suggests an amplification of this effect in the region of these

two flaps. Figure 8.12c plots the ratio between the two amplitudes and shows

that, as mass ratio is increased, more energy is manifested in the higher frequency

spectrum. This is also clearly observable in the tip trace (Figure 8.11).
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Figure 8.11: Normalised and superimposed trace of streamwise tip deflection
and the resulting power spectra for the first five flaps.

(a) (b)

α s

(c)

Figure 8.12: Normalised amplitude of the flap motion against mass ratio. Ampli-
tude of primary frequency (a); amplitude of first harmonic (b); ratio of amplitudes
(c). Legend corresponds to Figure 8.11.

8.6.3 Spectral Analysis

This section aims to correlate the dynamics of the flaps with the near-field fluid

velocity. In addition to αs, a second parameter (αf ) is introduced which describes

the ratio between the dominant amplitudes of the power spectral density of the

streamwise fluid velocity at the probe locations (P1–P5). Furthermore, a third
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parameter is also introduced to measure the asymmetry of the flap motion:

∆t = |∆t2 −∆t1| (8.11)

where ∆t1 is the amount of time the flap spends deflected to the right of its

equilibrium position during one period, and ∆t2 is the time spent deflected to the

left. Clearly, if ∆t = 0 then the flap spends an equal amount of time deflected

both left and right.

Figure 8.13 shows the variation of αf , αs, and ∆t for each flap across the five

different mass ratios. These values all show a similar trend: relatively large values

at the extremities of the array which decrease towards the centre. At low-moderate

mass ratios the quantities are remarkably close. This is especially true for the

baseline case, which was specifically chosen to exhibit a lock-in behaviour between

the fluid and the flaps. Towards the centre of the array, all cases show a decrease in

∆t towards zero. This indicates a symmetric motion for the flaps in this region.

For µ∗ = 1.6, the flaps at the centre of the array show almost the same ratio

between the primary and secondary frequencies. However, towards the edges there

is a loss in correlation due to the presence of the primary vortex which is shed

from the array, particularly for the second and ninth flaps. This is confirmed by

examining Figure 8.9. At µ∗ = 4.0 this coherence becomes even weaker, leading

to almost completely uncorrelated dynamics between the fluid and the flaps. In

this case the primary vortex is deflected upwards away from the array, thereby

reducing its effect on the flaps. This can be seen in Figure 8.10, which is in

contrast to Figure 8.8, where the vorticity is transmitted through the array and

therefore leads to a more coherent motion.

8.7 Conclusions

This study has investigated the coupling mechanism between an oscillating channel

flow and a row of wall-mounted flexible flaps. The phase difference, which leads to

the honami/monami waving motion, has been characterised by means of several

analyses. This has led to several observations regarding the coupled behaviour.
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Figure 8.13: Spectral ratios and asymmetry metric for each flap across all mass
ratios. Spectral ratios for the fluid are measured at probe locations P1–10 in
Figure 8.7.

The primary bulk vortex, which occurs at the leading and trailing edges of the

array, is the cause of the phase shift between adjacent flaps and leads to a smoothly

varying phase difference through the array. By analysing the power spectra of
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the tip motion and near-field fluid velocity, the coupled interactions between the

fluid and the flaps have been quantified. In the region of the array, the spectral

ratios and the asymmetry in the trace of the tip motion are found to be similar.

This indicates the interaction between the fluid and the flaps is indeed coupled,

as opposed to a purely fluid-driven response.

Over the course of the cycle there is a net flow from the outer flaps towards the

inner flaps. As a result, the outer flaps spend most of the cycle deflected inwards

towards the centre of the array. For small mass ratios there is a strong coupling

between the motion of the fluid and the motion of the flaps. However, as the

mass ratio is increased, the coupling breaks down and the coherence between the

fluid and the flaps is reduced. For large mass ratios, there is almost no correlation

between the flap and fluid motion, since the bulk flow is deflected upwards and

away from the array, thereby reducing the opportunity for interaction. These

results show there seems to be a fairly narrow region where the fluid and structural

motions are coupled. This has important implications for flow control. However,

due to the limited parameter space examined in this study, it is not possible to

identify an optimum mass ratio based on these results and further work is required

to link these findings to unsteady bluff body wakes.
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Large Array of Multiple Flaps in

an Open-Channel Flow

This chapter is based on the following article:

J. O’Connor and A. Revell. Dynamic Interactions of Multiple Flexible

Flaps. In Preparation, 2018

which is currently in preparation and is planned for journal publication. Following

from the two previous chapters – which build in scale from a single flap in a

periodic array to a small finite array – this chapter examines a large array of 128

flaps under steady flow conditions. The main goal of this chapter is to characterise

the behavioural states of an array of flaps over a wide range of material properties

and compare it to the behaviour of a single flap. In particular, the waving

mode (honami/monami) and its associated lock-in are examined in detail. The

results show that the material properties of the array have a strong effect on

the dynamic response of the flaps. This implies that the waving mode is in

fact a coupled response between the fluid and the array, as opposed to a purely

fluid-driven instability. Furthermore, an additional mode, similar to the flapping

mode exhibited by single flaps, is observed for low bending rigidities.

My contributions to this paper are as follows: developing, implementing, and

validating the numerical model, setting-up and running all of the simulations,

post-processing, analysis, and writing the paper.
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9.1 Abstract

Coherent waving interactions between vegetation and fluid flows are known to

emerge under certain conditions. This behaviour is associated with the mixing

layer instability that arises due to the canopy drag. A similar waving motion

has also been observed in flow control applications, where arrays of slender

structures are used to augment the wake topology behind bluff bodies. While

their existence is well reported, the mechanisms which govern this behaviour, and

their dependence on structural properties, are not yet fully understood. This

work investigates the coupled interactions of a large array of slender structures

in an open-channel flow via numerical simulation. A direct modelling approach,

whereby the individual structures and their dynamics are fully resolved, is realised

via a lattice Boltzmann-immersed boundary-finite element model. For steady flow

conditions at low-moderate Reynolds number (Re = 80), the dynamic response

of the array is measured for a range of structural material properties. Both the

mass ratio and bending rigidity are varied over a range spanning two orders

of magnitude, and the ensuing response is characterised and quantified. The

results show that a broad range of behaviours are exhibited, which depend on the

structural properties. These behaviours are classified into distinct states: static

reconfiguration, regular waving, irregular waving, flapping, and static with small

deflection. Furthermore, the regular waving regime is found to occur when the

natural frequency of the array approaches the estimated frequency of the mixing

layer instability. These findings indicate that the coherent waving motion observed

in vegetation and flow control studies is in fact a coupled instability, as opposed

to a purely fluid-driven response, and that this specific regime is triggered by a

lock-in between the fluid and structural natural frequencies.

9.2 Introduction

The dynamic interactions between fluid flows and arrays of slender structures play

an important role in a broad range of physical processes. In nature, the metachronal

motion of dense arrays of cilia serve a number of crucial physiological functions,

from cell propulsion [1] to particle regulation [24]. In industrial applications,

bioinspired designs based on slender structures are finding uses in areas such

as flow control [2, 9] and sensing [30]. Furthermore, the interactions between
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vegetation and fluid flows have important consequences in terms of agriculture [8]

and coastal protection [35].

In vegetative flows, the emergence of coherent waving motions between adjacent

plants is known to appear under certain conditions (see Figure 9.1). This phe-

nomenon is known as honami for terrestrial flows, and monami for aquatic flows.

This behaviour is initiated by the discontinuity in drag between the interstitial

flow within the canopy and the bulk flow over the top of the canopy, which

produces an inflection point within the velocity profile [76]. The inflection point

makes the flow susceptible to Kelvin-Helmholtz instabilities, which roll up to form

coherent vortical structures and propagate through the array [7]. The passage

of the vortices over individual plants causes a local deflection, which propagates

through the canopy with the flow structures. This is observed as a travelling wave

through the array.

Ghisalberti [7] suggests that the honami/monami effect is strictly governed by

the mixing layer instability, and that the waving motion is a forced response

to the Kelvin-Helmholtz vortices which are generated due to the inflectional

velocity profile. To support this, Ghisalberti performed experiments on a scaled

seagrass model and showed strong correlations between the velocity spectra,

waving frequency, and predicted frequency of the Kelvin-Helmholtz vortices, which

were estimated via:

fKH = Stn

(
u1 + u2

2θ

)
(9.1)

where Stn is the natural Strouhal number associated with mixing layers, θ is the

Velocity profile
Vortices

Free surface

Figure 9.1: Velocity profile and monami motion over a submerged canopy.
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u(z)

u1

u2

Δu

x
z

Figure 9.2: Mixing layer velocity profile with key quantities for Equation 9.1.

momentum thickness, and u1 and u2 are the low and high-stream velocities (see

Figure 9.2). Through theory and experiment, the natural Strouhal number is

known to be approximately Stn ≈ 0.032 [79]. The momentum thickness is given

by:

θ =

∫ ∞
−∞

[
1

4
−
(
u− 1

2
(u1 + u2)

u2 − u1

)2
]

dz (9.2)

Ghisalberti also noted that the observed waving frequencies were much lower than

the natural frequencies of the model plants. However, the values quoted for the

natural frequency of the plant models suggest the theoretical (undamped) natural

frequency was used for comparison. In the case of structures immersed in a flow,

the (damped) natural frequency is likely to be lower.

More recent studies have suggested that the structural properties do in fact

play a role in the waving instability. Py et al. [81] developed a simplified fluid

model combined with a flexible porous layer for the canopy. While the main

instability mechanism was still driven by the Kelvin-Helmholtz instability, the

model indicated that the characteristics of this instability are significantly modified

when the canopy compliance is considered. In a subsequent study, Py et al. [82]

used an image-correlation technique [10] to extract the wavelengths and frequencies

of the coherent structures over two different plant species (alfalfa and wheat).

These two species were selected as they share similar geometric properties (height

184



9.2 Introduction

and spacing) but different material properties (density and stiffness), and therefore

different natural frequencies. Interestingly, for both species, the waving motion

was found to occur near their own (damped) natural frequency. Moreover, this

was observed over the full range of tested wind speeds. Extending their previous

model [81], with increasing wind speed they observed a lock-in effect as the

frequency of the Kelvin-Helmholtz instability approached the natural frequency

of the canopy.

A similar lock-in effect has been observed in flow control applications, where

arrays of slender structures are used to augment the wake topology behind bluff

bodies. Favier et al. [2] used a homogenized porous layer model to examine the

effect of a row of passive flaps attached to the aft of a circular cylinder. Under

optimum conditions, they observed drag reductions of 15 % and reductions in the

lift fluctuations of 40 %, which they attributed to a stabilisation of the wake. In

the optimal regime, they observed a travelling wave through the array with a

frequency that matched the vortex shedding frequency. Several other studies have

also observed this travelling wave, and many report a lock-in at optimal conditions

between the travelling wave frequency and the shedding frequency [9, 86, 87].

While several studies have observed these coherent waving interactions, the mecha-

nisms which govern this behaviour, and their dependence on structural properties,

are not yet fully understood. To address this issue, this work investigates the

coupled interactions of a large array of slender structures in an open-channel

flow via numerical simulation. A direct modelling approach, whereby the indi-

vidual structures and their dynamics are fully resolved, is realised via a lattice

Boltzmann-immersed boundary-finite element model. For steady flow conditions

at low-moderate Reynolds number (Re = 80), the dynamic response of the array

is measured for a range of structural material properties. Both the mass ratio and

bending rigidity are varied over a range spanning two orders of magnitude, and the

ensuing response is characterised and quantified. The following sections provide

details and validation of the fully coupled numerical model. After introducing the

case, results are then presented and the main findings discussed, with a particular

focus on the coupled waving instability and its associated lock-in.

185



Chapter 9 Large Array of Multiple Flaps in an Open-Channel Flow

9.3 Methods

9.3.1 Lattice Boltzmann Method

The LBM has evolved over recent years to become an attractive alternative to

the Navier-Stokes equations. Derived from kinetic theory, the LBM relies on a

mesoscopic description of the fluid to compute its macroscopic behaviour. The

driving equation behind the LBM is the Boltzmann equation, which in its discrete

form is given by:

fi(x + ci∆t, t+ ∆t)− fi(x, t) =
∆t

τ
[f eqi (x, t)− fi(x, t)] + ∆tFi(x, t) (9.3)

where x are the spatial coordinates, t is time, ci is the ith component of the

lattice velocity vector, and Fi(x, t) is an external force discretised on the lattice.

The probability distribution function, fi(x, t), describes the proportion of fluid

molecules within an elemental volume located at x and time t moving with

velocity ci. Equation 9.3 can be split into two steps: a streaming step, where

the components of the distribution function propagate through the lattice along

discrete velocity links; and a collision step, where the distribution function relaxes

towards a local equilibrium. The relaxation time-scale, τ , is related to the (lattice)

viscosity via:

ν =

(
τ − 1

2

)
c2
s∆t (9.4)

where cs is the lattice speed of sound. The equilibrium function, f eqi (x, t), is a

function of local macroscopic quantities only, and can be obtained via a Taylor

series [121, 122] or Hermite polynomial [119, 123] expansion of the Maxwell-

Boltzmann distribution, giving:

f eqi (x, t) = wiρ

(
1 +

ci · u
c2
s

+
(ci · u)2

2c4
s

− u · u
2c2
s

)
(9.5)
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where wi is a velocity-specific weighting factor related to the discrete lattice. The

macroscopic quantities, ρ(x, t) and u(x, t) can be calculated by taking the leading

moments of the distribution function:

ρ(x, t) =
∑
i

fi(x, t) (9.6)

ρu(x, t) =
∑
i

cifi(x, t) +
∆t

2
f(x, t) (9.7)

The force density, f(x, t), is crucial for the present work as it provides the coupling

between the fluid and structural dynamics. Its Cartesian form is discretised on

the lattice to give [130]:

Fi(x, t) = wi

(
1− 1

2τ

)(
ci − u

c2
s

+
ci · u
c4
s

ci

)
· f(x, t) (9.8)

9.3.2 Finite Element Method

The present model adopts the corotational formulation of the finite element

method (FEM) to solve the structural dynamics. The main idea of the corotational

formulation is to decompose the motion of each element within the assemblage

into a rigid body motion and a purely deformational one [148]. This is achieved

by adopting two reference configurations: the initial (or reference) frame, and the

corotated (or local) frame which is attached to the element and moves with it.

The rigid body motion is measured with respect to the initial configuration and

can be arbitrarily large. On the other hand, the elemental deformation is measured

with respect to the corotated frame and is assumed to be small within the local

frame. In this regard, two sets of quantities are defined: the local quantities which

are measured with respect to the corotated frame, and the global quantities which

are measured with respect to the global coordinate system. In the formulation

of the system matrices which appear in the governing equations, the elemental

matrices are first calculated in the corotated frame before being transformed to
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the global coordinate frame, and then finally assembled into the global system

matrices.

Following Bathe [149], the equilibrium conditions governing the nonlinear Newton-

Raphson solution are:

MÜn+1,k + Kn+1,k∆Uk = Rn+1 − Fn+1,k (9.9)

Un+1,k+1 = Un+1,k + ∆Uk (9.10)

where n and k are the time step and iteration counters, M is the mass matrix, K is

the tangent stiffness matrix, R is the external load vector, F are the internal forces

within the structure, Ü are the nodal accelerations, and ∆U are the incremental

nodal displacements.

To advance in time, the constant-average-acceleration version of the Newmark

integration scheme is adopted. The solution at the next time step is obtained by

iterating within the time step. Once the incremental displacements, ∆Uk, are

found, the displacement at the next iteration is calculated via Equation 9.10 and

the tangent stiffness matrix and internal forces are updated. The iteration scheme

is converged once the incremental displacements become sufficiently small, after

which the solution is advanced to the next time step.

9.3.3 Immersed Boundary Method

The immersed boundary method (IBM) provides the link between the fluid and

structural dynamics. It relies on two separate grids to represent the fluid and the

boundary, which are independent of each other and non-conforming. The fluid is

defined on an Eulerian grid (the lattice), which is Cartesian and fixed in space.

The boundary, on the other hand, is represented on a Lagrangian grid, which is

curvilinear and free to move across the computational domain. The main idea

of the IBM is to mimic the effect of the boundary by introducing a source term

(force) in the governing fluid equations. These forces are calculated in such a way
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so that the fluid feels the presence of the boundary through this force, and the

no-slip condition is satisfied along the surface.

Since the two grids are separate from each other, communication between them is

crucial. Moreover, since they are non-conforming, this data transfer requires spe-

cialised interpolation/spreading operators. Specifically, the momentum field must

be interpolated from the fluid grid (Eulerian) to the boundary grid (Lagrangian),

and the resulting forces must be spread back from the boundary grid to the fluid

grid. The operators defining these communication steps are given by:

Φ(X) = I[φ(x)] =
∑
Ωs

φ(x) δ̃(x−X)∆x∆y∆z (9.11)

φ(x) = S[Φ(X)] =
∑
Γs

Φ(X) δ̃(x−X)ε∆q∆r∆s (9.12)

where x = (x, y, z), X = (q, r, s), φ is a quantity defined in the Eulerian frame, Φ

is the same quantity defined in the Lagrangian frame, and ε is a scaling factor

which ensures reciprocity between the interpolation and spreading steps [162].

Here, lower-case notation denotes values in the Eulerian frame, and upper-case

notation denotes values in the Lagrangian frame. The present work adopts the

three-point version of the discrete Dirac Delta function, δ̃, proposed by Roma

et al. [165].

The full LBM-IBM algorithm is given by Li et al. [163] and makes use of the fact

that the LBM forcing scheme [130] decomposes the velocity into a predicted and a

force-corrected term [157]. After one pass of the LBM equations, the macroscopic

fluid velocity can be written:

ρu(x, t) = ρu∗(x, t) +
∆t

2
f(x, t) (9.13)

where u∗ is the predicted velocity field. The density and predicted velocity field are

the only known quantities at this stage. Since the fluid velocity at the boundary

must equal the velocity of the boundary, Ub = I[u], then converting Equation 9.13
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into the Lagrangian frame gives:

I[ρ(x, t)]Ub(X, t) = I[ρu∗(x, t)] +
∆t

2
F(X, t) (9.14)

Since the velocity of the boundary, Ub, is known, Equation 9.14 can be rearranged

and solved for the corrective force density, F. The force is then transferred

back to the Eulerian frame via the spreading operator, S. Finally, the velocity

field is updated by adding the corrective force to the predicted velocity field

(Equations 9.13).

9.3.4 Fluid-Structure Coupling

To overcome the so-called added-mass instability at low mass ratios, a block

Gauss-Seidel implicit coupling scheme is adopted. This technique iterates over

the separate field solvers within the time step until the interface conditions are

met. However, this does not guarantee stability and the coupling scheme may

still converge slowly. Therefore, after each iteration the solution is relaxed by

combining the structural displacements at the current and previous iterations,

such that:

U = ωŨ + (1− ω)Uk−1 (9.15)

where U is the relaxed solution which is passed to the fluid solver, Ũ is the

displacement computed from the structural solver, and Uk−1 is the solution from

the previous iteration.

To accelerate the convergence of the coupling scheme, the relaxation factor is

adjusted dynamically according to Aitken’s delta-squared method [179]:

ωk = −ωk−1 (rk−1)T (rk − rk−1)

|rk − rk−1|2
(9.16)
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where rk is the residual vector, which is also used as a stopping criterion.

rk = Ũk −Uk−1 (9.17)

9.4 Validation

To validate the current approach, the model is tested against experimental data

obtained for an oscillating channel flow with a row of 10 flexible wall-mounted

flaps [20]. A schematic of the computational setup is shown in Figure 9.3. In the

original experiment, the flaps spanned most of the channel width and therefore

the flow can be considered 2D at the channel centreline. Table 9.1 presents the

experimental parameters; these values were also used as inputs for the numerical

model. The Womersley and Reynolds numbers are calculated based on the flap

length, and the reference velocity is given as the maximum centreline velocity

obtained for a clean channel (no flaps).

Figure 9.4 shows the experimental and numerical results for the streamwise tip

deflection of each flap. Overall the agreement is good; however, some slight

discrepancies are observed. These may be attributed to differences in the approxi-

mation of the experimental parameters. In particular, the bending rigidity of the

Table 9.1: Experimental parameters for validation case.

Parameter Symbol Value

Channel height H 6 cm

Flap height L 2 cm

Flap thickness h 1 mm

Fluid density ρf 1200 kg/m3

Kinematic viscosity ν 1× 10−4 m2/s

Flap density ρs 1200 kg/m3

Young’s Modulus E 1.2 MPa

Frequency f 1 Hz

Womersley number α 5

Reynolds number Re 120
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Periodic

boundary

Periodic
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No-slip wall

No-slip wall
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Figure 9.3: Schematic of computational domain for validation case.

flaps is extremely sensitive to the flap thickness, with EI ∝ h3. Another possible

explanation for the noted differences is 3D effects, due to the finite span of the flaps

in the experiment, which are not captured in the 2D simulation. Nevertheless, the

agreement is good and shows that the present model can reproduce the dynamic

motion of multiple wall-mounted flaps.
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Figure 9.4: Validation of present model. Streamwise tip positions for each flap
are compared against the experiment of Favier et al. [20].
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9.5 Simulation Setup

To limit the edge effects and isolate the waving instability, a large array of flaps is

tested. Figure 9.5 shows a schematic of the computational domain. The setup

consists of an open-channel flow with an array of 128 flaps. The flaps have a length

L and are equally spaced by 0.5L. The channel height is given by H = 3L, so that

the configuration resembles that of a shallow submerged vegetation canopy [77].

The inlet is placed 10L upstream from the array, whereas the outlet is placed

30L downstream. Preliminary tests indicated this was sufficient to limit the effect

of the boundaries on the global behaviour of the array and is in-line with other

studies of wall-mounted flaps at similar Reynolds numbers [212, 213].

The inlet velocity profile is set according to:

ux(0, y, t) = 1.5ū
y(2H − y)

H2
(9.18)

where ū is the mean (bulk) velocity. Zero-velocity initial conditions are set and the

inlet velocity is ramped up over a short period of time. This limits the appearance

of density waves, which arise due to the weakly compressible nature of the LBM.

A fixed pressure is set at the outlet, no-slip on the bottom wall, and a free-slip

(rigid lid) condition is used for the top boundary [15]. Based on the bulk velocity

and flap length the Reynolds number is 80. This was chosen from a preliminary

study, which indicated this is close to the minimum Reynolds number capable of

exhibiting waving instabilities.

For a fixed Reynolds number and geometry, the governing parameters are the

3L

10L

L

128 flapsVelocity

inlet

Pressure

outlet

Free-slip wall

No-slip wall 30L

Figure 9.5: Schematic of computational domain.
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dimensionless mass ratio and bending stiffness:

M =
ρsh

ρfL
, K =

EI

ρf ū2L3
(9.19)

In the following tests, five different mass ratios (denoted M1–5) and ten different

bending rigidities (K1–10) are tested. An initial parameter search identified an

appropriate range where a variety of behaviours were observed. These values are

distributed exponentially, such that:

Mm = 1× 10−1+
(m−1)

2 , m = 1 . . . 5 (9.20)

Kk = 5× 10−3+
2(k−1)

9 , k = 1 . . . 10 (9.21)

To compare the instability mechanism of the array, a similar range of tests are

performed for a single flap. Since the instability mechanism in this case is different

to that observed for the array, preliminary tests found that the range of mass ratio

given in Equation 9.20 did not yield significant dynamic motion for the single flap.

Therefore, the range of mass ratio in the single flap tests are shifted one order of

magnitude higher. To keep the numbering scheme consistent, the range of cases

for the single flap test are given by:

Mm = 1× 10−1+
(m−1)

2 , m = 3 . . . 7 (9.22)

Kk = 5× 10−3+
2(k−1)

9 , k = 1 . . . 10 (9.23)

therefore, both the single and array cases at MmKk share the same material

properties.

Each flap is discretised with 50 IBM markers/lattice sites (∆x = 0.02) and 20 FEM

elements. To ensure a configuration-independent solution, tests were performed on
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Figure 9.6: Array length and grid resolution tests. (a) Minimum, maximum
and mean flap deflection across the array for two configurations with 128 and 200
flaps. The values are extracted over a period of time spanning over 100 periods
of oscillation. (b) Tip angle over final 10 s, where NIBM is the number of IBM
markers/lattice sites used to discretise the flap.
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both the array length and the grid resolution. Figure 9.6a shows the range of tip

motion for each flap along the array for a representative case (M3K8) with 128 and

200 flaps. The tip angle is measured from the base of the flap as the angle between

the x-axis and the flap tip, so that θtip = arctan ((L+ δy)/δx), where δx and δy are

the tip deflections. As can be seen, there is little difference between the two cases

in terms of the range of tip motion. Both cases also show a significant deflection

for the first flap, which is entirely exposed to the force of the fluid. Furthermore,

for the 200 flap case there is little variation in the tip motion in the extended

region of the array (flaps 129 to 200). Although there is a slight decreasing trend

in the mean value towards the end of the array, this is relatively minor and the

range of motion seems unaffected. For this reason, 128 flaps was deemed sufficient

for the length of the array. Figure 9.6b shows the tip deflection for a representative

flap (number 100) for a range of tested grid resolutions. After a relatively large

shift in solution between the NIBM = 30 and NIBM = 40 cases, there is little

change with further increasing grid resolution. As such, the NIBM = 50 resolution

was selected for all further simulations.

9.6 Classification of States for Single Flap

Initially, the global behaviour of the system with respect to the parameter space

is examined for a single flap. Through observation of the flap dynamics, each case

is classified into one of four modes: static, flapping, period-doubling, or chaotic

motion. Figure 9.7 shows the parameter map for all tested cases (M3–7, K1–10).

Note that cases where large mass ratios were combined with low bending rigidities

(M6K1, M7K1), the large flapping motion resulted in the flap tip making contact

with the bottom wall or passing straight through it. While this did not always

result in stability problems (e.g. when the contact was brief), no contact model is

incorporated in the present model and so, to avoid possible pollution of the data,

results were not collected for these cases. This also happened for the M7K2 case;

however, the period of time before contact was made was sufficient to characterise

the motion.

Figure 9.7 shows dynamic states over only a small region of material properties.

In particular, it is evident that bending rigidity is stabilising while mass ratio

is destabilising. This is in line with the literature concerning the flapping flag
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M3 M4 M5 M6 M7

Figure 9.7: Parameter map with observed behaviour modes for single flap. The
range of mass ratio and bending stiffness is given by M3–7 and K1–10 cases.
Dashed line is shown to help distinguish boundaries.

problem, which report similar trends with regards to the stabilising/destabilising

effects of bending stiffness/mass ratio [13, 62]. It is expected that at larger mass

ratios the window of dynamic motion would continue to increase in size. However,

since the main purpose here is to compare the behaviour modes against the array

cases, which were conducted at mass ratios one order of magnitude lower than

the single flap cases, these larger mass ratios were not tested. Furthermore, it

is expected that the problems associated with the tip making contact with the

bottom wall would be exacerbated at larger mass ratios.

To help characterise the motion of the flap over the three dynamical states

(flapping, period-doubling, chaotic), Figure 9.8 shows the tip angle histories and

power spectra for each of these three states. Also shown are the phase plots, which

depict the tip trajectories based on the vertical velocity (δ′y) and displacement

(δy) of the tip. The chaotic case (M7K2) is plotted over a different time range,

since soon after this the flap tip made contact with the bottom wall. The phase

plots are taken over the same period of time as that given by the tip angle

histories. For the flapping case (M5K2), the flap motion is seen to have a regular

motion with constant amplitude and frequency. A small ‘kick’ in the tip motion is

observable at the extremities of the flapping cycle. This is especially noticeable in
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Figure 9.8: Tip angle histories, power spectra, and phase plots of vertical tip
motion for flapping (M5K2), period-doubling (M6K2), and chaotic motion (M7K2)
for single flap. The phase plots are taken over the same period of time as that
shown in the tip angle histories.

the phase plot. At the next mass ratio (M6K2), a regular flapping motion is still

observable. However, this now takes the form of a double-period cycle, with the

secondary motion obtaining a significantly lower tip angle. Finally, at the largest

mass ratio (M7K2) there is no clear pattern in the tip motion, with variations

in amplitude and frequency. Furthermore, both the power spectrum and phase

portrait are representative of chaotic motion, with the power spectrum showing

a wider distribution of power around the main frequency and the phase portrait

showing uncorrelated trajectories. It is interesting to note that the transition from

period-one, to period-two, then to chaotic motion would suggest a period-doubling
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cascade to chaos. However, a finer resolution of cases between these states would

be required to determine this.

9.7 Classification of States for Array

Figure 9.9 shows the classification of the behavioural states over the full parameter

space for the array. Through observation of the flap dynamics, each case is

classified into one of four modes: a static behaviour, a waving behaviour, an

irregular waving behaviour, and a flapping behaviour. Note that cases where large

mass ratios were combined with low bending stiffness (M5K1, M5K2, M5K3),

contact between adjacent flaps led to stability problems and so results were not

obtained for these cases. Examining the variation in behaviour with the structural

properties of the flaps shows a clear diagonally-banded region of waving motion.

Immediately either side of this are regions of static behaviour, which exhibit a

broad range of deflection values, depending on the bending stiffness. At large

mass ratio/low bending stiffness, a region of flapping behaviour is observed. This

M1 M2 M3 M4 M5

Figure 9.9: Parameter map with observed behaviour modes for array. Dashed
line is shown to help distinguish boundaries. The range of mass ratio and bending
stiffness is given by M1–5 and K1–10 cases. Therefore, these mass ratios are
shifted one order of magnitude lower compared to the single flap case.
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flapping mode will be discussed in detail later.

A distinction is made between the two types of waving motion: regular and

irregular. Figure 9.10 gives an example of what is meant by this classification.

Here, the tip angle history, power spectra, and phase portrait of the streamwise

tip deflection are shown for a representative flap along the channel. For the

case of regular waving, after the initial transient the motion of the flap settles

into a regular periodic motion with constant amplitude and frequency, which

corresponds to the passage of individual vortices over the flap. However, in the case

of irregular flapping, as well as the main high-frequency mode, there is a secondary

low-frequency dynamic. This causes large temporal and spatial variations in the

waving amplitude. This is especially evident in the power spectrum; which, as

well as showing a low frequency peak, has a wider distribution of power around

the high frequency dynamic. The phase portrait also helps to distinguish between

the regular and irregular flapping. Here, the streamwise tip deflection has been

plotted over a period of 150 s, which corresponds to approximately 15 and 30

periods of oscillation for these two cases, respectively.

Figures 9.11–9.12 show snapshots of the flow field and flap deflection for four

representative cases. For the first case (low bending stiffness), the behaviour is

observed to be static with a drag-reducing reconfiguration. No instabilities are

observed in the flow field or flap dynamics. However, as the bending stiffness is

increased, instabilities start to develop approximately a third of the way along the

channel, before rolling up to form large coherent vortical structures. The appear-

ance and behaviour of this instability depends heavily on the structural properties.

After an initial development length, these structures eventually establish a fixed

size. As the bending stiffness is increased further, the instabilities are suppressed

and the behaviour becomes static again, this time with small deflection. The

four states shown here are emblematic of the four characteristic states usually

used to describe vegetation behaviours. In order of decreasing flow speed, these

states are usually described as prone (static reconfiguration), strong coherent

swaying (regular waving), gentle swaying (irregular waving), and erect (static with

small deflection) [80]. While these states are described in terms of flow speed,

since the dimensionless bending stiffness is inversely dependent on flow speed

(Equation 9.19), the trends observed in Figures 9.11–9.12 are in line with those in

the literature.
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Figure 9.10: Tip angle histories, power spectra, and phase plots for regular
(M2K5) and irregular waving (M2K8). These results are obtained for the 100th
flap. The phase portraits are plotted over the final 150 s, corresponding to
approximately 15 (M2K5) and 30 (M2K8) periods of oscillation for these two
cases.
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(a) M2K1 (b) M2K5 (c) M2K8 (d) M2K10

Figure 9.11: Snapshots of out-of-plane vorticity and flap positions across the
whole array for four representative cases. (a) Static reconfiguration. (b) Waving.
(c) Irregular waving. (d) Static with small deflection.
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(a) M2K1

(b) M2K5

(c) M2K8

(d) M2K10

Figure 9.12: Enlarged snapshots of out-of-plane vorticity and flap positions for
four representative cases. (a) Static reconfiguration. (b) Waving. (c) Irregular
waving. (d) Static with small deflection.

Examining both the temporal and spatial patterns in the coupled dynamics is a

challenging task. Figure 9.13 provides a convenient method for examining such

patterns. For each flap along the array the instantaneous tip angle is plotted

with time. This allows easy observations of a range of properties describing the

system behaviour, including the development length, wavelength, frequency and

wave speed of the instabilities, as well as the global behaviour mode. Clearly

observable is the effect of bending stiffness and the resulting transition from static

reconfiguration, through the waving mode (with increasing frequency of motion),
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(a) M2K1 (b) M2K2

(c) M2K3 (d) M2K4

(e) M2K5 (f) M2K6

(g) M2K7 (h) M2K8

Figure 9.13: Contours of tip angle across the whole array for the final 100 s.
Clearly observable is the emergence of a regular waving motion which breaks
up at large bending rigidities. Furthermore, the narrowing of the waving bands
indicates higher frequency motion at large bending rigidities.
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Figure 9.14: Enlarged snapshot of out-of-plane vorticity and flap positions for
flapping mode (M4K1).

until a breakup of the spatial and temporal coherence through the array occurs at

large bending rigidity (irregular waving mode). Also noticeable is a narrowing of

the waving bands as the bending rigidity is increased. This indicates an increase

in the frequency of motion.

Figure 9.14 shows the contours of the out-of-plane vorticity and flap positions

for the flapping mode (M4K1). Clearly observable is the emergence of smaller

scale flow structures, which span a smaller number of flaps compared to the

waving mode. Furthermore, the snapshot of the flap positions indicates a different

deformation mode to the one observed in the waving cases. Figure 9.15 shows

snapshots of a representative flap profile over one cycle for both the waving and

flapping modes. For comparison, the flapping mode observed for a single flap on

its own is also shown. This figure clearly justifies the classification of the flapping

mode in the array behaviour. Both the single flap and the array show a clear

(a) M5K1 – Single

(b) M4K1 – Array (c) M4K8 – Array

Figure 9.15: Flap profile shapes for flapping and waving modes. (a) Single flap
in flapping mode (M5K1). (b) Array in flapping mode (M4K1). (c) Array in
waving mode (M4K8). For the array cases the 100th flap is extracted.
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necking behaviour in the profile snapshots. This is evidence of the mode-two

deformation that is associated with flapping motion. Although the bending rigidity

for these two cases is the same, the single flap shows a greater degree of deflection.

This can be attributed to the presence of the adjacent flaps in the array, which

help to impede the motion. Also noticeable is the fact that the waving motion

is dominated by mode-one deformation. As will be shown in Section 9.8, the

emergence of different deformation modes affects the frequency of the dynamic

motion.

Figure 9.16 shows the spatial and temporal variations in tip angle for the flapping

and waving modes. The first observation that can be made is the flapping mode

exhibits a larger mean value for the tip angle but a smaller amplitude of motion,

when compared to the waving mode. Furthermore, observations regarding the

frequency and wave speed can be made by examining the size of the waving bands.

The vertical distance between the bands gives the period of the motion, whereas

the angle (measured with respect to the time axis) of the travelling bands gives

the wave speed. While both these cases exhibit similar frequencies, the wave speed

is dramatically different, with a much lower wave speed observed for the flapping

case. Since the wavelength is related to the frequency and wave speed, this implies

the size of the flow structures are significantly smaller for the flapping case. This

observation is supported by examining the vorticity contours in Figure 9.14.

(a) M4K1 (b) M4K8

Figure 9.16: Contours of tip angle across the whole array for the flapping (a)
and waving modes (b).
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9.8 Frequency of Instability

Figure 9.17 shows the mean frequency of motion across the whole array for each

dynamic case. Several key observations can be made regarding this figure. First,

there is a large variation in frequency over the tested parameter space. This

indicates that there is indeed a coupled dependence of the mixing layer instability

on the structural properties of the array. Furthermore, the regular waving mode

seems to only exist within a well-defined frequency range (St = 0.1–0.2). To

estimate the frequency of the mixing layer instability, a rigid configuration was

tested and the steady-state velocity profile extracted. Using Equation 9.1, the

frequency of the mixing layer instability for this set of flow conditions was found to

be approximately StKH = 0.13. This falls within the range of the regular waving

frequencies and suggests that the governing mechanism for the dynamic motion is

a coupling of the mixing layer and structural natural frequencies. This may also

explain the transition to the irregular waving state, where the imbalance between

the two frequencies leads to competing behaviour between the fluid and flaps. For

a sample of selected cases, the time-averaged velocity field for the dynamic cases

was also used to estimate the mixing layer frequency. The range of predicted

values was found to be 0.1 to 0.15, which is within the observed range of regular

10
-3

10
-2

10
-1

10
0

0.05

0.1

0.15

0.2

0.25

0.3

Figure 9.17: Mean frequency (Strouhal number) across the whole array for each
dynamic case.

207



Chapter 9 Large Array of Multiple Flaps in an Open-Channel Flow

waving frequencies and thus further supports this finding.

Another observation from Figure 9.17 can be made regarding the three flapping

cases. These states do not follow the same trend as the rest of the cases. Instead,

they show much higher frequencies. This can be explained by the fact that the

main deformation mode for the flapping states is the second mode, which is

associated with higher-frequency motion. This further supports the claim that

this classification is indeed a flapping mode.

Also apparent from Figure 9.17 is the dependency of the waving frequency on

the structural natural frequency, with increasing frequency observed for low-

mass/high-stiffness cases. To test this, the damped natural frequency of the array

was measured by performing a free-oscillation test, whereby the array was placed

in a stationary flow with each flap given an initial deflection. At the start of the

simulation the flaps were released and left to oscillate freely. The results from this

test are shown in Figure 9.18. As expected, the structural mass has the effect of

decreasing the natural frequency, whereas the bending rigidity has the effect of

increasing it.
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Figure 9.18: Natural frequency of array measured by free (damped) oscillation
test. Note that the marker shapes are based on the states exhibited in Figure 9.17,
not the free-oscillation test.
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The damped natural frequencies obtained from the free-oscillation test were used

to normalise the frequencies obtained in Figure 9.17. Figure 9.19 shows the results

from this procedure. The normalisation collapses the data across mass ratios onto

a single curve. While this plot makes separating the type of waving motion more

difficult, it is clear to see that the waving motion occurs in a range of frequencies

that are close to the (damped) natural frequency of the array. Furthermore, this

ratio approaches one as the bending stiffness increases. This is likely due to the

increased bending energy stored in the flaps, which results in the natural response

of the structure dominating the motion. Also noteworthy is the large disparity

between the natural frequency and the observed frequency for the flapping cases.

This can be explained by the fact that the free-oscillation tests were set up so as

to measure the first natural frequency of the flaps, as opposed to the second mode

which dominates the flapping motion.
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Figure 9.19: Mean normalised frequency (f/fn) across the whole array for each
dynamic case.
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9.9 Transition Between States

To examine the transition over the full range of behaviours, extra cases were

run for the M3 mass ratio. The resulting states and frequencies are shown in

Figure 9.20. The full range of observed behaviours are shown here; starting

from static behaviour at low bending rigidities, moving to the flapping mode

with increasing bending rigidity, through another region of static behaviour, then

through the waving and irregular waving modes, before finally becoming static

again. Clearly observable is the jump in frequency between the flapping and waving

modes. Furthermore, right in the middle of the waving mode there appears to be

a plateau in frequency at approximately St = 0.11. Recalling from Section 9.8,

the predicted frequency of the mixing layer was found to be StKH = 0.1–0.15.

This plateau suggests a lock-in between the natural frequency of the array and

the frequency of the mixing layer instability. This further supports the claim that

the regular waving mode is triggered by a lock-in effect, whereas the other modes

are associated with asynchronous natural frequencies between the fluid and the

array.
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Figure 9.20: Mean frequency (Strouhal number) across the whole array for full
range of M3 tests.
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9.10 Conclusions

To investigate the coupled interactions between fluids and arrays of slender

structures, a large array consisting of 128 wall-mounted flexible flaps in an open-

channel flow has been studied via numerical simulation. The flaps were modelled

directly, so that local effects and interactions were captured. In particular, the

coherent waving interactions (honami/monami), and the mechanisms that drive

this instability, have been characterised over a range of mass ratio and bending

rigidity.

The results show a broad range of behaviours over the tested structural properties.

The coherent waving interactions (regular waving mode) were found to occur when

the damped natural frequency of the array approached the predicted frequency of

the mixing layer instability. As the natural frequency of the array departed from

the mixing layer frequency, different behavioural states emerged. For an increase

in natural frequency, the regular waving mode transitioned to an irregular waving

state, characterised by large spatial and temporal variations in the structural

response, before eventually transitioning to a static state with small deflection.

For a decrease in natural frequency, the waving mode initially transitioned into a

static state with moderate deflection. Further decreasing the natural frequency

led to a regime where the mixing layer frequency excited the second structural

mode. The observed behaviour in this regime was found to be similar to the

flapping behaviour exhibited by single flaps, and is characterised by small scale

flow structures. Finally, further decreasing the natural frequency eventually led

to another static regime, this time with large deflection.

These results suggest that the coherent waving motion commonly observed in

vegetation is in fact a coupled response between the fluid and the array, as opposed

to a purely fluid-driven instability. Furthermore, the regular waving motion is

linked to a lock-in between the natural frequencies of the fluid and structure. This

has important implications for flow control, where similar waving motions and

lock-in effects have been observed, and suggests the potential for tuning coupled

behaviour via modifying the natural frequencies.

Due to the large parameter space associated with these systems, there are several

possible avenues for future research. The effects of Reynolds number, flap spacing,

and blockage ratio are all worth investigating. Furthermore, incorporating het-
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erogeneity effects, such as spatial variations in flap length, spacing, and material

properties would provide results more applicable to real-world applications. More-

over, to test the robustness of the coupled instability and its associated lock-in,

unsteady flow conditions, due to gusting or oscillating flow, should be tested over

a range of frequencies.
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Conclusions

10.1 Summary

This thesis has described work towards direct modelling of arrays of slender

structures, where the individual structures, their dynamics, and the flow around

them are fully resolved. Specifically, the main aims were:

� to develop a numerical model that can simulate large arrays of slender

structures by fully resolving the individual structures and their dynamics

� to apply this model to multiple configurations involving arrays of slender

structures and characterise their behaviour over a range of input conditions

� to highlight key behavioural mechanisms (e.g. waving or lock-in) and re-

late them to the input parameters (such as flow conditions and structural

properties)

To address these aims, a lattice Boltzmann-immersed boundary model was de-

veloped and coupled to two different structural models: one based on the Euler-

Bernoulli beam equation, and the other based on the finite element method. This

model was then applied to a series of test cases, which progressed in scale from

a single flap in a periodic domain, to a small finite array, and finally to a large

array of flexible flaps. Over a range of flow conditions and structural properties,

the main behaviour modes were characterised and quantified.
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10.2 Conclusions

The main conclusions from this work can be categorised and summarised as

follows:

Single Flap in a Periodic Array

� Recirculation bridging at high Reynolds numbers

At high Reynolds numbers the recirculation region between the periodic

flaps fully bridged the gap. This led to the counterintuitive response of

decreased deflection for increased flow rate. Such behaviour would not be

captured by a homogenised model.

� Lag between structural response and imposed pressure gradient

Under oscillating flow conditions there was a lag between the structural

response and the oscillating pressure gradient, which reduced with increasing

Reynolds number. This can be attributed to the bridging of the recirculation

region, which enabled a faster response.

� Configuration is not suitable for examining large-scale behaviour

While this idealised case is relatively simple and efficient to compute, it

cannot capture flow structures that are larger than the periodic domain.

Furthermore, the phase lags between flaps also cannot be captured. This

makes the periodic configuration unsuitable for studying the typical be-

haviours associated with large arrays of slender structures, such as coherent

waving interactions.

Multiple Flaps in an Oscillating Channel Flow

� Waving motion is due to vortex passage
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The primary bulk vortex, which is a result of the finite array size, induces a

smoothly varying phase lag between the flaps as it passes over the array.

� Strong correlation between fluid and structure at low mass ratio

At low mass ratios the motion of the flaps follow the imposed fluid frequency.

This is evidenced by the tip motion and its spectral behaviour.

� Breakdown of coherence with increasing mass ratio

With increasing mass ratio the correlation between the fluid and structural

motion breaks down. At the largest mass ratio there is almost no correlation

between the fluid and structural motion.

Large Array of Multiple Flaps in an Open-Channel Flow

� Different behaviour modes for single flap and array of flaps

The dynamic states and stability boundaries are markedly different for a

single flap and an array of flaps. This confirms the instability mechanisms

are separate.

� Behavioural state depends strongly on material properties

This indicates the coherent waving motion is not a purely fluid-driven

instability, but is in fact a coupled response between both the fluid and the

array.

� Coherent waving motions are associated with a lock-in effect

This indicates that the coherent waving motion is a coupled instability that

is associated with a lock-in between the natural frequencies of the mixing

layer and the array.

� Flapping mode for high-mass/low-stiffness cases
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For high-mass/low-stiffness cases, the natural frequency of the array was

shifted sufficiently low so that the mixing layer instability excited the second

mode of the flaps. The deformation of the flaps in this regime is similar

to the flapping mode exhibited for single flaps, and is characterised by

small-scale flow structures.

10.3 Limitations

The main limitations of this work, and their significance, are described below:

� 2D simulations

The restriction to 2D simulations limits the applicability of the present

findings to cases where the out-of-plane effects can be neglected. Therefore,

while plate-like structures with negligible edge effects are considered within

the scope of this work, the present conclusions cannot be extended to hair-

like structures, which are characterised by highly 3D flow fields. Since many

of the real-world applications of slender structures can be described as hair-

like structures, this is a serious limitation of the present work. However, the

restriction to 2D cases allows a basic understanding of the main behaviours

before extending to more complex problems. Thus, it is a necessary step in

the path to understanding the complex 3D behaviour of slender structures.

� Low-moderate Reynolds numbers

For all of the cases described in this work, the Reynolds number was limited

to O(100). While there are additional modelling challenges associated with

simulating higher Reynolds numbers, this was not the primary reason for

imposing this constraint. Instead, the main reason was to simplify the

physics of the problem – the values used throughout this work were chosen

so that they were large enough to allow inertia-driven instabilities to develop,

while at the same time low enough to avoid instabilities due to transition

and turbulence affects. Since many applications involving slender structures

operate in regimes outside of this range, extending the present findings

to these applications is not possible. Although many studies on slender
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structures have reported a limited dependence on Reynolds number, it is

not possible to say the same for the cases described here without further

work. Furthermore, it is expected that below a critical value of Reynolds

number there will be no dynamic instabilities as viscous effects begin to

dominate the flow.

� Idealised cases

Another limitation is the idealised cases which have been adopted in the

present work. The assumptions of uniform spacing, length, and material

properties do not hold in real-world applications in general. Therefore,

it is difficult to translate these findings directly to real-world applications.

However, one of the advantages of the present method, which directly models

the individual structures, is that it can readily incorporate these effects.

� Confined flows

The cases described in this work have all been restricted to either internal

flows or open-channel flows with large confinement ratios. The main mo-

tivation for this was computational cost, since simulating external flows is

considerably more expensive, especially in the present approach which is

limited to a square lattice. Since many applications of slender structures

involve either external flows or internal flows with low confinement ratios,

this limits the applicability of the current findings. That being said, there

are some important applications that have been discussed which do have

similar configurations, such as aquatic vegetation.

� Small parameter space

Finally, although a large range of parameters were tested in the present

work, this is only a small portion of the parameter space. Therefore, it is

important to stress that the findings of the current work are only applicable

to the range of parameters that have been investigated.
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10.4 Future Work

To address some of the limitations discussed above, a number of possible avenues

for future work are available. The most obvious one is the extension of this

work to 3D. Not only will this provide a greater range of applicability, but it is

also likely to introduce a richer set of physical behaviours. However, given the

extra complexity associated with modelling 3D arrays of slender structures, initial

work should focus on extending current knowledge regarding the 2D behaviour.

The effects of Reynolds number, flap spacing, and blockage ratio are all worth

investigating. For very densely-packed arrays, where the contact between adjacent

structures is substantial, some form of collision model would need to be developed.

Furthermore, incorporating heterogeneity effects, such as spatial variations in

flap length, spacing, and material properties, or temporal variations in the flow

conditions, would provide results more applicable to real-world applications.

Moreover, since the present model can incorporate such effects readily, this would

provide a natural extension of the present work.
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Revell. LUMA: A many-core, Fluid-Structure Interaction solver based on

the Lattice-Boltzmann Method. SoftwareX, 7:88–94, 2018.

220



References

[23] R. Ghosh, G.A. Buxton, O.B. Usta, A.C. Balazs, and A. Alexeev. Designing

Oscillating Cilia That Capture or Release Microscopic Particles. Langmuir,

26(4):2963–2968, 2010.

[24] H. Masoud and A. Alexeev. Harnessing synthetic cilia to regulate motion of

microparticles. Soft Matter, 7(19):8702–8708, 2011.

[25] S. Weinbaum, J.M. Tarbell, and E.R. Damiano. The Structure and Function

of the Endothelial Glycocalyx Layer. Annu. Rev. Biomed. Eng., 9:121–167,

2007.

[26] B.M. Fu and J.M. Tarbell. Mechano-sensing and transduction by endothelial

surface glycocalyx: composition, structure, and function. Wiley Interdiscip.

Rev. Syst. Biol. Med., 5(3):381–390, 2012.

[27] J. Casas and O. Dangles. Physical Ecology of Fluid Flow Sensing in

Arthropods. Annu. Rev. Entomol., 55:505–520, 2010.

[28] S. Sterbing-D’Angelo, M. Chadha, C. Chiu, B. Falk, W. Xian, J. Barcelo,

J.M. Zook, and C.F. Moss. Bat wing sensors support flight control. Proc.

Natl. Acad. Sci., 108(27):11291–11296, 2011.

[29] M. Asadnia, A.G.P. Kottapalli, K. Karavitaki, M.E. Warkiani, J. Miao, D.P.

Corey, and M. Triantafyllou. From Biological Cilia to Artificial Flow Sensors:

Biomimetic Soft Polymer Nanosensors with High Sensing Performance. Sci.

Rep., 6:32955, 2016.

[30] A.G.P. Kottapalli, M. Bora, M. Asadnia, J. Miao, S.S. Venkatraman, and

M. Triantafyllou. Nanofibril scaffold assisted MEMS artificial hydrogel

neuromasts for enhanced sensitivity flow sensing. Sci. Rep., 6:19336, 2016.
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[100] T. Krüger, H. Kusumaatmaja, A. Kuzmin, O. Shardt, G. Silva, and E.M. M

Viggen. The Lattice Boltzmann Method: Principles and Practice. Springer

International Publishing, 1st edition, 2017.

[101] R. Benzi, S. Succi, and M. Vergassola. The Lattice Boltzmann Equation:

Theory and Applications. Phys. Rep., 222(3):145–197, 1992.

[102] D.A. Wolf-Gladrow. Lattice-Gas Cellular Automata and Lattice Boltzmann

Models: An Introduction. Springer-Verlag Berlin Heidelberg, 1st edition,

2000.

[103] S. Wolfram. Cellular Automation Fluids 1: Basic Theory. J. Stat. Phys., 45

(3-4):471–526, 1986.

[104] J. Hardy, Y. Pomeau, and O. de Pazzis. Time Evolution of a Two-

Dimensional Classical Lattice System. Phys. Rev. Lett., 31(5):276–279,

1973.

[105] U. Frisch, B. Hasslacher, and Y. Pomeau. Lattice-Gas Automata for the

Navier-Stokes Equation. Phys. Rev. Lett., 56(14):1505–1508, 1986.

[106] G.R. McNamara and G. Zanetti. Use of the Boltzmann Equation to Simulate

Lattice-Gas Automata. Phys. Rev. Lett., 61(20):2332–2335, 1988.
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Appendix A

Discretisation of Euler-Bernoulli

Beam Solver

A.1 Governing Equations

From Section 4.1, the discrete equations of motion are given by:

∆s2
[
Ds(T

n+1Dsx
n+1)−KBDssssx

∗ + Frx + F n
x

]
+ βx∗ − βxn+1 = 0 (4.7)

∆s2
[
Ds(T

n+1Dsy
n+1)−KBDssssy

∗ + Fry + F n
y

]
+ βy∗ − βyn+1 = 0 (4.8)

(∆sDsx
n+1)2 + (∆sDsy

n+1)2 −∆s2 = 0 (4.9)

Expanding the derivatives using standard finite difference formulas results in the
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following system of equations:

T n+1
i xn+1

i−1 − (T n+1
i + T n+1

i+1 + β)xn+1
i + T n+1

i+1 x
n+1
i+1 −

KB

∆s2
(x∗i−2 − 4x∗i−1

+6x∗i − 4x∗i+1 + x∗i+2) + ∆s2(Frx + Fx,i) + βx∗i = 0
(A.1)

T n+1
i yn+1

i−1 − (T n+1
i + T n+1

i+1 + β)yn+1
i + T n+1

i+1 y
n+1
i+1 −

KB

∆s2
(y∗i−2 − 4y∗i−1

+6y∗i − 4y∗i+1 + y∗i+2) + ∆s2(Fry + Fy,i) + βy∗i = 0
(A.2)

(xn+1
i − xn+1

i−1 )2 + (yn+1
i − yn+1

i−1 )2 −∆s2 = 0 (A.3)

for i = 0 . . . N .

A.2 Boundary Conditions

Free End

The boundary conditions at the free end (i = N) are given by:

T = 0,
∂2X

∂s2
= (0, 0),

∂3X

∂s3
= (0, 0) (4.10)
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A.2 Boundary Conditions

which, after discretising, give:



xN−1 − 2xN + xN+1 = 0 ⇒ xN+1 = 2xN − xN−1

yN−1 − 2yN + yN+1 = 0 ⇒ yN+1 = 2yN − yN−1

−1
2
xN−2 + xN−1 − xN+1 + 1

2
xN+2 = 0 ⇒ xN+2 = 4xN − 4xN−1 + xN−2

−1
2
yN−2 + yN−1 − yN+1 + 1

2
yN+2 = 0 ⇒ yN+2 = 4yN − 4yN−1 + yN−2

Ts=1 = 0

(A.4)

Fixed End

For a simply supported beam, the conditions at the fixed end (i = 0) are:

X = (X0, Y0),
∂2X

∂s2
= (0, 0) (4.11)

where X0 and Y0 are the spatial coordinates of the base. In discretised form,

Equation 4.11 gives:



x0 = X0

y0 = Y0

x−1 − 2x0 + x1 = 0 ⇒ x−1 = 2X0 − x1

y−1 − 2y0 + y1 = 0 ⇒ y−1 = 2Y0 − y1

(A.5)

In the case of a clamped beam, the conditions at the fixed end (i = 0) are:

X = (X0, Y0),
∂X

∂s
= [cos(θ), sin(θ)] (A.6)
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where θ is the clamp angle, with respect to the horizontal axis. In discretised

form, this gives:



x0 = X0

y0 = Y0

−1
2
x−1 + 1

2
x1 = cos(θ) ⇒ x−1 = X0 − 2 cos(θ)

−1
2
y−1 + 1

2
y1 = sin(θ) ⇒ y−1 = Y0 − 2 sin(θ)

(A.7)

A.3 Full System of Equations

After expanding and rearranging Equations A.1–A.3, the 3N variables, {T n+1
i , i ∈

[1, N ]}, {xn+1
i , i ∈ [1, N ]}, {yn+1

i , i ∈ [1, N ]}, are a solution of the 3N equations:



F n+1
1 = An+1

1 −Bn+1
1 = 0

F n+1
2 = An+1

2 −Bn+1
2 = 0

F n+1
3 = An+1

3 −Bn+1
4 = 0

...

F n+1
3N = An+1

3N −B
n+1
3N = 0

(A.8)
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where, for i = 1 . . . N :



An+1
3i−2 = (xn+1

i − xn+1
i−1 )2 + (yn+1

i − yn+1
i−1 )2

Bn+1
3i−2 = ∆s2

An+1
3i−1 = T n+1

i xn+1
i−1 − (T n+1

i + T n+1
i+1 + β)xn+1

i + T n+1
i+1 x

n+1
i+1

Bn+1
3i−1 = KB

∆s2
(x∗i−2 − 4x∗i−1 + 6x∗i − 4x∗i+1 + x∗i+2)−∆s2(Frx + Fx,i)− βx∗i

An+1
3i = T n+1

i yn+1
i−1 − (T n+1

i + T n+1
i+1 + β)yn+1

i + T n+1
i+1 y

n+1
i+1

Bn+1
3i = KB

∆s2
(y∗i−2 − 4y∗i−1 + 6y∗i − 4y∗i+1 + y∗i+2)−∆s2(Fry + Fy,i)− βy∗i

(A.9)

The boundary conditions from Equations A.4, A.5, and A.7 are substituted into

Equation A.9 as appropriate. The nonlinear system is then solved iteratively via

Newton’s multidimensional method to get the solution at the next time step.
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