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Heat transfer fluids are materials responsible for heat distribution, transfer and stor-

age. Their significance is undeniable - many technological processes cannot be carried out

without using heat transfer materials (for example due to overheating). These are usually

mixtures of many compounds, for example glycols, silicones or water. Today’s tech-

nologies constantly require more efficient, environmentally- and economically-friendly

solutions for heat transfer applications. It is necessary to know the full physicochemical

characteristics to design a new heat transfer fluid (mainly density, heat capacity, viscosity

and thermal conductivity). Nanofluids (mixture of a basefluid and nanoparticles) were

proposed as a solution for many industrial issues due to their enhanced thermophysical

properties (i.e. thermal conductivity) than pure liquids. Moreover, these enhancements

exhibit unusual features which make this group of materials interesting from molecular and

industrial point of view. Ionic liquids, task specific materials with tuneable properties were

repeatedly recommended as heat transfer fluids due to their specific properties (mainly low

vapour pressure, wide liquidus range, or non-flammability) caused by the ionic structure.

A very interesting material can be obtained by mixing ionic liquids and nanoparticles

where specific properties of ionic liquids are preserved, and thermophysical properties are

enhanced due to nanoparticles dispersion.

In this work, we investigated ionic liquid - based nanofluids from the experimental

and theoretical point of view, including imidazolium-, pyrrolidinium- and phosphonium-

based ionic liquids with several different anions, and multiwalled carbon nanotubes,

graphite, boron nitride and mesoporous carbon as nanoparticles, and also in mixtures

with water. As a final result, we assessed the molecular recognition of the thermophysical

properties enhancements in ionanofluids, developed the predictive models for physical

properties, compared all investigated systems to commercial heat transfer fluids.

The project was supported by King Faisal University (Saudi Arabia) through

a research fund from the International Cooperation and Knowledge Exchange Admin-

istration department at KFU. Cytec are thanked for the generous donation of the tri-

hexyl(tetradecyl)phosphonium chloride sample.
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Chapter 1

Theoretical Background

1.1 Ionic Liquids

Nowadays’ technologies and processes encounter a problem with chemicals that

are not environmentally friendly, or their thermal properties are insufficient for many

technical purposes. These factors drive chemists and engineers to search for new solutions

for many technological and environmental issues. Ionic liquid (ILs) have been examined

as alternative solvents and fluids which may provide a solution to these issues. [1–3] The

first discovered and experimentally approved IL was ethylammonium nitrate, by Walden

(1914). [4] There have been many studies on the molecular structure, properties and the

application of ILs since this discovery. [5–11] ILs are thought to be prospective materi-

als for many applications for example catalysis, [12] synthesis, [13] solar panels, [14]

lubricants, [15] luminescent materials, [16] supercritical fluids, [17] etc. The literature for

further reading on ILs include references [18–28].

1.1.1 Definition

During the Faraday Discussions on Ionic Liquids: From Fundamental Properties

to Practical Applications meeting, Professor Douglas R. MacFarlane raised many issues

related to ILs. [28] One of them was the definition of ILs. The most common definition is

that ILs are salts with melting point below 373.15 K. This is not a fully correct approach
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because of the following aspects: a) salt remains a single component while mixing several

components lowers the liquidus point forming the liquid phase; b) melting point of 373.15

K seems to be very limiting factor, as most industrial applications consider the temperature

higher than 373.15 K. Certainly it is beneficial if the medium has low melting point, for

example room temperature (room temperature ILs, RTILs). The most reasonable definition

proposed is that ILs consist entirely of ions. The ionicity can be induced by the purity

of the ILs (also explained on the basis of Walden rule in Experimental Section 2.2.5),

therefore, this is a very important property to be controlled and reported. MacFarlane et

al. (2009) investigated several different types of ILs and reported distinctive degrees of

ionicity, for example almost perfectly ionic ILs are [C3C1Pyr][Dca] and [C2C1Im][NTf2]

and a much less ionic IL is [P14,6,6,6][NTf2]. [29] Similar work was carried out by Fraser

et al. (2007), with the same result for [P14,6,6,6][NTf2], and reporting very weak ionic com-

pounds, such as [P14,6,6,6]Cl or [P14,6,6,6][Cyc] (term compounds has been used specifically

as the degree of ionicity is very low). [30]

1.1.2 Classification

ILs can be classified in order to their structure, type of anion or cation. The

most commonly used cations are imidazolium, [R1R2Im]+, pyridinium, [R1Pyr]+, pyrro-

lidinium, [R1R2Pyrr]+, quaternary ammonium, [NR1,R2,R3,R4]+, and quaternary phospho-

nium, [PR1,R2,R3,R4]+ (Figure 1.1.1). [31] While the most commonly used anions are sulfate

esters, [R1SO4]−, halide, X−, dicyanamide, [Dca]−, tetrafluoroborate, [BF4]−, hexafluo-

rophosphate, [PF6]−, or bis(trifluoromethylsulfonyl)imide, [NTf2]− (Figure 1.1.1). [31]

Moreover, ILs can be also classified in terms of the quantitative composition of cations

and anions: dicationic, [32] or dianionic, [33] etc.

The research interest of scientists on ILs is classified into 4 evolutions. The 1st

evolution, primarily developed by Angell, [34–36] and Moynihan, [37] reports the physical

properties of RTILs. The 2nd evolution is the recognition of ILs tuneable properties, the 3rd

evolution refers to the biological properties of ILs. Finally, the most recent 4th evolution

treats the ILs in solutions with other solvents. [28]
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Figure 1.1.1. Most common used cations (upper) and anions (lower) in ILs.

1.1.3 Interactions and Properties

ILs are characterized by short-range order and long-range disorder. The short-

range ordering is a combination of dominant Coulombic charge-charge interactions bal-

anced against the rotational and vibrational freedom of ions. [21] They can be treated

as an elaborate network of ions which is stabilized by electrostatic charges and hydro-

gen bonding. [31] Hunt et al. (2015) described plethora of types of hydrogen bonding

which can be found in ILs, i.e. simply neutral, ionic, doubly ionic, bifurcated traditional,

bifurcated-multiple anions, bifurcated/chelated single anion, chelated-traditional, chelated

from positions within same molecule, anion-anion, etc. [38] Matthews et al. (2015)

discussed the possibility of π-π interactions in imidazolium-chloride ILs clusters, and hy-

drogen bonding. [39] Their impact on physical properties is not negligible and is discussed

herein.

Most ILs have relatively a wide liquidus range. This property is caused by the

characteristic ionic structure of ILs, governed by Coulombic interactions and specific

interactions, such as hydrogen bonding. As an example, the liquidus range for [CnC1Im]

salts is typically over 573.15 K. [20] This range is much narrower for water (100 K) or

ethanol (192.6 K). [40]

One of the characteristic features of ILs is their very low vapour pressure. This has
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led to them being called green materials due to their low vapour toxicity/pollution and

their reduced flammability. On the other hand, this class of compounds is more difficult to

purify due to their low vapour pressure, in many cases impossible to distil under standard

conditions. Earle et al. (2006) proved that it is possible to distil ILs but this process

is very slow and occurs under very harsh conditions. [41] As described above, ILs are

sometimes described as green solvents due to their negligible vapour pressure, which

prevents the exposure of the solvent to the atmosphere and to the worker. However, it must

be considered that a release of ILs from industrial process into environment (i.e. ground

water) may be dangerous due to their toxicity. Moreover, the high stability of some ILs

can make them persistent pollutants in wastewaters. [42] Garcı́a et al. (2005) showed that

ILs, in general, have very poor biodegradability. [43] This is an issue due to the harmful

effect on bacteria, fungi or other organisms, instead of being degraded. This may also

result in bioaccumulation making them difficult to remove from environmental cycles.

ILs are expected to have an ionic conductivity which makes them reliable materials

for electrical applications. [44–46] This property depends directly on the structure of

ILs. Bulky cations tend to have lower conductivities due to larger size what results in

lower mobility (and ability to transport the charge). Overall, the ionic conductivity of ILs

is lower than that of conventional aqueous electrolytes solutions but similar to those of

solutions of inorganic electrolytes in aprotic organic solvents. [20]

Due to their low volatility, the upper limit temperature is reported as to thermal

decomposition temperature (ILs decompose before boiling). There are two types of

thermal stability: short-term and long-term. The first one is determined by applying

a relatively high heating rate in thermogravimetric analysis (TGA; 10 K min−1 to 20

K min−1). The second type of thermal stability is determined by applying a constant

temperature for longer time (2, 15 or 20) h. [47] Nevertheless, any considerations of the

long-term experiment must include the contribution of evaporation. It is well-known

that ILs have low vapour pressure, however, application of high temperature for a long

time may result in some weight loss. For instance, the vapour pressures at 500 K of

[C2C1Im][NTf2], [C2C1Im][MeSO3] and [C2C1Im][CF3SO3] are (0.10, 0.014 and 0.013)

Pa, respectively. [48, 49] While the vapour pressure at 373 K for water is 10132 Pa, or

101325 Pa for ethylene glycol at 470 K. [40]

The thermal stability is cation- and anion-type dependent. In terms of cation
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dependence on the thermal stability, the following sequence can be found (for compounds

based on N-atom, from most stable to least stable): [R1R2Pyrr]+, [R1R2Im]+, [R1Pyr]+,

[NR1,R2,R3,R4]+. [50–54] Increasing the alkyl chain length reduces the thermal stability.

This trend is assigned to weaker Coulombic interactions between cation and anion with

longer alkyl chain length leading to increased stability of the carbocation and carbon radi-

cals. This has been proved for imidazolium Cl−, [BF4]−, [PF6]−, [NTf2]−, [TfO]−. [55–58]

Imidazolium-based ILs with unsaturated alkyl chains exhibit lower stability than their

analogues with fully saturated alkyl chains. [59] [PR1,R2,R3,R4]+-based ILs are more stable

than their corresponding ammonium salts. In the series of phosphonium dicyanamide salts,

the decomposition temperature at which 10% weight loss occurs is even 100 K higher

than the corresponding ammonium salts. [49] Quaternary phosphonium ILs with fully

saturated alkyl chains are less stable than their corresponding salts with some unsaturated

alkyl chains, i.e. unsaturated allyltributylphosphonium salts [P4,4,4,(Al)][NTf2] are more

stable than the saturated analogues [P4,4,4,3][NTf2]. [49] The thermal stability of ILs with

different anions can be well-correlated with the anion hydrophobicity, since this is a

measure for the H-bonding capacity and often nucleophilicity. [55] The stability decreases

in the following order: [PF6]− > [NTf2]− > [BF4]− > [Me]− > I− > Cl− > Br− > F− >

[MeSO4]-. [47]

1.1.4 Synthesis and Purification

The synthesis and purification of ILs were extensively described in the work

of Wasserscheid et al. (2002), and the basic principles are presented herein. [21] The

synthesis of ILs is divided into two steps: formation of the desired cation, and anion

exchange (if needed).

The general procedure for imidazolium-based ILs is shown in Figure 1.1.2. Hol-

brey et al. (2002) proposed an efficient and halide-free synthesis (Figure 1.1.2, step 1.1)

which is based on the reaction of 1-methylimidazole, C1Im, with alkylsulfate, R2SO4,

or alkylcarbonate, R2CO3. [60] The first step of the general and most commonly used

procedure is shown in Figure 1.1.2 (step 1.2), where C1Im undergoes the reaction with

haloalkane, R1X, to form 1-alkyl-3-methylimidazolium halide, [C1R1Im]X. [60] This
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product is then treated (if desired) in the second step (Figure 1.1.2, step 2), where the

halide anion is exchanged with the salt containing the desired anion.

Figure 1.1.2. Schematic route of imidazolium-based ILs synthesis.

A similar procedure is applied for quaternary ammonium- and phosphonium-

based ILs. [61] In the first step (Figure 1.1.3a - phosphonium-based ILs, Figure 1.1.3b

- ammonium-based ILs), trialkylphosphine or trialkylamine undergoes reaction with a

haloalkane, to form a quaternary phosphonium or ammonium halide salt. In the second

step (Figure 1.1.3a - phosphonium-based ILs, Figure 1.1.3b - ammonium-based ILs), the

previously obtained quaternary halide salt is treated with the desired halide anion salt, to

obtain the desired quaternary cation-based ILs.

Figure 1.1.3. Schematic reactions for a) quaternary phosphonium-based ILs, b)

ammonium-based ILs. [61]
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It is of high importance to use starting materials as pure as possible, for example

distilling or crystallising the reagents prior to use. In many cases, the main impurities in

ILs are halides and water. [62] The most commonly used method to purify ILs is washing

(with solvent in which the IL is immiscible) and extraction (with dichloromethane or other

solvent, in which IL has excellent miscibility and the washing agent is immiscible). [21]

It is recommended to repeat the washing-extraction process 3-5 times, until no halide

is detected. This is commonly tested using silver nitrate titration of the washings/ILs.

The last step of purification is drying under high vacuum, when water and other volatile

solvents are removed.

Seddon et al. (2000) investigated the impact of impurities on the physical prop-

erties (density and viscosity). Firstly, even small amount of chloride can cause higher

viscosity. [62] In contrast, the effect on density is smaller. [62] On the other hand, water

is ubiquitous in ILs due to the impossibility of its complete removal. Moreover, ILs

are hygroscopic (even if the IL is hydrophobic). Water (and other solvents) causes the

viscosity to shift to lower values. [62] The impact with respect to the density of the ILs is

not that straightforward, and it depends on the density of salt. If the IL density is higher

than that of water, the presence of water lowers the density and vice versa.
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1.2 Nanoparticles

Nanotechnology has significantly increased the interests of scientists over the last

decade, mainly due to unique properties of such group of materials, described herein.

But also, they can provide new resources of applications, and interestingly improve the

efficiency of many processes. Even though it may seem that nanotechnology is a new

branch of science, and the first report was published by Norio Taniguchi from Tokyo

University in 1974, [63] it should be kept in mind that ’nanoparticles are not a new

discovery of science, nor are they an innovation, as regards their definition based on their

particle size or as a technical achievement. They have, however, always been components

of smoke’, as stated by Dirk Walter. [64] The literature for further reading on nanoparticles

include references [65–73].

1.2.1 Definition

The term ’nanoparticles’ is defined ambiguously. For example Mohanraj and Chen

(2006) defined them as particles with size below 1000 nm. [66] Whereas the pre-normative

ISO nomenclature recommendations (ISO / TS 27687) state that:

• nano-definition considered the range of (1-100) nm dimension;

• nano-objects are considered as one, two or three external nano-domain dimensions,

i.e. nano-plates have only one nano-sized dimension, nanofibers are two nano-sized

dimensions, and the third dimensional are significantly longer.

Other definitions (i.e. Health Canada or The National Industrial Chemicals Notifications

and Assessment Scheme) also fully cover the ISO definition. In 2010, the European

commission also took part in such discussion, and modified the ISO definition, as follows:

• nanoparticles with (1-100) nm size for at least 1% of their number size distribution;

• internal or surface structure in at least one dimension is in the size of (1-100) nm;
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• specific surface area (by volume) at least 60 m2 cm−3, excluding materials smaller

than 1 nm.

1.2.2 Specific Properties

Important definitions were discussed by Walter (2013) concerning these are pri-

mary particles, agglomerates and aggregates. [64] Primary particles are recognized with

many various shapes (spheres, cubes, rods), while those with undefined shape are called

bulky. A natural process is that primary particles prone to create larger units, called

agglomerates (usually due to adhesion forces, weak physical interactions). Agglomerates

are an assembly of primary particles, while the total surface area of these objects does not

differ from the summation of the surface areas of all primary particles. Therefore, many

consequences can be pointed out: agglomerates depend on the conditions of environment

(temperature and/or pressure), viability to destroy large agglomerates to smaller units. On

the other hand, aggregates are also an assembly of primary particles but created when

common crystalline structure of nanoparticles is formed (similarly to sintering). The

particles are aggregated in alignment to each other, so consequently, the total surface area

is smaller than the summation of all surface areas of all particles. The above consideration

may be crucial when considering some materials as nano-sized because the size of particles

can be reported as agglomerates. It can lead to wrong results, thus, attention must be paid

to this issue.

One of the characteristic property of nanoparticles is their high specific surface

area (the surface area per mass unit). The size of particles has a significant impact on the

surface area, i.e. the smaller the particles size the larger the surface area (Figure 1.2.1).

This, in turn, affects the thermal properties of such materials as the heat exchange is

enhanced with larger contact areas. [74] Surface area has significant contribution to many

other properties of nanoparticles, for example dispersity or, in case of TiO2 solutions, the

decrease of pH. [75] Heat transfer is a process in which the heat exchange occurs at the

surface of nanoparticles, thus materials with large surface area are expected to have higher

thermal conductivity and heat capacity. [74, 76] As Yurkov et al. (2007) proved, electrical

properties depend on the size of nanoparticles. [77] As defined above, nanomaterials are

expected to have size in the range of 1-100 nm. This definition is not always strictly
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applied as many materials cannot be prepared in such a size range. Surface morphology is

a term used to describe the nanoparticles shape, size, porosity, pores volume, pores width,

etc. Shape is also an important factor which must always be taken into account while

considering processes occurring at the surface of nanoparticles, such as heat exchange,

liquid-solid and gas-solid adsorption, or optical properties. All matter tends to minimize

their surface energy, and this is also observed in the case of nanomaterials in dispersion.

Their surface energy is an increasing function of the particle size decreasing which means

that they prone to form aggregates in which the surface energy is lower. [78]

Figure 1.2.1. The dependence of specific surface area on diameter of nanoparticles for

diamond, �, carbon black, � [79, 80].

The properties of nanomaterials vary extensively and depend on the type of

nanoparticles, their structure and individual factors. However, they exhibit unique proper-

ties in comparison to their micro-sized or bigger equivalents. Studies of Lu et al. (2005)

proved that the structure of carbon nanotubes has significant impact on their electrical

properties, they can be metallic or semiconductors. [81] Furthermore, Yurkov et al. (2007)

showed that the electrical properties of nanoparticles containing iron and cobalt depend on

38



the particles size. [77] The thermal conductivity of nanomaterials is usually very high, for

example Kim et al. (2001) showed that carbon nanotubes can have extremely high thermal

conductivities. [82] Nanomaterials exhibit very high strength and strain moduli which

makes them very good candidates for construction applications. Due to lattice defects,

most materials are found to exhibit different properties, i.e. graphite is fragile. [83]
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1.3 Nanofluids

The first notification of solid-liquid dispersion was reported in 1861 by Scottish

chemist Thomas Graham. [84] A new branch of science was then named colloids chemistry

with the investigated systems colloids. This branch of studies is very sophisticated in its

molecular understanding, and, generally, the colloids are naturally occurring, for example

wood (solid + liquid), asphalt (solid + liquid), milk (liquid + liquid) or styrofoam (solid +

gas). The literature for further reading on nanofluids include references [85–91].

1.3.1 Definition

The dispersion system remains physically discontinuous and it consists of two or

more phases: continuous phase (dispersing or dispersion medium) and fine suspended par-

ticles (dispersed phase). An important criterion for dispersion systems is the differentiation

in fineness degree of the substance, a degree of dispersion. This parameter is defined as the

ratio of dispersed phase surface to its volume: suspensions (>10−5 m or 10−7-10−5 m par-

ticles size for macroscopic or microscopic dispersions, respectively), colloids (10−9-10−7

m particles size) and proper solutions (<10−9 m particles size), for example nanofluids are

colloids with dispersed particles of 10−9 m in size. However, the distinction between them

is not strict, particularly, when the physical or chemical properties are considered. In the

case of colloids, all dispersed fine particles remain separate phase with a specific phase

volume and interface. However, every single particle is a kinetic unit with a particular

shape and size. A dispersed phase is usually thermodynamically unstable in comparison

to dispersing phase but it remains kinetic metastability (no observable changes within a

relatively long time due to protective layer on the particle). There are several characteristic

features of such defined systems:

• the particles of dispersed phase interact with each other via intermolecular forces

which are not saturated on the interface, and their order is significantly longer than

the interatomic distances;
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• dispersed phase has highly resolved interfacial surface of which properties are

determined by the interactions of system with the external electromagnetic or

gravitational fields;

• the chemical nature of particles is the same as the substance from which they

are originated. If the particles of the dispersed phase consists of many different

molecules, the molecules conserve the individual chemical and physical properties,

after they separate from each other.

1.3.2 Classification

Dispersion systems can be classified based on several criteria, i.e. the type of

interface created between the dispersed phase and the dispersing phase, size, shape and

physicochemical properties of dispersed phase. The thermodynamics of comminution

can be another parameter used to distinguish between them (spontaneous or energetically

supported). The most widely accepted classification is based on the physical states of

dispersing and dispersed phases, thus, on the type of interface and the aggregation (Table

1.3.1).

Table 1.3.1. Classification of dispersion systems based on physical states of dispersing

and dispersed phases.
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Another classification is based on the particle size distribution. As well as the

average particle size, the size distribution function is an important parameter to describe

particles in the dispersed phase. The system is called monodispersed when all particles are

of the same size (Figure 1.3.1a), otherwise the system is polydispersed (Figure 1.3.1c).

Nevertheless, the monodisperse systems do not occur so systems with relatively narrow

size distribution are considered as monodispersion (Figure 1.3.1b).

Figure 1.3.1. Size distribution functions of dispersion systems for a) strict

monodispersion; b) monodispersion; c) polydispersion.

Dispersion systems can be also one-shape (balls, sticks, discs) or poly-shaped

(several shapes in one sample, i.e. from spheres to discs-like). There can be distinguished

lyophilic colloids (water as dispersing phase), and lyophobic colloids. Lyophilic sys-

tems exhibit high affinity to the solvent, and the solvation shell makes them more stable.

Lyophobic systems are described as less attracting to the solvent, and they are stabilized

mainly by the electrostatically charged layers. In the meaning of dispersion process ther-

modynamics, they can be divided into micellar systems (also called association colloids

in which dispersed phase becomes scattered spontaneously due to weak intermolecular

interactions) and phase systems (also called dispersion colloids in which dispersed phase

becomes scattered by applying external forces, i.e. milling or ultrasound).
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1.3.3 Specific Properties

A significant role is played by the chaotic thermal motions of the dispersed phase

in dispersing medium, which is a result of the interaction of particles with dispersing

phase components. These motions, with zigzag trajectory, are stronger (so the velocity

of particles is also higher) with lower particle sizes, for example it is not possible to

observe this effect for millimetre-sized materials. This phenomenon is called Brownian

motion. This motion is insensitive to external stimuli (electrical, magnetic or gravitational

fields), the physical state of the dispersing medium and the dispersed phase. However,

temperature and viscosity have a significant impact. The mathematical foundations of

Brownian motion were proposed by Einstein and Smoluchowski. The authors derived an

equation which relates the mean square particle displacement in a direction, z2, occurring

at the same time period, t, during chaotic motions, with a diffusion coefficient, D: [92, 93]

z2 = 2Dt (1.3.1)

From the molecular point of view, the reason for the existence of diffusion is the same

as for Brownian motion, i.e. thermal motion. The diffusion coefficient is related to the

viscosity of the liquid, η, and the size of the particles (in this case radius), r, by the

following Einstein-Smoluchowski equation:

D =
kT

6πηr
(1.3.2)

Thus, it is possible to determine the diffusion coefficient experimentally, i.e. by scattering

methods, nuclear magnetic resonance or electrochemistry.

The characteristic properties of colloids are assigned to a specific light scattering.

Nevertheless, the light introduced to the system is both absorbed and scattered. However,

for the purpose of colloids unique properties discussion, it will be limited to only scattering

process, it means the changes in wave propagation direction without changing its length.

The scattering of light by colloids particles was first observed by Irish physicist John

Tyndall, thus, this phenomenon is called Tyndall effect (Figure 1.3.2). If the beam is

passed through the colloid, its intensity is decreased not only due to absorption but also

by the scattering on inhomogeneities (caused by the dispersed particles). This effect is
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usually very strong and can be easily observed with naked eye.

Figure 1.3.2. Tyndall effect.

Dispersion systems are usually thermodynamically unstable, and the only question

is about the kinetics, i.e. the time after the particles of dispersed phase aggregate and create

phase with a larger size, thereafter sedimentation occurs. If the attraction forces are domi-

nant, the particles aggregate quicker. Otherwise, the repulsion forces are dominant, the

particles move more freely, and system is usually more stable. The particles in a dispersed

phase have defined structure, shape and interface surface. There is an electrostatic potential

distribution near the interface of dispersed phase particles and dispersing phase due to

the presence of ions, dipoles, etc. Charged particles can be found in almost every system,

and it can be also caused by the ionic group dissociation, ions or dipoles adsorption onto

the interface surface. The structure of dispersed phase particles and scheme of potential

distribution are presented in Figure 1.3.3. The structure of this double layer is described

by the model proposed by Stern which is based on elementary theories of Helmholtz,

Gouy and Chapman. The term electrical double layer is an analogous to the parallel plate

capacitor. In the meaning of Stern model, the double layer is divided into two parts. The

first layer which is adhered to solid state particle, also called Helmholtz-Stern layer (or

adsorption layer). It usually has a thickness of ions which means that the counterions

accumulated close to the charged particle create bulk layer with a specific packing density.

The potential changes approximately linearly with the distance from the interface, and

on the border achieves some value, named electrokinetic potential (zeta potential). The

second layer is called Gouy-Chapman layer (or diffuse layer), and because of thermal

motions occurring in the system, the ordering becomes highly disturbed at some specific

distance. The changes of potential with the distance in this layer are non-linear. From the

above considerations, this phenomenon is called electrical double layer as it is built with
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two layers: the first one on the surface of particle, and the second one is the diffuse layer.

Figure 1.3.3. Structure of electrical double layer created on the surface of dispersed

phase particle.

The thickness of the diffuse layer is one the most important parameters which

characterizes the spatial range of electrostatic interactions, it depends on the concentration

and type of ions in the solution, increases with temperature and relative permittivity. The

stability of a dispersion system is not only dependent on the Coulombic interactions be-

tween charged particles but also electrostatic interactions of higher order, i.e. dipole-dipole

or van der Waals. Nevertheless, a colloid’s stability is strongly determined by the value

of the zeta potential. The meaning of zeta potential for other characteristic properties

of colloids is also discussed, herein. The absolute value of the zeta potential determines

directly the stability of colloids where higher values are proportional to stronger repulsion

forces and higher stability (Table 1.3.2).

Table 1.3.2. General description of colloids stability caused by the values of zeta potential.

Absolute zeta potential (mV) Stability

< 10 Rapid coagulation/flocculation

10-30 Slight stability/almost unstable

30-40 Moderate stability

40-60 Good stability

> 61 Excellent stability
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1.3.4 Heat Transfer in Nanofluids

The mechanism of thermal conduction in a gas is explained by a simple kinetic the-

ory of gases. The temperature is directly related to the kinetic energy of molecules where

higher temperatures result in higher kinetic energy (and higher velocity). Gas molecules

are in a continuous flow, colliding with each other. While transported from a cooler region

to a warmer region, they transport the kinetic energy and collide to molecules with lower

kinetic energy. Upon collision with slower molecules, they give up some of their energy

and increase the energy of lower energy molecules. The thermal conduction mechanism

occurring in liquids is qualitatively similar to that of the gas but it is more complicated in

the mathematical formalism. For most liquids, the thermal conductivity decreases with

temperature, with water as an exception. The mechanism of thermal conduction in a

solid is based on free electrons and atoms in a periodic lattice arrangement. The thermal

conduction occurs with two mechanisms: migration of free electrons and lattice vibration.

These two are additive but the migration is much more effective than vibration.

Nanofluids were repeatedly reported to have enhanced thermal conductivity and

heat capacity, in contrary to mixing theory. This behaviour was not fully explained, so far.

While thermal conductivity has been widely investigated in the literature and many theories

were proposed, [94–99] heat capacity remained abandoned for a long time. The main

point was focused about unusual enhancement caused by the addition of nanoparticles,

which have usually lower heat capacity than liquids. [100] Following the first approach to

describe this behaviour based on mixing theory for ideal gas mixtures, the heat capacity

should be a decreasing function of nanoparticles loading, which was later proved to be

wrong. [101] A further derivation leads to the assumption of thermal equilibrium between

the particles and the surrounding fluid by including the density of liquid and nanoparticles.

Still the reproducibility was very limited. [101] A meaningful theory was recommended

by Shin and Banerjee (2011). [74] The authors assigned the enhancement due to the

following three modes: a) resolved surface area of nanoparticles where the surface atoms

are less constrained in terms of bonding, and these vibrate with a lower natural frequency

and higher amplitude (resulting in higher surface energy); b) the interfacial interactions

between nanoparticles surface atoms and liquid molecules act as an additional energy

storage layer; c) the adhered nanolayers exhibit semi-solid higher physical properties than
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bulk liquid (i.e. density and heat capacity). The most recent work, reported by Hentschke

(2016), introduced the full mathematical fundamentals of the enhancement. [79] This

includes the interfacial layering, and some type of overlapping mesolayers. The phe-

nomena of thermal conductivity enhancement caused by the dispersion of nanoparticles

into liquids has been widely discussed in the literature, for example the mechanism was

explained by Brownian motion of nanoparticles, liquid layering at the liquid/particle

interface, nature of heat transport across nanoparticles, nanoparticle clustering, while the

interface layering was proven to be the most sensible explanation in a good agreement

with experimental and theoretical works. [102–108] Different various models were also

proposed to correlate the thermal conductivity enhancement and a number of reviews have

been published. [102–106]

1.3.5 Preparation

Nanofluids are not simply liquid-solid mixtures. Stable and durable colloids

require a specific and gentle preparation with a further treatment. For this reason, many

techniques for the preparation of the nanofluids have been developed. Those are divided

into two groups: one-step and two-step processes. [109]

In one-step methods, preparation of nanoparticles and their dispersing are being

done simultaneously. The main advantage of this process is the minimization of nanopar-

ticles agglomeration and increasing the stability of suspension. [109] Only low vapour

pressure fluids are appropriate for this process which is the main disadvantage, [109]

however, it is also associated with leaving the residual reactants (impurities) in the sus-

pension, mainly due to the incomplete reaction, which are difficult to remove. [110] The

major limitation is the oxidation of nanoparticles in contact with surrounding air. [111]

The methods used to prepare nanofluids through one-step process include the thermal

decomposition of organometallic precursors, [112] physical vapour condensation, [113]

chemical reduction, [114] submerged arc nanoparticle synthesis, [115] laser ablation, [116]

and microwave irradiation. [117]

In two-step methods nanoparticles are first prepared and then dispersed into the

basefluid. The dispersion is made by intensive magnetic force agitation, ultrasonic agita-
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tion, high-shear mixing, homogenizing, or ball milling. Two-step processes are the most

widely used due to large scalability and cost effectiveness. Otherwise, this is associated

with relatively high tendency to aggregate. It is mainly caused by very high surface

area and surface activity of nanoparticles, which, on the other hand, are the properties

desired for thermal application (causing enhancement of thermal properties). The first

step is based on nanoparticles preparation and purification. It is usually done by transition

metal salt reduction, ligand reduction and displacement from organometallics, microwave

synthesis or precipitation.
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1.4 Heat Transfer Fluids and Thermal Applications

The Romans are thought to be first people that used heat transfer fluids (HTFs)

in hot-air distribution systems to heat homes and public baths. [118] These materials are

probably one of the most important in everyday life, for example for heating and cooling

buildings, responsible for cooling in the refrigerator and freezer, solar panels, power

stations, etc. The literature for further reading on HTFs include references [119, 120].

1.4.1 Definition, Classification and Properties

HTFs are materials liable for absorption and transport of heat, storage of thermal

energy, and heat exchange. This definition covers a wide range of applications including

engines, radiators/air conditioners, electronics or welding, nuclear systems, solar water,

drilling, refrigeration, space, high-power lasers and biomedical application. [103,106,121]

The classification can be done in many different ways, for example temperature range of

operation: low temperature, up to 563.15 K (water, silicone polymers, glycols), medium

temperature, between 563.15 K and 863.15 K (mixture of phenylcyclohexane and bicyclo-

hexyl, terphenyl, synthetic hydrocarbons, alkyl substituted aromatic compounds, white

mineral oils), or high temperature, above 863.15 K (metals eutectics or liquid sodium).

The first consideration should be focused on the phase in which HTFs are being

operated - liquid, solid or gas. For some applications, phase change materials (PCM)

give the opportunity to modulate the heat transfer efficiency. [122, 123] The phase in

which HTFs operate depends on the type of application. Another important property is

the compatibility with the equipment, for example water is very corrosive, petroleum and

synthetic hydrocarbons with seals and gaskets made of ethylene propylene diene M-class

rubber and silicone. Another important factor is flammability, flash point and the type

of heating source because some materials might have low flash point, therefore, highly

flammable, which is not desired in, for example, gas fire boilers or electric resistance

heaters. A high impact on the cost of operation can be found for pumpability which

is influenced by the viscosity (materials with low dynamic viscosity are desired). The
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prospective HTFs must be also accessible to produce, obtain or replace with the respective

lowest cost. Moreover, these must not exhibit biotoxicity or the environmental impact

should be minimized. Durability and maintenance are other properties that need to be

considered, most HTFs are operated for at least 10 years with median of 20 years. The

impact of thermophysical properties (thermal conductivity, heat capacity, density and

viscosity) is also discussed in detail, herein.

1.4.2 Heat Transfer Fluids: State of the Art Review

The first group of HTFs are liquids. Almost all CSP plants incorporate HTFs

based on synthetic oils (i.e. Therminol VP-1 or Dowtherm A). The main limitations of

synthetic oils are low thermal stability (usually up to 673.15 K), high degradation over the

time, high cost and flammability. Molten salts can be also used as HTFs in power plants.

The most recognized liquid salt is Solar Salt composed of 60% NaNO3 and 40% KNO3

(by mass). [124] This mixture allows to operate from about 563.15 K (above solidification

point of 495.15 K) up to 873.15 K. Even though, molten salts have high density, their

specific heat capacity and thermal conductivity are low. The main issue in this type of

molten salts is that during the non-operational periods, the HTF would solidify which

causes serious damage to the equipment. Raade and Padowitz (2011) reported a quinary

molten salt (8% LiNO3, 6% NaNO3, 23% KNO3, 44% CsNO3 and 19% Ca(NO3)2 by

mass) with low melting point of 338.15 K and thermal stability of about 773.15 K. [125]

On the other hand, all above limitations can be overcome by using liquid metals or alloys

which have solidification point of usually below 273.15 K and thermal stability well over

1873.15 K. These also have outstanding thermal conductivity, heat capacity, density and

low viscosity. The exemplary HTF in case of liquid metals is sodium. The first application

of sodium was in 1988 by Small Solar Power Systems Project of the International Energy

Agency at the Plataforma Solar de Almerı́a. [126] The main disadvantage of liquid sodium

is a very strong exothermic reaction with water in which hydrogen is created. 22.2%

Na-77.8% K eutectic alloy is very attractive as HTF with melting point of 260.55 K and

boiling point of 1058.15 K. [127] 44.5% Pb-55.5% Bi eutectic alloy (LBE) does not

exhibit a disadvantage of chemical instability with water, it also has thermal stability of
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up to 1943.15 K. [128] However, the solidification point is 398.15 K and the corrosivity

are main drawbacks. [129] The other group of HTFs are gases. The main advantage is

that there is no operation maximum temperature of gases, but it is dictated by the equip-

ment limitations. The main drawback is that these have very low heat transfer efficiency.

Therefore, these materials are not very favoured due to low efficiency (due to low density

and thermal conductivity). The most popular gaseous HTF is air (available everywhere,

environmentally-friendly, free and safe to use). Other gases used as HTFs are helium,

CO2 or nitrogen, and they have better properties than air, the corrosivity is also reduced,

however, they are harder to work with and much more expensive. On the other hand, a very

recent report of solids application as HTFs in direct absorption receivers, can be found in

work of Wu et al. (2011). [130] The main difference in comparison to fluids is that the heat

is directly absorbed and transferred by solid through convection. The main advantages are

higher radiation absorption or significant heat capacity. [131] Solids are usually combined

with fluids and the solar absorption with sufficient heat transfer are achieved. In terms

of two-phase HTFs, phase change materials (PCM) were found useful, for example in

steam generators. [131] Supercritical fluids have been used in the industry for decades,

particularly supercritical H2O, s-H2O. [132] Due to high supercritical pressure (and as

a result cost of the equipment), [133] supercritical CO2, s-CO2, is more favoured. [134]

However, the evaporation process in case of s-H2O is reduced, therefore, more efficient

isobaric heat transfer occurs, and corrosivity is also lower. [133, 135]

Several authors included ILs in their general considerations for potential HTFs.

[136–140] Wu et al. (2001) considered ILs consisting of 1-alkyl-3-methylimidazolium

cations with various anions in terms of their heat capacity, and further heat storage capacity,

structure-property relationship, feasibility and economic analyses. The authors showed

that ILs might have very beneficial physical properties as HTFs. [141] Blake et al. (2002)

clarified the future challenges for HTFs which are thermal stability over 673.15 K and

acting as both heat transfer and storage fluid. [142] Moreover, the authors discussed the

application of ILs in parabolic trough solar thermal electric plants, and shown that low

freezing point is a very unique prospective property of ILs. Holbrey et al. (2003) presented

the comparison of 1-alkyl-3-methylimidazolium ILs and commercial HTFs, particularly

their heat capacities as prospective values. [143] Moens et al. (2003) showed key issues

of ILs for the development of HTFs (availability, cost, purity specifications, material
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compatibility, environmental safety and health issues, development costs and intellectual

property). [144] Van Valkenburg et al. (2005) investigated 1-alkyl-3-methylimidazolium

tetrafluoroborate ILs in terms of their physical properties (thermal stability, heat storage

and transfer), and proved that they might be a suitable replacement for conventional

HTFs. [145] França et al. (2009) carried out a careful economic analysis of ILs and com-

mercial HTFs. [146] Unfortunately, the authors concluded that for some ILs the estimated

cost for the shell and tube heat exchanger is twice higher than for commercial HTFs. Other

very important conclusion made by the authors is that the viscosity is the limiting factor

influencing the thermophysical cost of ILs as HTFs. A very extensive review prepared by

Chernikova et al. (2015) discussed good thermal stability, desired extremely low vapour

pressure, varied viscosity and corrosivity (for some ILs lower and for some higher). [147]

The main drawback was high cost of production and maintenance. Musiał et al. (2017)

presented the results of thermophysical properties of pyrrolidinium-based ILs and their

comparison to commercial HTFs over a wide range of temperature and pressure, and

showed that this class of ILs might be a real replacement for current HTFs. [148]

The first notification on ionic liquid-based nanofluids was published by Nieto de

Castro et al. (2010), in which authors introduced a new solution with unique properties

of ILs, along with enhanced thermal conductivity and heat capacity caused by dispersed

nanoparticles (in that case multiwalled carbon nanotubes). [149] Even though this very

specialized branch of nanofluids is relatively new, there are many publications on this

subject. Aforementioned enhanced thermophysical properties were repeated in further

reports for thermal conductivity, [14, 150–161] heat capacity, [14, 100, 152, 156, 160, 161]

density, [100, 158, 162] or viscosity. [152, 158] One of the most widely investigated po-

tential application of ionanofluids has been as lubrication materials due to their friction

reduction and antiwear properties, [163–170] wettability (not always an advantage), [165]

thermal stability, [165, 170] ionic liquid-induced stabilisation of nanofluids, [165, 170]

prevention against a tribocorrosion and steel oxidation. [165] Few authors considered

ionanofluids as HTFs, and the discussions were mainly based on thermophysical prop-

erties, [171–179] thermal stability, [171] rheological behaviour, [174, 180], thermal per-

formance, [173, 178–184] or in collar collectors based on their radiative and optical

properties. [177, 179, 185, 186]
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1.4.3 Thermophysical Properties

The most important physical properties responsible for the heat transfer efficiency

are volumetric heat capacity (specific heat capacity and density), thermal conductivity

and viscosity. Generally, we tend to have materials with as high as possible volumetric

heat capacity (so do specific heat capacity and density) and thermal conductivity, but low

values of viscosity. The heat transfer performance is represented by the combination of all

these properties instead of treating them separately. The most well-known approach was

established by Mouromtseff (1942) based on the Dittus-Boelter correlation, by estimating

so-called Mouromtseff heat transfer coefficient, Mo: [187]

Mo =
ρ0.8c0.33

p λ0.67

η0.47 (1.4.1)

Unfortunately, Mouromtseff assumed radial direction of transfer characteristics. To

properly describe the heat performance, thermal storage capacity, convective heat transfer

and hydraulic performance of pumping power need to be included. Murakami and Mikic

proposed other correlation by including all of the above factors in so-called figure-of-merit

(FOM): [188]

FOM =
ρ2.0c1.6

p λ1.8

η1.4 (1.4.2)

The comparison of all studied HTFs, to date, is summarized in Table 1.4.1. The FOM

values for several currently used HTFs were calculated.

Table 1.4.1. Comparison of figure-of-merit (FOM) ranges for several materials.

FOM (W2.4 m−4.4 K−3.4) Material

1018-1019 Liquid sodium [189]

1017-1018 LBE [190]

1015-1017 Water [40]

1013-1016 Commercial HTFs [191]

1013-1015 Supercritical H2O [40]

1011-1014 ILs [192]

1010-1013 Nanofluids [191]

109-1010 Air [40]
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It can be seen that liquid sodium exhibits the most efficient heat transfer, very

similar to LBE. This is mainly caused by high thermal conductivity and low viscosity for

liquid sodium, extremely high density, low viscosity and high thermal conductivity for

LBE. The other, probably the most renown, material is water which shows high efficiency

in terms of heat transfer due to very low viscosity, high heat capacity and thermal conduc-

tivity. There is a wide range of HTFs commonly used and commercially available, such

as Therminol VP-1, Dynalene HC-series or Dowtherm Q. The range of FOM for these

materials is classified as moderate and vary more than other groups due to several different

compositions of those materials (synthetic, organic compounds or mixtures with water).

Those based on synthetic and organic compounds have lower FOM, while water enhances

FOM values. Supercritical fluids have similar FOM to commercial HTFs, however, the

origin of this is different. In case of commercial HTFs, thermal conductivity, heat capacity

and density have the main contribution, while for supercritical materials the viscosity is

extremely low which influences FOM values significantly (even though other properties

are not prospective in terms of heat transfer). On the other hand, it can be seen that ILs

have lower FOM. The thermophysical properties of these are very similar to commercial

HTFs but the dynamic viscosity values are much higher which is the biggest disadvantage

of these materials. Nanofluids were also investigated in the same way. Even though the

addition of nanoparticles increases the thermal conductivity, heat capacity and density of

nanofluids in comparison to pure liquid, the viscosity also increases which overpowers

the other enhancements. The worst material in case of FOM is air with very low thermal

conductivity, heat capacity and density which are not comprised by low viscosity. It should

be noted that discussion based on FOM is very generalized because it does not include the

type of equipment but only physical properties.

Mendonça et al. (1981) presented a very detailed approach to compare the thermo-

physical properties of HTFs by economic estimation of heat transfer unit cost (for shell

and tube heat exchanger). [193] The procedure is described in Section 2.3.3. As ILs and

nanofluids are rather considered as replacements for commercial HTFs, the discussion

was also limited to this class of compounds. França et al. (2009) used this method to

compare ILs with commercial HTFs. The authors showed that the estimated heat transfer

unit cost incorporating ILs is twice as large as common HTFs, and the driving force for

that is significantly higher values of viscosity. The accuracy of determined thermophysical
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properties have an enormous impact on the heat exchange units design. This was also

investigated based on this methodology. For example, Mendonça et al. (1981) showed

25% of misestimation of the unit cost, [193] Nunes et al. (2003) studied the importance

of viscosity and thermal conductivity accuracy which might result in the heat exchanger

cost misestimation of 16%, [194] França et al. (2009) combined the uncertainties of all

four thermophysical properties and reported the misestimation of 15%. [146]
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Chapter 2

Experimental

2.1 Materials

2.1.1 Trihexyl(tetradecyl)phosphonium Carboxylate Ionic Liquids

Trihexyl(tetradecyl)phosphonium carboxylate ILs, [P14,6,6,6][RO], were synthe-

sized using the general anion exchange reaction (Figure 2.1.1). In this reaction, a quater-

nary phosphonium chloride salt undergoes the reaction with an anion exchange resin, and

the chloride anion is exchanged into hydroxide anion. To prevent the undesired reaction

of quaternary-phosphonium ILs in the presence of such nucleophilic species as hydroxide

(Figure 2.1.2), this process should be carried out in highly dielectric medium (ethanol,

methanol or water), where the hydroxide anion is stabilized by solvation. In the second

step, the hydroxide salt undergoes acid-base reaction with the appropriate carboxylic acid.

Figure 2.1.1. General reaction of carboxylate ILs preparation using the anion exchange

resin.

Figure 2.1.2. General reaction of quaternary phosphonium salts in the presence of

hydroxide anion. [1]
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Trihexyl(tetradecyl)phosphonium acetate, [P14,6,6,6][AcO] (CAS: 872700-58-8),

butanoate, [P14,6,6,6][ButO] (CAS: 1393375-56-8), hexanoate, [P14,6,6,6][HexO] (CAS:

1393375-57-9), octanoate, [P14,6,6,6][OctO] (CAS: 1393375-58-0), and decanoate,

[P14,6,6,6][DecO] (CAS: 465527-65-5), were synthesized using the above described method.

Trihexyl(tetradecyl)phosphonium chloride, [P14,6,6,6]Cl (Cytec Industries Inc., product

code: Cyphos IL-101, CAS: 258864-54-9, purity: >95%) was diluted with ethanol

(Sigma-Aldrich, absolute, CAS: 64-17-5, purity: ≥99.8%) to a concentration of 30 wt%.

Thereafter, the reaction mixture was treated with 60 cm3 of strongly basic anion exchange

resin (Alfa Aesar, product code: IRN-78, CAS: 11128-95-3). This was repeated at least

3 times (after each run, the resin in the column was replaced with a new portion) un-

til no precipitation using a silver nitrate test (CAS: 7761-88-8, Sigma-Aldrich, Purity

≥99.9999%) was obtained confirming complete anion exchange. In the second step, the

relevant carboxylic acid (acetic acid, SigmaAldrich, ReagentPlus, CAS: 64-19-7, purity:

≥99%, butanoic acid, Sigma-Aldrich, CAS: 107-92-6, purity: ≥99%, hexanoic acid,

Sigma-Aldrich, CAS: 142-62-1, purity: ≥99.5%, octanoic acid, Sigma-Aldrich, CAS:

124-07-2, purity: ≥99%, decanoic acid, Sigma-Aldrich, CAS: 334-48-5, purity: ≥98%)

was added in slight molar excess to the amount of chloride salt used in the first step to

solution of hydroxide salt in ethanol to obtain the acetate, butanoate, hexanoate, octanoate

or decanoate-based ILs, respectively,. The mixture was then heated at 328 K overnight

with stirring. The final product was purified under rotary evaporation and then dried under

high vacuum (10−3 Pa) at 338 K for at least 72 h. The description of all chemicals has

been summarized in Table A1 (Appendix A).

2.1.2 Imidazolium- and Pyrrolidinium-Based Ionic Liquids

The procedure for the synthesis of 1-octyl-3-methylimidazolium bis[(trifluorometh-

yl)sulfonyl]imide (CAS: 178631-04-4), [C8C1Im][NTf2], can be found in reference [2].

The structure of this IL can be found in Figure 2.1.3. Following the synthesis, the IL was

washed with deionised water (18 MΩ cm) 5 times (until no precipitation using a silver ni-

trate test was obtained) and dried under reduced pressure at 328.15 K. The [C8C1Im][NTf2]

was then dried under high vacuum (10−3 Pa) at 328.15 K for at least 72 h. The purity

64



of this compound was summarized in Table A1 (Appendix A). This IL was selected to

calibrate the KD2 Pro Thermal Properties Analyzer (thermal conductivity measurement)

as the properties of this compound have been accurately investigated in the literature. [3]

1-Butyl-3-methylimidazolium dicyanamide (CAS: 448245-52-1), [C4C1Im][Dca], and

1-butyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide (CAS: 174899-83-3),

[C4C1Im][NTf2], were bought from Merck (purity ≥98%, ≥0.01% halides, catalogue

number: 4900150500) and Sigma-Aldrich (purity ≥98%, catalogue number: 711713),

respectively. 1-Butyl-1-methylpyrrolidinium bis[(trifluoromethyl)sulfonyl]imide (CAS:

223437-11-4), [C4C1Pyrr][NTf2], 1-hexyl-3-methylimidazolium hexafluorophosphate

(CAS: 304680-35-1), [C6C1Im][PF6], and 1-ethyl-3-methylimidazolium ethylsulfate

(CAS: 342573-75-5), [C2C1Im][C2SO4], were synthesized in-house following the proce-

dures available in the literature. [4–6] All the ILs were washed 3-5 times with ultrapure

water (18 MΩ cm), and extracted with dichloromethane. Thereafter, the ILs were dried

under high vacuum (10−3 Pa) and elevated temperature (333.15 K) for at least 72 h. All

the IL structures are presented in Figure 2.1.3

Figure 2.1.3. Structures of the investigated ionic liquids.
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2.1.3 Purity Assessment of Ionic Liquids

The final purity of the ILs was assessed by 1H, 13C and 31P NMR (B400 Bruker

Avance III 400 MHz, ILs dissolved in CDCl3), Karl Fisher titration (Metrohm 899

Coulometer with 803 Ti Stand and Hydranal Coulomat AG) and CHNS elemental analy-

sis (for carbon and hydrogen content, Perkin Elmer PE2400CHNS). The water content

was checked prior to and after each of the thermophysicochemical measurements. To

determine the standard uncertainty of the measurement, 3 independent measurements of

water were carried out, and the error was assigned as the standard deviation. However, no

significant changes in the case of the water content after the measurement were observed

(the measurement cells were completely sealed against the atmosphere), even in case of

mixtures with water. The results of the NMR and elemental analyses are included in Table

A2 (Appendix A).

The water content for the trihexyl(tetradecyl)phosphonium carboxylate ILs and

their mixtures with water are presented in Section 4.1, those used in ionanofluids have

water content of < 100 ppm. In case of imidazolium- and pyrrolidinium-based ILs and

ionanofluids with these ILs, the water content was < 200 ppm. The halide content in the

ILs was checked by the silver nitrate test (< 5 ppm). [7–9]

2.1.4 Nanomaterials

Multiwalled carbon nanotubes (MWCNT) used in this work are Bayer Material

Science Baytubes C150 HP (CAS: 308068-56-6, purity ≥99%, 3-15 number of walls,

13-16 nm outer mean diameter, 5-20 nm outer diameter distribution, 4 nm inner mean

diameter, 2-6 nm inner diameter distribution, 1-10 mm length, 140-230 kg m−3 bulk

density; according to the specifications provided by the supplier). Hexagonal boron ni-

tride (BN, CAS: 10043-11-5, purity ≥99.8%, 70-80 nm size, 2290 kg m−3 theoretical

true density, <0.03% Fe2O3, <0.002% CaO, <0.04% MgO, <0.1% B2O3), graphite (G,

CAS: 7782-42-5, ≥99.9% purity, 400-1200 nm size, <0.1% impurities, ∼0.2% water) and

mesoporous carbon (MC, CAS: 7440-44-0, purity: 95%, 20-40 nm APS, <5% water,

<2 % ash, 7-10 pH) were obtained from US Research Nanomaterials, Inc. Before the
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preparation of nanofluids, boron nitride and graphite were processed by using ball milling

to reduce the particles size (Retsch Mixer Mill MM 400, frequency 20 Hz, 3 times for

1800 s). The size of the particles was ascertained using scanning electron microscopy (650

FEI Quanta FEG, 15-20, <90, <100, and <50 nm for carbon nanotubes, boron nitride,

graphite and mesoporous carbon, respectively, Figure 2.1.4), and with light scattering

(Malvern Mastersizer, dispersion with water, stabilized with sodium laureth sulfate as

anionic surfactant, refractive index of 1.330 for water, 1.650 for boron nitride and 2.420

for all carbon-based nanomaterials; 26.60 ± 0.15 nm, 154.5 ± 1.7 nm, 159.1 ± 3.1 nm and

46.23 ± 0.62 nm for carbon nanotubes, boron nitride, graphite and mesoporous carbon,

respectively, Figure 2.1.5a). The purity of nanomaterials was checked with X-ray diffrac-

tometry (X’Pert Powder PANalytical, 15-90◦scan range, 0.0084◦scan step size, Figure

2.1.5b). The specification of nanomaterials is summarized in Table A1 (Appendix A).

Figure 2.1.4. Scanning electron microscope images for: a) carbon nanotubes; b) boron

nitride; c) graphite; d) mesoporous carbon.
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Figure 2.1.5. a) Nanoparticles size distribution derived from laser diffraction; b) XRD

patterns with maximum of the diffraction peaks and assigned characteristic Miller indices

in the brackets; for multiwalled carbon nanotubes, � and , graphite, and , boron

nitride, N and , mesoporous carbon, � and .

2.1.5 Ionanofluids and Mixtures with Water

Manufacture of ionanofluids is a very delicate process and requires careful treat-

ment. The same protocols used previously to produce reproducible nanofluids have been

applied, herein. This was also applied in this work: after the nanoparticles were added

to ILs, 30 min of magnetic stirring was applied, prior to the 1 h of sonication required to

the formation of nanofluids instead of so-called bucky gels, and the nanoparticles agglom-

erates breaking down. To protect the mixtures against water absorption from the air, the

whole procedure was performed under high vacuum: after the addition of nanoparticles to

ILs, the mixture is subjected to the high vacuum to remove trapped air in nanoparticles

and some residues of water introduced, afterwards, the mixture is transported to measuring

cells in the glovebox purged with inert gas nitrogen. To produce the water-saturated ILs,

the same volume of IL and deionised water (18 MΩ cm) were mixed together and sealed

to prevent evaporation. After stirring vigorously for 30 min, the mixture was left for 48 h

to fully saturate and phase separation at 298.2 K using a thermostatic oil bath. The water

content was checked in a regular basis, and 48h were found enough to fully saturate the

ILs (no change in the water content in IL phase). The IL layer was then separated by

decantation, and water content measured by the Karl Fischer titration.
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2.2 Techniques

2.2.1 Thermal Conductivity

Basic Principles

When a constant temperature difference on the medium layer borders of thickness

l is caused by a contact with heater (T1) on the first side, and cooler (T2) on the other side

(Figure 2.2.1), the temperature gradient, ∇T, is made, where ∇ is the Nabla operator, and

the value of ∇T is, generally, changing from point to point.

Figure 2.2.1. Schematic definition of heat transfer on the basis of Fourier’s law.

If the medium is homogenous on the thickness of l, the gradient is constant:

|∇T | =
T2 − T1

l
(2.2.1)

The heat is transferred through medium flat parallel layer of area segment in direction x in

time t, and is expressed with the energy flux flow, Qx:

Qx = −λ
dT
dx

(2.2.2)

where λ is thermal conductivity coefficient. Or the amount of heat transferred through a

homogenous layer:

|QU | = −λ
T2 − T1

l
(2.2.3)
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The thermal conductivity coefficient, λ, is a characteristic property of each substance in its

physical state, as well as its phase. The thermal conductivity coefficient is also temperature

dependent. Materials with the highest thermal conductivity are solids, then liquids and the

worst conductive are gases.

Techniques

There is a wide range of many techniques which allows the determination of the

thermal conductivity coefficient. Steady-state methods are performed when the tempera-

ture of studied material is constant, or the temperature difference is statistically negligible

over the time. This makes the data analysis simpler to obtain a value of thermal conduc-

tivity coefficient. While the main disadvantage is the difficulty in constructing a proper

equipment for this type of measurement. Within this group, we can distinguish cylindrical

cell [10] and steady-state parallel-plate. [11] Thermal comparator, the basis of this tech-

nique is a calibration curve of thermal conductivity as a function of voltage caused by

the temperature increase. [12] Non-steady state methods (transient techniques) are based

on the studies of a signal as a function of time, instead of obtaining constant signal. The

main advantage is that the measurement can be done relatively quickly. But the analysis

of signal as a function of time is a complex issue. Within this group, we can distinguish

thermal constants analyser, [13] temperature oscillation, [14] 3ω technique, [15] and

transient hot-wire. [16]

Transient Hot-Wire Method

The transient hot-wire method has been primarily invented by Horrocks and

McLaughlin (1963), [16] and established by Healy et al. (1976), [17] with further devel-

opment by Watanabe (2002). [18] A model of transient hot-wire is based on an infinite

line source of constant energy flux, Q, per unit length applied step-wise at t = 0, infinite

incompressible medium with constant density, ρ, thermal conductivity, λ, and specific

heat capacity, cp, of constant thermal diffusivity, κ:

κ =
λ

ρcp
(2.2.4)
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The basic problem is ruled by the general Fourier heat-conduction equation:

ρcp
∂T
∂t
= λ∇2T (2.2.5)

where cp, ρ, λ are the functions of temperature:

λ = λt=0(1 + a∆T) (2.2.6)

cpρ = (cpρ)t=0(1 + b∆T) (2.2.7)

κ =
λ

ρcp
= κt=0[1 + (a − b)∆T] (2.2.8)

where a and b are fitting parameters, and ∆T is the temperature rise relative to Tt=0. After

applying these functions, the heat equation has the following form:

∂(cpρT)
∂t

= ∇[κ∇(cpρT)] (2.2.9)

The above equation is also known as the diffusion equation for the flux of heat energy

distributed in the medium. As described above, ρcp usually remains constant, then:

cpρ
∂T
∂t
= ∇(λ∇T) (2.2.10)

It is worth mentioning that equation (2.2.9) is more accurate than equation (2.2.10) due to

the ρcp assumption. When equations (2.2.6), (2.2.7) and (2.2.8) are inserted into equation

(2.2.10), and the temperature is expressed as ∆T=T-Tt=0:

(cpρ)t=0(1+ 2b∆T)
∂∆T
∂t
= λt=0[1+ (a + b)∆T]∇2(∆T)+ λt=0(b+ a)

(
∂∆T
∂0.5d

)2
(2.2.11)

where d is the diameter of the wire. Equation (2.2.11) is equivalent to the equation obtained

after revising equation (6.50) in work of Watanabe (2002) [18] – it means introducing

factor 2b instead of b on the left-hand side and (a + b) instead of a on the right-hand side

of the equation. Commonly λt=0 is omitted and then equation (2.2.11) takes the following

form:
∂∆T
∂t
= κt=0

{
[1 + (a + b)∆T]∇2

∆T + (a + b)
(
∂∆T
∂0.5d

)2
}

(2.2.12)

It can then be found that, that for certain boundary conditions, the equation for the tempera-

ture rise in the hot wire for times t such that the Fourier number,
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(16κt=0 t)/(d2 eE )� 1, where eE = 1.78107, E is Euler’s constant:

∆T(t) =
Q

4πλt=0

(
ln

16κt=0t
d2eE

)
− 0.5(a + b)

(
Q

4πλt=0

)2 (
ln

16κt=0t
d2eE

)2

+(a − b)
(

Q
4πλt=0

)2
ln 4

(2.2.13)

The above equation can be used to calculate κt=0, λt=0 at the temperature Tt=0 by fitting

experimental data. The final values of experimental thermal conductivity, λexp, and exper-

imental thermal diffusivity, κexp, are usually calculated from the following approximate

expression:

∆T(t) =
(

Q
4πλexp

) (
ln

16κexpt
d2eE

)
(2.2.14)

Experimental Procedure

The equipment used for the thermal conductivity measurement was a KD2 Pro

Thermal Properties Analyzer (Decagon company), based on the transient hot-wire princi-

ple. The sensor used was KS-1 (6 cm length, 1.3 mm diameter). The sensor was inserted

into a vial containing the sample (∼30 cm3) during measurement. The whole system

was sealed to prevent any leakage to the environment or water absorption. The whole

system was wrapped with cotton wool in case of any vibrations caused by the flowing

fluid. Then the wrapped system was immersed in an oil bath circulator (Grant TC120,

filled with 50 vol% ethylene glycol/water, thermal stability ± 0.05 K and uniformity ±

0.1 K). The time gap between each measurement was at least 15 min. To obtain valuable

and precise data on the thermal conductivity, a calibration was performed. Whereas the

standard uncertainty u of temperature is u(T) = 0.05 K.

A range of methods for the thermal conductivity have been reported previously

and, in the present work, special attention was paid to the calibration and measurement

of the reported materials, herein. [19, 20] It is well-known that the results of the thermal

conductivity measurement may be affected by many factors, i.e. temperature, viscosity,

electrical and ionic conductivity. Thus, for the calibration purpose, a series of different

liquids were chosen – water (ultrapure obtained by using Barnstead Nanopure Diamond,

purity: 18 MΩ cm), toluene (Sigma-Aldrich, ACS Reagent, CAS: 108-88-3, purity:
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≥99.5%, water content: 0.150 wt%), glycerine (Sigma-Aldrich, for molecular biology,

CAS: 56-81-5, purity: ≥99%, water content: 0.138 wt%), 50 wt% glycerine/water, 2.702

mol kg−1 sodium chloride/water (Sigma-Aldrich, ACS Reagent, CAS: 7647-14-5, purity:

≥99%). In the final step, the calibration procedure was checked by thermal conductivity

measurement of [C8C1Im][NTf2]. 10 measurements of each substance at each temperature

were performed. The output data from KD2 Pro contain, inter alia, temperature, thermal

conductivity and error of the thermal conductivity. These data are further used for the

calibration. The calibration constant, K, is defined using equation:

K =
λexp

λreal
(2.2.15)

where subscripts exp and real refer to experimental and real values, respectively. The final

experimental value is given as the average (and the standard uncertainty as the average of

those determined in the measurement). The standard uncertainty of K is calculated based

on the chain rules of differentiation as shown in the following equation:

δK =
���� ∂K
∂λexp

���� δλ2
exp +

���� ∂K
∂λreal

���� δλ2
real =

�����δλ2
exp

λreal

����� +
�����λexpδλ

2
real

−λ2
real

����� (2.2.16)

where δ indicates the standard uncertainty. The final value of K is used as the average of all

determined constants (as well as the standard uncertainty). To use the above considerations

in practical issues, it is recommended to do at least 3 measurements of thermal conductivity

at each temperature. The thermal conductivity was then calculated as the average of values

determined by the equation (2.2.15), and the standard uncertainty is also the average of

values calculated by the following equation:

δλreal =

����∂λreal

∂λexp

���� δλ2
exp +

����∂λreal

∂K

���� δK2 =

�����δλ2
exp

K

����� +
�����λexpδK2

−K2

����� (2.2.17)

This approach leads to accurate values for the calibration constant with a very low standard

uncertainty. The results are shown in Table 2.2.1. As can be seen, all K values are

approximately equal to 1. The value of K was found to be 0.9932 ± 0.0075 (a relative

deviation of 1.52%). The δK reported by the manufacturer is ± 0.01.

The calibration constant was checked to ascertain its dependence on the temper-

ature and the thermal conductivity (Figure 2.2.2a and Figure 2.2.2b, respectively). To

properly illustrate these dependencies, the confidence level was set as 95% with coverage
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factor equal to 2 (in general, it means the multiplication of the average standard deviation

by the value of coverage factor, while the confidence level is as set).

The results indicate that the calibration constant was temperature and thermal

conductivity independent. To check whether any value was out of confidence level, five

additional lines were added to Figure 2.2.2. Two of these correspond to K ± 2δK, two

of these correspond to K ± δK, and one corresponds to K. As can be seen, there was

only one data point (of water at 298.16 K) which was close to K ± 2δK upper line,

however, it did not exceed this value. The procedure also proved that the sensor (and mea-

surement methodology) is viscosity, thermal, ionic and electrical conductivity independent.

Table 2.2.1. Results of KD2 Pro Thermal Properties Analyzer calibration, including

temperature, T, experimental thermal conductivity and its standard uncertainty, λexp

and δλexp, literature thermal conductivity, λreal , calibration constant and its standard

uncertainty, K and δK, at 101 kPa.

T λexp ± δλexp λreal K ± δK
(K) (mW m−1 K−1) (mW m−1 K−1)

Glycerine [21] 284.59 283 ± 1 281.4 1.0053 ± 0.0031
293.15 280 ± 1 282.5 0.9922 ± 0.0029
321.82 284 ± 1 286.3 0.9913 ± 0.0032
357.98 286 ± 2 291.2 0.9818 ± 0.0062

Glycerine + Water (50.0 wt%) [21] 293.15 414 ± 1 419.8 0.9864 ± 0.0021
308.57 427 ± 1 431.6 0.9903 ± 0.0027

Water [22] 278.45 562 ± 2 568.2 0.9893 ± 0.0032
293.50 597 ± 4 598.2 0.9987 ± 0.0071
298.16 611 ± 2 606.4 1.0078 ± 0.0030

Water + NaCl (2.702 mol kg−1) [23] 288.23 569 ± 2 572.0 0.9865 ± 0.0033
297.02 585 ± 2 585.0 0.9944 ± 0.0033

Toluene [24] 286.45 133 ± 1 134.5 0.9896 ± 0.0055
296.79 131 ± 1 131.4 0.9977 ± 0.0067

The thermal conductivity values of the references used for the calibration were

slightly out of the range of values of the investigated ILs. Only toluene exhibits similar

values. However, as can be seen later this did not affect the measurement.

The final check of the calibration was done by the thermal conductivity measure-

ment of [C8C1Im][NTf2], and the values were compared with previously reported data

(Figure 2.2.3 and Table CD2.1, Appendix CD2).
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Figure 2.2.2. Calibration constant, K, of KD2 Pro Thermal Properties Analyzer as a

function of a) the temperature, T; b) the literature thermal conductivity coefficient, λreal ,

for water, D, toluene, D, glycerine, ×, glycerine/water 50 wt%, +, water/NaCl 2.702 mol

kg−1, ×.

Figure 2.2.3. Thermal conductivity, λ, as a function of the temperature, T, for

[C8C1Im][NTf2] experimental data, B, literature data, J [25].

As can be seen, the results from this work agreed well with previously reported

data (maximum relative deviation of 0.43%). [25] The water content of the sample was
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checked by Karl Fisher titration prior to each measurement undertaken (in this work 0.020

wt%). The water content reported previously was 0.08 wt% which is higher than the

sample used in this work. [25] However, it did not affect the values of thermal conductivity,

while the deviations between both series of data were negligible. If water would influence

the thermal conductivity of ILs, it should raise these values (as water has higher thermal

conductivity in comparison to ILs). The parameters of equation (2.2.18), λ(T), are a0=(143

± 61) × 103 W m−1 K−1 and a1=-(50 ± 190) × 106 W m−1 K−2 in this work, a0=(143 ± 26)

× 103 W m−1 K−1 and a1=-(52 ± 82) × 106 W m−1 K−2 in the literature reference [25]. As

can be seen, the errors of a1 parameters are higher than the values of these parameters. It

means that, according to experimental errors, the thermal conductivity of [C8C1Im][NTf2]

seems to be temperature independent over the temperature range investigated during this

work. To correlate the thermal conductivity coefficient as a function of the temperature,

equation (2.2.18) was used:

λ(T) =
1∑

i=0
aiT i (2.2.18)

2.2.2 Thermal Analysis

In accordance to the International Confederation for Thermal Analysis and

Calorimetry (ICTAC), thermal analysis (TA) refers to a group of techniques in which

a property of a sample is monitored against time or temperature while the temperature

of the sample, in a specified atmosphere, is programmed with a further modification

thermal analysis (TA) means the analysis of a change in a property of a sample, which is

related to an imposed temperature alteration. [26] Therefore, many different properties

can be studied, for example temperature, [27] pressure, [28] temperature difference, [29]

optical properties, [30–34] heat, [27] electrical properties, [35–37] mass, [38] acoustic

properties, [39] magnetic properties, [40] deformation mechanical properties. [41–44]

The exchange of the internal energy, U, between system and environment can

occur by heat transfer, Q, or work, W, done on the system:

∆U = Q +W (2.2.19)

dU = dQ + dW = dQ − pdV (2.2.20)
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for finite, ∆U, and infinitesimal, dU, internal energy changes, respectively. Internal energy

is a state function which means that only a difference between the final and beginning

states can be determined, instead of absolute values in the final and beginning states.

Generally, internal energy is associated to all types of energies accumulated in the system.

Enthalpy, H, other state function, defined as follows:

∆H = U + pV = Q +W + pV (2.2.21)

dH = dU + pdV + Vdp = dQ + Vdp (2.2.22)

where p is pressure and V is volume. One of the most important thermophysical property,

isobaric heat capacity, cp, can be derived based upon the above expressions (assumptions:

p = const. which reduces Vdp = 0):(
∂H
∂T

)
p
=

(
∂Q
∂T

)
p
= cp (2.2.23)

Generally, heat capacity property describes the heat required to decrease/increase the

temperature for 1 K. It must be noted, that the nomenclature and thermodynamic approach

distinguish two types of isobaric heat capacity, these are specific heat capacity, which

corresponds to the amount of substance per mass (cp), and molar heat capacity, which

corresponds to the amount of substance per moles (Cp). The main technique used to

determine the heat capacity is calorimetry, particularly, differential scanning calorimetry

(DSC).

Differential Scanning Calorimetry: Basic Principles

The main aim of calorimetric techniques is the measurement of heat, more specifi-

cally the heat exchange. This heat exchange directly affects the temperature change in

a body inducing a heat flow. Most reactions or physical transitions are associated with

heat exchange which means that calorimetry is a very useful technique to investigate

these behaviours. Moreover, the heat capacity of sample also influences the heat flow

during the measurement, therefore, it is possible to determine this property through the

measurement of heat flow. The most commonly used technique is DSC and is followed

by the very accurate definition: the measurement of the change of the difference in the

heat flow rate to the sample and to a reference sample while they are subjected to a

controlled temperature program. In comparison to differential thermal analysis (DTA),
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DSC is a quantitative technique, while DTA is counted as qualitative technique in which

the temperature difference between the sample and the reference is measured. It is more

dynamic technique which enables wider temperature characteristic.

The principle of DSC is the registering of heat flow differences between measured

sample,Φs, and reference (empty pan),Φr :

Φ =Φs +Φr (2.2.24)

The construction of the system is presented in Figure 2.2.4. The heat flows of sample and

reference are represented by the following relations:

Φs =
T0 − Ts

Rs
− Cs

dTs

dt
(2.2.25)

Φs =
T0 − Tr

Rr
− Cr

dTr

dt
(2.2.26)

for sample and reference, respectively. Where T0 is DSC enclosure temperature (constantan

and chromel wires), Ts and Tr are temperature of sample and reference (chromel and alumel

wires), respectively, Rs, Cs and Rr , Cr are the sensor thermal parameters (resistance and

capacitance) of sample and reference, respectively.

Figure 2.2.4. The construction of DSC: a) electrical circuit; b) chamber.

The final form of heat flux is:

Φ = −
∆T
Rr
+
∆T0

Rs − Rr
+ (Cr − Cs)

dTs

dt
− Cr

d (∆T)
dt

(2.2.27)

where ∆T=Ts-Tr and ∆T0=T0-Ts. This four-term heat flux equation is widely applied in

DSC equipment. The first term is classical equation in which the heat flow is determined
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based on the proportionality factor. The second and third terms are related to equipment

asymmetry and reflect the imbalances between thermal resistances and heat capacities

of reference and sample. The last term corrects the differences in heating rate between

sample and reference. The thermal parameters of sensors, R and C, are determined within

the calibration procedure on empty pans (as a baseline) and a pan with sapphire (material

with known heat capacity).

Isobaric Heat Capacity Measurement

As a result, the calibration of signal is performed, as well the possibility of heat

capacity determination is enabled:

cp,s =
Φs

Φr

mr

ms
cp,r (2.2.28)

where m is mass, or with modulated differential scanning calorimetry (MDSC), as an-

other technique used to determine the heat capacity. The principle of this method is the

small sinusoidal temperature changes, and the following term is introduced to the linear

temperature-time function:

cp,s =
ΦA

TAω
(2.2.29)

whereΦA is the heat flow rate amplitude, TA is temperature modulation temperature, ω is

the angular frequency (2π/tp, where tp is the period).

The calibration of this equipment is divided into 3 steps: a) measurement within

the whole range of temperature without any pans (neither sample nor reference) to char-

acterize the background and reduce the impact of asymmetry of the system; b) after the

baseline subtraction, signal calibration on the sample of known heat capacity and mass is

performed (usually ultrapure sapphire pellets) on both sample and reference sides; c) as a

last step, the final calibration on melting point is performed (usually indium) to correct

the temperature reading (melting temperature) and to confirm accurate signal calibration

(enthalpy change of melting).
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Thermogravimetric Analysis

Another extensively used thermal analysis technique is thermogravimetry in which

the weight loss against temperature and time is measured. The scheme of equipment is

presented in Figure 2.2.5. The most accurate mechanism of working is so-called null-

point weighing (sensitivity of 1 µg). The sample is kept in the sample position in furnace,

independent of weight change. An electrooptical device (LED and photo cell) has a shutter

attached which detects any weight changes (beam alters the light intensity on photo cell,

whereas the enhanced output from photocell induces the balance to restore the equilibrium

between sample and reference, as equal to the weight change).

Figure 2.2.5. A general scheme of equipment used for thermogravimetric analysis (based

on null-point weighing mechanism).

An important factor influencing the significance of thermogravimetric results is

the methodology to determine the onset temperature (Figure 2.2.6). The differentiation

of obtained thermogravimetric curve produces a Gaussian-like peak function, which is

used to determine the onset temperature as the crossing point of baseline and extrapolated

linear function (as presented in Figure 2.2.6), while the percentage of weight loss is an

equivalent to curve area. Furthermore, as indicated by Maton et al. (2013), [45] Ton is

determined by the derivative function (dm/dT vs. T) which has been recognized as a

sufficiently accurate parameter of thermal stability, and this is commonly used to describe
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the thermal decomposition. [46,47] Moreover, the overestimation of the onset temperature

is reduced.

Figure 2.2.6. Determination of onset temperature, Ton, based on thermogravimetric curve.

Experimental Procedure

Two types of machine were used in this work to perform the calorimetric studies

(in the meaning of heat capacity and phase transition). However, both of them produce the

same accurate results with no numerical differences.

The first equipment used for heat capacity determination was TA Instruments DSC

Q2000, using Tzero Aluminum Hermetic Pan, with a nitrogen gas flow (50 cm3 min−1),

and a heating rate of 5 K min−1. Relative standard uncertainty of measurement ur(cp) =

3% (declared by the equipment company and confirmed within the calibration), while the

temperature standard uncertainty, u(T) = 0.01 K. The calibration of this equipment was

done using sapphire as a reference material (CAS: 1317-82-4, TA Instruments, ultrapure

in accordance to the reference standards NIST SRM 720, Table A1, Appendix A) with

further checking on 1-hexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide as a

NIST standard. [48] The temperature range was (298.15-363.15) K. To obtain the most

accurate values of the heat capacity, 3 independent measurements on each sample were per-
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formed with 5% repeatability. In order to determine the melting point of investigated ILs,

the temperature scan was performed in the temperature range of (193.15-383.15) K and

heating rate of 5 K min−1. For all ILs studied, herein, no first order transition was recorded.

This equipment was used for pure and water-saturated trihexyl(tetradecyl)phosphonium

carboxylate ILs.

The second equipment was a differential scanning calorimeter, Q100 TA instru-

ments (modulated differential scanning calorimetry technique, calibration on sapphire

with further checking on 1-hexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide

as a NIST standard. [48] Relative standard uncertainty of measurement ur(cp) = 3%, while

the temperature relative standard uncertainty, ur(T) = 0.01 K, nitrogen gas flow rate of 50

cm3 min−1, heating rate dT/dt = 2 K min−1, amplitude ± 0.5 K, modulation period 60 s, 3

independent repeats of the measurement with 5% repeatability). This machine was used for

every measurement excluding pure and water-saturated trihexyl(tetradecyl)phosphonium

carboxylate ILs.

It has been reported that a second order equation is sufficient to define the heat

capacity as a function of the temperature: [49, 50]

cp(T) =
2∑

i=0
aiT i (2.2.30)

where the coefficients of this equation, ai, and their fitting errors, were determined by the

least-square procedure. To describe the fit of this equation, R2 coefficient was used. These

data was then used to calculate the molar excess heat capacity, CE
p,m using the following

equation:

CE
p,m = cp,1+2 (x1M1 + x2M2) − cp,1x1M1 − cp,2x2M2 (2.2.31)

where x is mole fraction, M is molecular mass.

The thermogravimetric analysis (TGA) was investigated on two machines: a) TA

Instruments TGA Q5000 on the platinum-HT pan, weighing standard uncertainty 0.01%,

standard uncertainty of signal resolution 0.01 µg, standard uncertainty of temperature

u(T) = 0.5 K, for trihexyl(tetradecyl)phosphonium carboxylate ILs and their mixtures

with water; b) TA Instruments TGA 550 on the platinum-HT pan, weighing standard

uncertainty 0.01%, standard uncertainty of signal resolution 0.01 µg, standard uncertainty

of temperature u(T) = 0.5 K, for all samples excluding trihexyl(tetradecyl)phosphonium
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carboxylate ILs and their mixtures with water. All measurements were done under a

nitrogen gas flow of 25 cm3 min−1 and heating rate of 5 K min−1 (high heating rates

increases the registered decomposition temperature), about 25 mg of sample was used (as

larger sample mass increases the registered decomposition temperature).

The calibration procedure is divided into two steps. In the first step, the signal

generated by mass is calibrated on the reference material mass (100 mg), assessed within

the whole temperature range for 2 points, with further linear interpolation. The temperature

scale is calibrated on Curie point determination (temperature at which material loses its

magnetic properties) due to the magnet placed in the furnace (which also assures the same

position of sample during each measurement). The materials used for calibration are

alumel (Tcurie = 426.15 K) and nickel (Tcurie = 631.15 K).

2.2.3 Density and Viscosity

Density

Density is a thermophysical parameter which is classified to the group of properties

essential to know. It is easily measurable and sensitive enough to detect any contaminations.

The definition of this is as follows:

ρ =
m
V

(2.2.32)

As can be seen, it correlates the mass and volume of compound. Thus, it is necessary

to know as a function of temperature for many purposes, especially in chemical and

engineering processes, simulations, or to make a recalculation between different types of

concentrations. There are many types of density determination techniques, for example

pycnometer (mass measurement in a container with known volume), refractometry (beam

diffraction angle measurement in relation to sample’s density), however, the most com-

monly used technique is called vibrating U-tube.
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Density Measurement: Oscillating U-Tube

The basic principle of vibrating U-tube is that every material has its own natural

vibration frequency represented by the following equation:

f =
1

2π

√
τ

m + V ρ
(2.2.33)

where f is frequency (f = tp-1, tp is oscillation period), τ is elasticity constant. The scheme

of exemplary equipment construction is presented in Figure 2.2.7.

Figure 2.2.7. Oscillating U-tube densitymeter working principle.

The electrical alternating voltage is transformed into alternating magnetic field in

the electric coil. This causes the excitation in the coil which makes the U-tube vibrate

with a unique frequency of the fluid inside. This magnet’s oscillation frequency is then

measured with an amplifier. The first correlation between density, densitometer properties

and fluid properties was proposed by Stabinger with the following well-known equation:

ρ =
τ2 − B

A
(2.2.34)

where A and B are adjustable parameters dependent on the measuring machine (incorpo-

rating the volume, mass and spring constant of the oscillating tube). Another important

factor which needs to be taken into account during the density measurement is viscosity.

The density correction factor, ρcorr , is described with the following equation:

ρcorr = 11.6 + 109 ln η − 21.4 (ln η)2 + 4.92 (ln η)3 (2.2.35)
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where η is dynamic viscosity. This equation was reported to contribute to density changes

of ± 0.035 kg m−3. [51] The final form of equation used for density determination including

the correction factor is as follows:

ρ =

(
τ2 − B

A

) (
1 − ρcorr

106

)
(2.2.36)

One of the most popular density-based property is isobaric thermal expansion coefficient,

αp:

αp = V−1
(
∂V
∂T

)
p
= −ρ−1

(
∂ρ

∂T

)
p

(2.2.37)

αp describes the thermal behaviour of system, more specifically its volume expansion

because density correlates the mass and volume of the system, and mass is constant over

the temperature, therefore, the volume is the only variable.

Viscosity

Viscosity is a property describing the ability of liquid to flow explained by the

frictional forces occurring between moving liquid layers (Figure 2.2.8).

Figure 2.2.8. Viscosity as the friction forces between liquid layers.

Two liquid layers surfaces S with distance dx are moving with different velocities

in relation to each other. To make two layers move with different velocity, ν, a force, F,

must be applied:

F = ηS
dν
dx

(2.2.38)

Generally, dynamic viscosity determines the liquid’s resistance to flow upon the external

force. The other way to describe the viscosity is kinematic viscosity coefficient, υ, is
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defined as follows:

υ =
η

ρ
(2.2.39)

The kinematic viscosity, in contrary to dynamic viscosity, is a property describing the

resistance to flow where no external forces act on the liquid, excluding the gravity. The

equation (2.2.38) is valid for laminar flow in which the liquid velocity vectors are parallel.

When the liquid velocity is becoming higher, the laminar flow becomes chaotic.

Viscosity Measurement: Rotational Rheometer

There are a few methods used to determine the dynamic viscosity of liquids,

for example capillary viscometer (flowing time between two points assigned to specific

viscosity), falling sphere (falling time of sphere inside the liquid based on Stokes equa-

tion), or rotational rheometer. One of the types of rotational rheometer is a parallel-plate

orientation in which two plates (one stationary and one rotating) are filled with measured

liquid (Figure 2.2.9).

Figure 2.2.9. Parallel-plate rotational rheometer.

The viscosity is correlated with the torque (in respective to force applied), T,

measured within the experiment, and therefore shear stress, σ, is calculated as follows:

σ =
2T
πr3 (2.2.40)

where r is the plate radius. The other property related to the characteristics of the plate

86



and rotation speed, so-called shear rate, γ:

γ =
ωr
l

(2.2.41)

where ω is angular velocity and l is the liquid thickness (or plates distance). The viscosity

is then calculated as the ratio of shear stress to shear rate, η = σ/γ.

Density: Experimental Procedure

The density was measured by using two instruments. For pure trihexyl(tetradecyl)-

phosphonium carboxylate ILs and their mixtures with water, a Mettler-Toledo DM40

densitometer was used (relative standard uncertainty of density, ur(ρ) = 0.1%, standard

uncertainty of temperature, u(T) = 0.05 K, viscosity-induced errors reduced). This equip-

ment works on the principle of oscillating U-tube. The calibration was conducted using

ultrapure water (18.2 MΩ cm) and dry air. The temperature range used during the mea-

surements was (298.15-363.15) K. The ionanofluids were measured as a function of the

temperature, using an Anton Paar DMA 4500M densitometer (calibration on ultrapure

degassed water and dry air, relative standard uncertainty of density, ur(ρ) = 0.1%, relative

standard uncertainty of temperature, ur(T) = 0.01 K, viscosity-induced errors reduced).

These equipment work on the principle of oscillating U-tube where approximately 1.5 cm3

sample volume is used within 3 independent repeats of the measurement. The temperature

range of each measurement was set as (298.15 to 363.15) K.

To correlate the density with temperature, the following linear equation was then

used:

ρ(T) =
1∑

i=0
aiT i (2.2.42)

where ai is the regression parameter determined by the least-square method, along with the

standard uncertainty, δai. The coefficient of determination, R2, was used to describe the fit.

The nanoparticle densities were calculated using the following empirical formulae: [52]

ρNP =
ρIL+NP − ρ (1 − wNP)

wNP
(2.2.43)

where w is mass fraction, IL and NP refer to ILs and nanoparticles, respectively. The

densities were also used to calculate the excess molar volumes of mixtures with water

and nanoparticles. This was undertaken using the elementary definition of excess molar
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properties, given by the following equation:

V E
m = Vm,1+2 −

(
x1Vm,1 + x2Vm,2

)
=

x1M1 + x2M2
ρ1+2

−

(
x1m1
ρ1
+

x2m2
ρ2

)
(2.2.44)

where the subscripts 1 and 2 correspond to (1 = water and 2 = ILs, or 1 = nanoparticles

and 2 = ILs, in the mixture, respectively), superscript E corresponds to excess property,

subscript m corresponds to molar property, x is the mole fraction, M is the molecular mass.

Viscosity: Experimental Procedure

The viscosity was measured using two instruments, both working on the same

principle of rotational rheometer. The viscosity of pure trihexyl(tetreadecyl)phosphonium

ILs and mixtures with water were determined by using Malvern Bohlin Gemini HRnano

equipment (torque resolution better than 1 nN m, position resolution 50 nrad, temperature

standard uncertainty, u(T) = 0.1 K). The principle of this equipment is based on parallel-

plate viscosity measurement technique. The measurement temperature range was (298.2-

363.2) K. The viscosity standard (ASTM Oil Standard S600 of CANNON, 1053 mPa s

at 298.15 K) and ultrapure water were used to calibrate the viscometer. Based on these

measurements, the reported viscosity relative standard uncertainty is ur(η) = 3%. The

latter equipment was TA Instruments AR2000 rheometer (angular displacement resolution

40 nRad, torque resolution 0.1 nN m, temperature standard uncertainty u(T) = 0.01 K)

with stainless steel 20 mm parallel plate geometry. The measurement temperature range

was (298.15-363.15) K. The viscosity standard Cannon S600 oil and ultrapure water were

used to ascertain the reported viscosity relative standard uncertainty, ur(η) = 3%.

The viscosity was correlated with temperature by using Vogel-Fulcher-Tammann

(VFT) equation:

η(T) = η0 exp
β

T − T0
(2.2.45)

where η0, β and T0 are fitting parameters, determined by the nonlinear curve fitting algo-

rithm in OriginPro 2017 software.
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2.2.4 Ionic Conductivity

The ionic conductivity was measured by using Hach sensION+ EC71 Conductivity

Benchtop Meter (conductivity relative standard uncertainty ur(σ) = 2%, temperature

standard uncertainty u(T) = 0.2 K, calibration on KCl (CAS: 7447-40-7, Sigma-Aldrich,

Purity ≥99%) standard solutions of concentration as follows: 0.001 mol dm−3 (147

µS cm−1), 0.01 mol dm−3 (1413 µS cm−1), 0.1 mol dm−3 (12.88 mS cm−1), Table

A1 in Appendix A, direct current, DC) with Hach sensION+ 5070 laboratory platinum

conductivity cell. The temperature range of measurement was (298.2-363.2) K. The

temperature of probe and electrode was stabilized in oil bath within accuracy close to 0.5

K.

To describe the relationship between ionic conductivity, σ, and temperature, the

Vogel-Fulcher-Tammann-like (VFT) equation (2.2.46) was used:

σ(T) = σ0 exp
−β

T − T0
(2.2.46)

where σ0, β and T0 are fitting parameters, determined by the nonlinear curve fitting algo-

rithm in OriginPro 2015 software.

2.2.5 Walden Plot

Electrolytes are associated with their ions mobility, u, which is related with the

electrical field force applied and internal friction force (viscosity):

u =
|zi | e
6πηri

(2.2.47)

where zi is the charge value of ion, e is elementary charge, ri is ion radius. The radius

of ions do not change significantly with the temperature change, so the ion mobility (or

limiting molar conductivity, Λ0), and viscosity product is constant:

Λ0η = C = constant (2.2.48)

where C is constant also known as the Walden product. The data of ionic conductivity,

density and viscosity were used to construct the Walden plot. This rule was used to
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describe the degree of ionicity of neat ILs and mixtures with water. The logarithmic form

was used:

log(Λ0) = log C + log η−1 (2.2.49)

There can be also found the extension of equation (2.2.48) and equation (2.2.49). These

include the fractional Walden rule which introduces the fractional factor, α: [53]

Λ0ηα = C′ = constant (2.2.50)

log(Λ0) = log C + α log η−1 (2.2.51)

Two approaches were used to describe the degree of ionicity, herein. The first is based on

∆W factor, which describes the vertical distance between the ideal 0.01 mol dm−3 KCl

line and experimental data. The second is based on the fractional factor comparison with

the 0.01 mol dm−3 KCl line. The molar conductivity was calculated using the following

equation:

Λ = σc−1 (2.2.52)

where c is the IL concentration in water (in mol cm−3), and for pure ILs it transforms into

Vm = Mρ−1.

Due to intermolecular interactions, the mobility of ions can be affected. Walden

rule is a useful approach to describe the interactions between cations and anions, particu-

larly in ILs. Highly associated ions (for example due to strong Coulombic interactions)

would exhibit lower mobility, and resulted in higher values of Walden product (as a devia-

tion from ideally dissociated 0.01 mol dm−3 KCl). Moreover, the effect of solvents on the

cation-anion interactions can be studied.
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2.3 Theoretical Calculations and Modelling

2.3.1 Quantum Chemistry

The basic principles of quantum chemistry are presented herein, while the literature

for further reading includes the references [54–56].

A macroscopic representation can be visualised by classical mechanics in which

the position of a particle at any given time is studied, x(t). Based on that, several other

properties can be figured out, for example the velocity (v=dx/dt), the momentum (mv),

or the kinetic energy (0.5mv2). However, to determine x(t), the Newton’s second law is

applied, F=ma= ∂V/∂x (as potential energy function derivative). The same problem is

considered differently in quantum mechanics, more specifically the case is wave function,

Ψ(x,t), of the particle, which is obtained by solving the so-called Schrödinger equation:

i~
∂Ψ

∂t
= −
~2

2m
∂2Ψ

∂x2 + VΨ (2.3.1)

where i is a square root of -1, ~ is Planck’s constant.

The wavefunction gives a valuable answer based on Born’s statistical interpretation

which says that |Ψ(x, t)|2 gives the probability to find the particle within the wavefunction

at point x, at time t. The conclusion from this interpretation is that the prediction of the

exact position of the particle is impossible and unmeasurable, however, the information

provided is the statistical probability. A direct result of that is the integration of |Ψ(x, t)|2

must be 1 (as the particle exist and must be somewhere within the wavefunction):∫ +∞

−∞

|Ψ(x, t)|2 dx = 1 (2.3.2)

The other issue in quantum mechanics is that wavefunction determined by the Schrödinger

equation must be checked in terms of consistency between these. A normalisation factor

was introduced, therefore:

d
dt

∫ +∞

−∞

|Ψ(x, t)|2 dx =
∫ +∞

−∞

∂

∂t
|Ψ(x, t)|2 dx = 0 (2.3.3)

The particles are also described by momentum, p:

〈p〉 = −i~
∫ (
Ψ
∗ ∂Ψ

∂x

)
dx (2.3.4)
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where |Ψ|2 = Ψ∗Ψ, and Ψ∗ is imaginary part of the wave function, Ψ is real part of the

wave function.

Wavelength, λ, and momentum can be related with de Broglie formulae:

p =
2π~
λ

(2.3.5)

A conclusion from this equation is that changes in momentum spreads over the changes in

wavelength, which lead to Heisenberg’s uncertainty principle:

δxδp ≥
~

2
(2.3.6)

where δ is uncertainty of the property. It says that increasing the precision of position

results in decreasing the precision of momentum, and vice versa.

As presented above, the Schrödinger equation provides the wave function as

variable of time, Ψ(x, t). The issue which arises is: how to solve this equation? The

assumption is that potential energy function, V, is time-independent. Then, the Schrödinger

equation can be represented by the separation of variables:

Ψ(x, t) = ψ(x) f (t) (2.3.7)

where ψ is a function of x alone, and f of t alone. This gives the following solutions:

∂Ψ

∂t
= ψ

d f
dt
,
∂2Ψ

∂x2 =
d2ψ

dx2 f (2.3.8)

After rearrangements, and comparing to original Schrödinger equation:

i~
1
f

d f
dt
= −
~2

2m
1
ψ

d2ψ

dx2 + V = E (2.3.9)

where E is so-called separation constant. This leads to the following expression:

−
~2

2m
1
ψ

d2ψ

dx2 + Vψ = Eψ (2.3.10)

The above equation is called time-independent Schrödinger equation. In classical mechan-

ics, the total energy of the system (kinetic and potential energies) is called Hamiltonian,

H:

H(x, p) =
p2

2m
+ V(x) (2.3.11)

Ĥ = −
~2

2m
∂2

∂x2 + V(x) (2.3.12)
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The final well-known time-independent Schrödinger equation is presented in the following

form:

Ĥψ = Eψ (2.3.13)

where the expected value of the Hamiltonian (total energy) is:

〈H〉 =
∫

ψ∗Ĥψdx = E
∫
|ψ |2 dx = E (2.3.14)

The other issue for time-independent Schrödinger equation is that a numerous solution of

(ψ1(x), ψ2(x), ψ3(x), ...) with the associated constant value (E1, E2, E3, ...), can be found.

The linear combination of separable solutions was introduced to overcome this problem:

ψ(x) =
∞∑

n=1
cnψn(x) (2.3.15)

where cn are constants fitted for the initial conditions.

Two-particle issue can be solved in terms of exact solution (i.e. hydrogen atom).

When more complicated systems (for example two-electron atoms) are considered, ap-

proximate methods need to be applied. One of them is perturbation theory in which the

more complicated systems are solved based on simpler exemplary and known systems by

perturbing them with ’small deformations’:

Ĥ = Ĥ0 + λĤ′ (2.3.16)

where Ĥ0 is the Hamiltonian of the unperturbed system, Ĥ′ is the Hamiltonian after per-

turbation, λ perturbation parameter (from 0 for no perturbation to 1 for full perturbation).

On the other hand, the variational method is based on guessing a ’trial’ wave-

function which consists of adjustable parameters (namely variational parameters). By

changing these parameters, the wavefunction is recalculated and the minimum of the

energy obtained. The trial wavefunction, Φ, can be represented by the linear combination

of exact wavefunction, ψi:

Φ =
∑

i

ciψi (2.3.17)

Therefore, the approximate energy of this wavefunction is:

E [Φ] =

∫
Φ∗ĤΦ∫
Φ∗Φ

(2.3.18)
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By including the ground state energy, ε0, the following expression can be used:

E [Φ] − ε0 =

∑
i c∗i ci(εi − ε0)∑

i c∗i ci
(2.3.19)

The variational methods are optimizing the wavefunctions until:

E [Φ] ≥ ε0 (2.3.20)

One of central approximations in quantum mechanics is related to the motions of

electrons and nuclei, so-called Born-Oppenheimer, which says that atomic nuclei are much

heavier than electrons, as a result, their motion is slower than electrons and, therefore,

their motions in a molecule can be separated).

The molecule electrons wavefunction with N electrons consists of 3N cartesian

coordinates and N spin coordinates. It is an object of 4N-dimension made by molecular

spin orbitals and each of them is a function of 3 cartesian coordinates and one spin of

one electron. It is extremely hard to solve. The linear combination of atomic orbitals is

used to represent the molecular orbitals, also called algebraic approximation, where every

molecular orbital is represented as a linear combination of atomic orbitals, χj :

ϕ(1) =
M∑
j

c j χj(1) (2.3.21)

where (1) highlights that every atomic orbital and every molecular orbital depend on the

spatial coordinates of one electron (electron number 1), and c j are coefficients. A wave-

function in its pure form would need an infinite grid of points which is computationally

impossible, moreover, the outcome is discontinuous.

In case of linear combination, the solution would consist of 4N numbers which

simplifies the calculation. The set of atomic orbitals, g(r), are defined within a basis set:

g(r) = f (x, y, z) exp−ζrn (2.3.22)

where f (x, y, z) is a polynomial, ζ is the orbital width, r is a distance from nucleus

(centre of the atomic orbital). This given atomic orbital is localised (focused) at point

(0,0,0). If n=1, then the orbitals are called Slater orbitals (STO – slater type orbitals),

or n=1 for Gaussian orbitals (GTO – Gaussian type orbitals). STO are very similar

to hydrogen atom orbitals, and they produce excellent results similar to ’real’ orbitals.

94



However, in the expression for Hamiltonian (particularly electron-electron interactions),

the solution including STO is extremely hard. For this reason, GTO gained an incredible

popularity. Other basis sets are based mainly on GTO, for example by adding more basis

functions to atomic orbitals (double-zeta with two basis functions, triple-zeta with three

basis functions), polarisation functions (as other atom’s orbitals might shift from one

place to another by polarisation, s orbital with p orbital, p orbital with d orbital), diffuse

functions (with small ζ which means the electrons are located further from the nucleus).

The following basis sets can be distinguished:

• STO-3G: contracted gaussian-type orbitals (good for C and H atoms);

• 6-31G (DZVP): contracted gaussian-type orbitals with double-zeta split-valence

(from He to Kr atoms);

• 6-311G (or TZVP): contracted gaussian-type orbitals with triple-zeta split-valence

(from He to Kr atoms);

• 6-31G∗(d): 6-31G with added d polarization function (non-hydrogen atoms);

• 6-31G∗∗(d,p): 6-31G with added d and p polarization functions (included hydrogen

atoms);

• 6-31+G: 6-31G with diffuse s and p functions (non-hydrogen atoms);

• 6-31++G: 6-31G with diffuse s and p functions (including hydrogen atoms).

The first method used in quantum chemical calculations is Hartree-Fock. The

main focus is on so-called Slater determinant, ψ:

ψ =
1
√

N!

������������
φ1(1) φ1(2) ... φ1(N)

φ2(1) φ2(2) ... φ2(N)

... ... ... ...

φN (1) φN (2) ... φN (N)

������������
(2.3.23)

where φi are orthonormal one-electron functions – molecular spin orbitals. There are a few

conclusions from the Slater determinant: electrons with the same spins cannot approach

each other, and electron with different spins can approach each other.
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Hartree-Fock method is a variational method with the Slater determinant as the trial

function. This is an estimation of Schrödinger equation solution without any possibility

to achieve the exact solution. The way to obtain the global optimum of the energy is

the iterative method called self-consistent field: arbitral molecular orbitals are taken as

initial conditions, solving the Slater determinant, estimating the energy from Schrödinger

equation based on this Slater determinant, changing the orbitals and reiterating. This

procedure is repeated until no changes in the energy are obtained. The self-consistent field

is usually used alongside linear combination of atomic orbitals.

From the quantum point of view, we are not able to strictly determine the exact

coordinates of electrons but the quantity we can establish is the probability to find an

electron in the certain coordinate:

n(r) = 2
∑

i

ψ∗i (r)ψi(r) (2.3.24)

where r is a vector of electron coordinates. The principles of density function theory

(DFT) are based on two theorems of Kohn and Hohenberg. The first fully proved is the

ground-state energy from Schrödinger’s equation is a unique functional of the electron

density, in that meaning it shows that there is a one-to-one relation between ground-state

wave function and the ground-state electron density. The restated Hohenberg and Kohn’s

theory can be expressed as E[n(r)] which says that the ground-state energy, E, is expressed

as the electron density, n(r). Unfortunately, this does not explain what the functional is,

and in the second theorem, the important property is explained – the electron density that

minimizes the energy of the overall functional is the true electron density corresponding

to the full solution of the Schrödinger equation. This state is practically used in DFT, with

some pre-defined forms of functionals. As the wave function density, n(r), is expressed by

the wave functions, ψ, the following expression defines the electron density:

E[ψi] = Eknown[ψi] + EXC[ψi] (2.3.25)

where the functional is separated into two terms: Eknown[ψi] representing the analytical

form, and EXC[ψi] other unknown contribution, so-called exchange-correlation functional
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(including the quantum mechanical effects). The analytical form can be expressed as:

Eknown[ψi] = −
~2

m

∑
i

ψ∗i ∇
2ψid2r +

∫
V(r)n(r)d3r

+
e2

2

∬
n(r)n(r′)��r − r′

�� d3rd3r′ + Eion

(2.3.26)

This equation includes four terms (from left) electron kinetic energies, electrons-nuclei

Coulombic interactions, electrons pairs Coulombic interactions, nuclei pairs Coulombic

interactions. The above approach still implies some difficulties, and the task of energy

optimization is not much easier than solving the Schrödinger equation. The solution for

this problem was proposed by Kohn and Sham who showed that the electron density

can be defined in a way of solving a set of equations in which only a single electron is

included: [
−
~2

2m
∇2 + V(r) + VH(r) + VXC(r)

]
ψi(r) = εiψi(r) (2.3.27)

It can be seen that this expression is very similar to the Hamiltonian operator inserted into

original Schrödinger equation. The first potential, V, is defined as the known part of the

total energy in equation (2.3.26). The other potential, VH , called Hartree potential defined

by the following equation:

VH(r) = e2
∫

n(r′)��r − r′
��d3r′ (2.3.28)

describes the repulsion forces between electrons. The last part, exchange-correlation

potential, VXC:

VXC(r) =
δEXC(r)
δn(r)

(2.3.29)

where δ is a functional derivative. Because of the primary assumption of calculations based

on one electron, the exchange - correlation term defines the unphysical self - interaction

correction. The main focus in DFT is on the exchange-correlation potential functional

selection:

• local density approximation (LDA): exchange-correlation energy density is the at

every position in the molecule, as for uniform electron gas;

• generalised gradient approximation (GGA): introduction of electron density gradient

into LDA, these can include empirical parameters fitted to reproduce the experiment
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(exchange: B, CAM, FT97, O, PW, mPW, X; correlation: B88, P86, LYP), or

without empirical parameters (exchange: B86, LG, P, PBE, mPBE; correlation:

PW91);

• Meta-GGA: introduction of second derivative of the density (for example B95, B98,

ISM, KCIS, PKZB, TPSS, VSXC);

• adiabatic connection method (ACM) hybrid: including the exact Hartree-Fock

exchange energy, determined as a functional of the Kohn-Sham molecular orbitals

(B3LYP, B1PW91, B1LYP, B1B95, mPW1PW91, PBE1PBE).

A very useful visualisation of atoms in the molecule, particularly their properties

can be obtained by calculating Mulliken charges. Mulliken atomic populations are based

on a first-order density function of linear combination of atomic orbitals. To explain

Mulliken charges, two normalized atomic orbitals are taken into consideration:

ψi = ci j χj + cik χk (2.3.30)

The charge distribution:

ψ2
i = c2

i j χ
2
j + c2

ik χ
2
k + 2cik χi χj (2.3.31)

After integrating over all coordinates of electrons, and after normalization:

1 = c2
i j + c2

ik + 2ci jcik Sj k (2.3.32)

where Sj k is an overlap integral of the two orbitals. Assumption of Mulliken’s theory is

that one electron in molecular orbital, ψ, contributes c2
i j to the atomic orbital χj , c2

ik to the

atomic orbital χk , and 2ci jcik Sj k the the overlap region. These properties can be presented

in Mulliken population matrix:

Pi =
©«

c2
i j 2ci jcik Sj k

2ci jcik Sj k c2
ik

ª®¬ (2.3.33)

Net population matrix, NP, described the sum of all the population matrices:

NP =
∑

i

Pi (2.3.34)
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Calculations Procedure

Ground-state DFT was used to examine the charge distribution on the atoms of

ILs, as an input information for further development of heat capacity predictive models.

The approach to study the charge was based on Mulliken charge distribution (shortly,

incorporation of molecular orbitals calculated on the basis of a linear combination of

atomic orbitals, LCAO MO). Because the partial atomic charge is not a molecular de-

scriptor in DFT, and Mulliken charges are defined by LCAO MO, the selection of set of

functions describing the electronic wave functions (basis set) is very important process.

Several different basis sets were used (TZVP, DGDZVP, DGTZVP, SVP, STO-3G) for

the geometry optimization. After the Mulliken charges were assessed, there was no effect

of the basis set and qualitative results of Mulliken charges. Even though the results were

quantitatively deviated. For the purpose of this work, the quantitative relationship is not

necessary, only qualitative results are needed. Therefore, based on the literature review

and convenient methods, DGTZVP basis set was presented in this work. [57–59] B3LYP

hybrid functional is a standard used for DFT calculations in case of ILs, therefore, this was

used. [60–62] The software in which calculations were carried out was Gaussian 09W-A02.

2.3.2 Physical Properties Prediction

Pure Ionic Liquids

To predict the thermal conductivity the model proposed by Wu was used, defined

by the following equation: [63]

λ(T) =
2∑

i=0
µi

©«
k∑

j=1
n j∆λ0, j

ª®¬
i [

1 + k0(1 − Tr)
2
3

]
(2.3.35)

where µi, ∆λ0, j and k0 are parameters, [63] n j is the number of j group in the molecule,

and:

Tr =
T
Tc

(2.3.36)

Tc =
Tb

0.5703 + 1.0121
∑k

j=1 n j∆Tc −

(∑k
j=1 n j∆Tc

)2 (2.3.37)
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Tb = 198.2 +
k∑

j=1
n j∆Tb (2.3.38)

where Tc is so-called critical temperature and Tb is the boiling temperature. In this case,

Valerrama’s critical and boiling temperature are used; ∆Tb and ∆Tc are the contributions to

the boiling and critical temperature, respectively. [64–66] The prediction of heat capacity

from the model of Ge et al. (2008) [3] and Nancarrow et al. (2015) [67] is done by the

following equations:

C0
p(T) =

(
k∑

i=1
nk ACp,i − 37.93

)
+

(
k∑

i=1
nk BCp,i + 0.210

)
T

+

(
k∑

i=1
nkCCp,i − 3.91 × 10−4

)
T2 +

(
k∑

i=1
nk ADp,i + 2.06 × 10−7

)
T3

(2.3.39)

Cp − C0
p

R
= 1.586 +

0.49
1 − Tr

+ A f

[
4.2775 +

6.3(1 − Tr)
1
3

Tr
+

0.4355
1 − Tr

]
(2.3.40)

A f =
(Tb − 43)(Tc − 43)
(Tc − Tb)(0.7Tc − 43)

log
[ pc

0.101325

]
−
(Tc − 43)
(Tc − Tb)

log
[ pc

0.101325

]
+

log
[ pc

0.101325

]
− 1

(2.3.41)

where A f is the acentric factor and ACp , BCp , CCp , DCp are the group contribution parame-

ters, R is the gas constant (8.314 J mol−1 K−1), and pc is the critical pressure, in this case

Valderrama’s critical pressure: [3, 67]

pc =
M(

0.2573 +
∑k

j=1 n j∆pc

)2 (2.3.42)

The group contribution coefficients re-optimization of models was performed in Microsoft

Excel using the Solver add-in and generalized reduced gradient (GRG) nonlinear opti-

mization method (minimization of AARD as set objective up to 10 consistent iterations

with central derivatives, constraints precision of 10−6, and convergence of 10−6).

Ionanofluids

The thermal conductivity experimental data presented in this work were compared

to values calculated based on the available models in the literature. [19, 68, 69] The

very first model, derived by Maxwell (1881) from the definition of the effective thermal
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conductivity of two-component mixture, λe f f : [70]

λe f f =

λNPϕNP

(
∂T
∂x

)
NP
+ λILϕIL

(
∂T
∂x

)
IL

ϕNP

(
∂T
∂x

)
NP
+ ϕIL

(
∂T
∂x

)
IL

(2.3.43)

where (∂T/∂x) is overall average temperature gradient, ϕ is volume fraction, subscript

NP and IL refer to nanoparticles and ILs, respectively. The volume fraction is defined as

follows:

ϕ =
VNP

VNP + VIL
=

mNP

ρNP

mNP

ρNP
+

mIL

ρIL

=

wm,NP

ρNP

wm,NP

ρNP
+

1−wm,NP

ρIL

(2.3.44)

wm is mass fraction (densities for nanomaterials were also characterized).

Application of the effective medium approximation of randomly dispersed, and

uniformly sized spherical particles leads to:(
∂T
∂x

)
NP(

∂T
∂x

)
IL

=
αλNP

λIL + (α − 1)λNP
(2.3.45)

where α is a shape factor of the dispersed particles, (assumption: spherical particles, α =

3), which finally gives the following formulae:

λMaxwell

λIL
=
λNP + 2λIL + 2(λNP − λIL)ϕNP

λNP + 2λIL − (λNP − λIL)ϕNP
(2.3.46)

Further improvements were performed by Hamilton and Crosser (1962) where the shape

factor, α, was not replaced with a set value of 3 (equal to sphericity), and different

nanoparticles shapes were investigated. [71] Finally, the following formula was proposed:

λHamilton−Crosser

λIL
=
λNP + (α − 1)λIL − (α − 1)(λIL − λNP)ϕNP

λNP + (α − 1)λIL + (λIL − λNP)ϕNP
(2.3.47)

Another widely investigated and extended model of Tinga et al. (1973) [72] was developed

by Leong et al. (2006) [73] and Murshed et al. (2008). [74] The final form of this model

is divided into spherical- and cylindrical-shaped nanoparticles: [74]

λT LM−Spherical

λIL
=

ϕNPφ(λNP − φλIL)(2Γ3
1 − Γ

3 + 1) + (λNP + 2φλIL)2Γ3
1 (ϕNPΓ

3(φ − 1) + 1)
Γ3

1 (λNP + 2φλIL) − (λNP − φλIL)ϕNP(Γ
3
1 − Γ

3 − 1)

(2.3.48)
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λT LM−Cylindrical

λIL
=

ϕNPφ(λNP − φλIL)(Γ
2
1 − Γ

3 + 1) + (λNP + φλIL)Γ
2
1 (ϕNPΓ

2(φ − 1) + 1)
Γ2

1 (λNP + 2φλIL) − (λNP − φλIL)ϕNP(Γ
2
1 − Γ

3 − 1)

(2.3.49)

where φ is the ratio of interfacial layer thermal conductivity, λlr , and IL thermal conduc-

tivity, λIL , λLR/λIL , Γ is the ratio of interfacial layer thickness, l, and particle diameter, r,

defined as Γ = 1 + l/r and Γ1 = 1 + l/2r . The thickness and thermal conductivity of inter-

facial nanolayer are impossible to be measured experimentally, thus, some assumptions

are necessary. Leong et al. (2006) showed that the predictions are the most reliable for φ

equals to 2, and that the interfacial nanolayer equals to 1 nm. [73] Furthermore, Timofeeva

et al. (2007) investigated the shape, size and motions of nanoparticles. [75] Finally, in

a good agreement with the effective medium theory, the authors proposed the following

formulae:
λTimo f eeva

λIL
= 1 + 3ϕNP (2.3.50)

To the best of our knowledge, there is only one model developed for ionanofluids.

Atashrouz et al. (2015) developed an equation based on the Maxwell model and modified

geometric mean, with better correlative capability than Maxwell model (mean absolute

relative deviation of below 5.7%) in case of ionic liquid-based nanofluid: [76]

λAtashrouz

λIL
=

(
λNP

λIL

)ϕNP

(2.3.51)

Undoubtedly there are more models available for such systems with molecular solvents,

however, those discussed herein are the most recognized with a solid elementary descrip-

tion, and widely studied for several different systems. Also, many reviews have been

published. [77–82] The limitation is made by the thermal conductivity of nanoparticles. To

perform the modelling as a function of temperature, the thermal conductivity of nanoparti-

cles is required at elevated temperature. However, this type of study is very rare, and only

performed at low temperatures, to date. [83–85]

The density of ionanofluids was calculated with the following additivity formulae:

ρINF = ρILwIL + ρNPwNP = ρIL(1 − wNP) + ρNPwNP (2.3.52)
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Statistical Analysis

To check how reliable the predicted values are, the relative deviation (RD) and

average absolute relative deviation (AARD) were calculated as follows:

RD =
100(xcalc,i − xexp,i)

xexp,i
(2.3.53)

AARD =
100

k

n∑
i=1

���� xcalc,i − xexp,i

xexp,i

���� (2.3.54)

where k is the total number of data points, xcalc,i and xexp,i are the calculated and experi-

mental data points, respectively.

The errors of thermal conductivity enhancement were assessed based on the ne-

glected covariance (as the values of thermal conductivity and those errors are similar and

relatively small), therefore, the errors do not propagate excessive numerical artefacts:

δε =

√(
∂ε

∂λINF

)2
(δλINF)

2 +

(
∂ε

∂λIL

)2
(δλIL)

2 (2.3.55)

where ε is the absolute enhancement of the property, xINF/xIL .

To determine the errors of isobaric heat capacity, density and viscosity enhance-

ments, ε, the chain rules of differentiation can be used:

δε =

���� ∂ε

∂xINF

���� δxINF +

���� ∂ε∂xIL

���� δxIL (2.3.56)

2.3.3 Economic Analysis

The procedure to assess the transport coefficient of the fluids involved in heat

transfer process was primarily described by Mendonca et al. (1981). [86] The authors

made some assumptions to simplify the calculation by degree of freedom reduction. In the

first instance, it is reduced to two by selecting a specific type of device (usually shell and

tube type), prescribing the external constraints and neglecting the pressure drop across

the fluid ducts as it does not affect the performance. Then the only factor which has the

influence is heat transfer area expressed by Newton′s law of cooling:

Q = U0 A0(∆T)lm (2.3.57)
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where Q is rate of heat transfer (Q = 1 MW), U0 is overall heat transfer coefficient, A0

is heat transfer area, and (∆T)lm is logarithmic mean temperature difference between

inlet and outlet stream temperatures (∆T)lm = 20 K. In case of circular tubes, U0 can be

calculated by the following equation:

U−1
0 =

Do

hiDi
+ h−1

o + rw + ro +
riDo

Di
(2.3.58)

where Do is outside tube diameter (Do = 0.020 m), hi is heat transfer coefficient for the

inside film of fluid, Di is inside tube diameter (Di = 0.018 m), ho is heat transfer coefficient

for the outside film of fluid (ho = 2000 W m−2 K−1), rw is thermal resistance of the tube

wall, ro is outside fouling resistance, ri is inside fouling resistance. This can be also

simplified into the following form:

U−1
0 =

Do

hiDi
+ h−1

o + R (2.3.59)

where R stands for all the factors related to the resistance (R = 0 as ideal flow). The major

assumption in this methodology is the turbulent flow required for the efficient and accurate

optimization. The most recognized correlation for the heat transfer coefficients for smooth

circular tube was proposed by Sieder and Tate: [87]

Nu =
hiDi

λ
= 0.027Re0.8Pr

1
3

(
η

ηw

)0.14
(2.3.60)

where Nu is Nusselt number, λ is thermal conductivity coefficient, η is dynamic viscosity,

ηw is dynamic viscosity at the wall temperature (assumption: ηw = η), Re is Reynolds

number, Pr is Prandtl number. Pr can be calculated by the following equation:

Pr =
cpη

λ
(2.3.61)

where cp is the specific isobaric heat capacity. Whereas the Reynolds number can be

determined as follows:

Re =
ρuDi

η
(2.3.62)

where ρ is density, u is mean velocity over the tube cross section (u = 0.5 m s−1).

França et al. (2009) proposed an efficient way to study the cost of a new design

which was divided into five parts, namely battery limits, utility, off-site, engineering fees

and working capital. [88] The main concern is on the battery limits investment, which is
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related to the cost of individual parts of the equipment, along with the installation. This

cost, CE , is a function of the size (as heat transfer area), material of the construction,

design pressure, temperature:

CE = CB

(
X
XB

)m

(2.3.63)

where CB is the cost of a reference equipment, X capacity of the equipment (in this case

heat transfer area, A0), XB capacity of the reference equipment (heat transfer area of

reference) and m is a constant depending on the equipment type (m = 0.68). Following the

work of França et al. (2009), the reference equipment is carbon steel shell and tube heat

exchanger with the reference heat transfer area of 80 m2 and cost of (3.28 × 104) US$.

When the factors of materials type, pressure and temperature are included in equation

2.3.63), the following equation is obtained:

CE = C
′

B

(
X
XB

)m

fM fp fT (2.3.64)

where CB’ is the cost of the above described reference equipment (CB’ = 3.28 × 104 US$),

fM is the correction factor for materials type (fM = 3.4), fP is the correction factor for

pressure (fP = 1.5), and fT is the correction factor for temperature (fT = 1.3). Finally, the

equation for the cost of the heat exchange unit is derived as follows:

CE = 3.28 × 104
(

A0
80

)0.68
× 3.4 × 1.5 × 1.3 = 2.18 × 105

(
A0
80

)0.68
(2.3.65)

Nevertheless, the short description of this approach is described herein, the full explanation

can be found in the literature. [86, 88–90]
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Chapter 3

Imidazolium- and Pyrrolidinium-Based Ionic Liquids
and Ionanofluids

3.1 Pure Ionic Liquids

3.1.1 Density and Isobaric Heat Capacity

The density and heat capacity were measured for pure ILs and the purity before

and after each measurement was studied, in particular the water content which may

increase during/after the data collection. Thus, the water content after heat capacity

assessments was checked by weighing the mass of the pan, and directly by using Karl

Fischer titration after density measurement. No changes were recorded which means

that the pans containing studied samples were sealed from the environment and water

absorption. It was previously reported that water may influence the physical properties. [1]

In the case of heat capacity, 1% of water shifts the heat capacity by about 1.6% (1-

butyl-3-methylimidazolium tetrafluoroborate). [2] Nevertheless, density is much less

dependent on the water content – 20% of water content changes the density of 1-butyl-3-

methylimidazolium bis(trifluoromethylsulfonyl)imide for about 1%. [3]

The experimental data for the density and the heat capacity of the pure ILs are

shown in Figure 3.1.1a and Figure 3.1.2a, respectively, and collected in Tables CD3.1-

CD3.9 (Appendix CD3). Their values were also compared to those previously reported in

the literature. An extensive comparison to NIST ILs database was performed by taking into

account all available literature positions, the relative deviations are presented in Figure

3.1.1b and Figure 3.1.2b for pure IL density and heat capacity, respectively.
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Figure 3.1.1. a) Density, ρ, as a function of the temperature, T, for pure ILs; b) density

deviations, 100(ρlit − ρexp)/ρexp, between values in this work, ρexp, and literature data,

ρlit , for [C4C1Im][Dca], � [4–25], [C4C1Im][NTf2], � [3, 6, 17, 20, 23, 26–80],

[C2C1Im][C2SO4], � [3, 6, 20, 43, 43, 44, 48, 52, 56, 71, 81–126], [C4C1Pyrr][NTf2],

� [6, 9, 47, 55, 66, 92, 127–144], [C6C1Im][PF6], � [34, 39, 41, 52, 145–166].

Figure 3.1.2. a) Isobaric heat capacity, cp, as a function of the temperature, T, for pure

ILs; b) isobaric heat capacity deviations, 100(cp,lit − cp,exp)/cp,exp, between values in this

work, cp,exp, and literature data, cp,lit , for [C4C1Im][Dca], � [2, 20, 23, 24, 167, 168],

[C4C1Im][NTf2], � [20, 23, 38, 67, 146, 169–175], [C2C1Im][C2SO4],

� [2, 20, 89, 93, 146, 176–180], [C4C1Pyrr][NTf2], � [2, 146, 173, 181, 182],

[C6C1Im][PF6], � [158, 175].

As can be seen, the density is a very extensively investigated property of ILs. The

deviations observed were approximately (-1.2 – 1.2) % while the main concentration
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of them is between (-0.2 – 0.2) % as it could be expected regarding solely the standard

uncertainty of each equipment used, with maximum of -1.15%. [145] In the case of

heat capacity, the deviations were about (-10 – 20) %, with maximum of 19.06%. [146]

Whereas the standard uncertainty of density measurement is 0.1% and heat capacity of

3%. Such high deviations may be related to different impurity levels and measurement

methodology (technique, heating rate, gas flow rate, crucibles used, samples preparation

and treatment, calibration). Moreover, such deviations (1% and 20% for density and

heat capacity, respectively, or even 40% for heat capacity) are commonly observed in

the literature for ILs. [2, 26] Diedrichs and Gmehling (2006) critically reviewed the heat

capacity measurement approaches, including different techniques and parameters. [183]

To the best of our knowledge, and following the above and others’ recommendations, the

heat capacity values determined in this work are highly accurate. [2, 146, 183, 184] The

deviations of pure ILs properties can be observed, nevertheless.

Four different cations, [C4C1Im]+, [C4C1Pyrr]+, [C2C1Im]+, [C6C1Im]+, and four

different anions, [Dca]−, [NTf2]−, [C2SO4]−, [PF6]−, were used as the constituents of the

investigated ILs. Zhao et al. (2016) calculated the volume of several cations and anions

by COSMO-RS modelling – 154 Å3 for [C2C1Im]+, 197 Å3 for [C4C1Im]+, 242 Å3 for

[C6C1Im]+, 214 Å3 for [C4C1Pyrr]+, 222 Å3 for [NTf2]−, 104 Å3 for [PF6]−, 82 Å3 for

[Dca]− and 104 Å3 for [C1SO4]− (value for [C2SO4]− was not reported, therein). [185]

This given, the volume of cation + anion is in the following order: [C2C1Im][C1SO4]

(258 Å3) < [C4C1Im][Dca] (279 Å3) < [C6C1Im][PF6] (346 Å3) < [C4C1Im][NTf2] (419

Å3) < [C4C1Pyrr][NTf2] (436 Å3). As can be seen in Figure 3.1.1a and Figure 3.1.2a

for density and heat capacity, respectively, the values of those properties clearly depend

on the type of cation/anion. More specifically, increasing the size of anion and cation

results in lower density (less number of bulky molecules in a volume unit, however, the

density is a combination of cation and anion instead of them treated separately), and higher

specific heat capacity (as an effect of molecules energy represented by bonds). Moreover,

the density is decreasing with temperature, (3.8, 4.3, 4.1, 3.5 and 3.9) % of decrease

between 298.15 K and 363.15 K for [C4C1Im][Dca], [C4C1Im][NTf2], [C4C1Pyrr][NTf2],

[C2C1Im][C2SO4] and [C6C1Im][PF6], respectively, whereas the heat capacity is increas-

ing with temperature, (6.8, 15.4, 15.3, 14.3 and 15.2) % of increase between 298.15 K and

363.15 K for [C4C1Im][Dca], [C4C1Im][NTf2], [C4C1Pyrr][NTf2], [C2C1Im][C2SO4] and
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[C6C1Im][PF6], respectively.

3.1.2 Thermal Conductivity

The thermal conductivity was measured in the temperature range of about (278 –

358) K, at atmospheric pressure (101 kPa), for pure ILs, in the first instance, and compared

to literature data, as shown in Figure 3.1.3. The experimental data were collected in

Tables CD3.10-CD3.12 (Appendix CD3).

Figure 3.1.3. a) Thermal conductivity, λ, as a function of the temperature, T , for pure

ionic liquids; b) relative deviations, 100(λlit − λexp)/λexp, between values reported in this

work, λexp, and those in the literature, λlit , for [C4C1Im][Dca], � [4], [C4C1Im][NTf2],

� [186, 187], [C2C1Im][C2SO4], � [186, 188, 189], [C4C1Pyrr][NTf2], � [186, 190],

[C6C1Im][PF6], � [190, 191].

Thermal conductivity, as a transport property, should be dependent on the vol-

ume/mass of molecules. As shown in Figure 3.1.3a, this follows the order of

[C2C1Im][C1SO4] (258 Å3) < [C4C1Im][Dca] (279 Å3) < [C6C1Im][PF6] (346 Å3) <

[C4C1Im][NTf2] (419 Å3) < [C4C1Pyrr][NTf2] (436 Å3). Therefore, the thermal conduc-

tivity could be easily predicted qualitatively based purely on the size of cation/anion.

The thermal conductivity was found to decrease with temperature, as expected.

Moreover, the slope for each IL is similar which means that the thermal conductivity is
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governed by the same mechanism with a reduced contribution of convection. The differ-

ence between lowest and highest temperature is relatively small, (4.70, 5.05, 2.89, 3.31

and 2.76) % for [C4C1Im][Dca], [C4C1Im][NTf2], [C2C1Im][C2SO4], [C4C1Pyrr][NTf2]

and [C6C1Im][PF6], respectively.

Differences of about (-12 - 6) % can be found between values in this work and

those reported in the literature, while the maximum for [C2C1Im][C2SO4] (5.33% be-

tween 0.1742 W m−1 K−1 in this work and 0.184 W m−1 K−1 in [189], at 348.15 K), and

[C4C1Im][Dca] (-11.74% between 0.1725 W m−1 K−1 in this work and 0.153 W m−1 K−1

in [4], at 338.15 K). All deviations with literature data for pure ILs are presented in Figure

3.1.3b, [4, 186–190, 192, 193] while selected positions were taken for further discussion

(the same references as those used for the comparison of ionanofluids results). [4,190,193]

The standard uncertainties of measurements in the literature are (7.1, 6.5, 6.4,

4.2 and 3.5) % for [C4C1Im][NTf2], [193] [C4C1Im][Dca], [4] [C2C1Im][C2SO4], [193]

[C4C1Pyrr][NTf2], [190] and [C6C1Im][PF6], [190] respectively. Calibration of the equip-

ment used for thermal conductivity measurement is a significant process because it is

possible to introduce a range of factors which results in an increase of the uncertainty in

this property, for example viscosity (different liquids of various viscosity values should

be used, i.e. toluene, water, glycerol and its water solutions), electrical conductivity (this

factor can be included by using water solutions of sodium chloride or ILs), thermal con-

ductivity (to ensure the proper calibration along the whole range of thermal conductivity

measurement, i.e. toluene, glycerol, water), and temperature (in order to ensure that the

calibration is reliable over the whole range of temperatures investigated). [4, 193–195] All

of these factors were included in the calibration of the equipment in this work. Moreover,

the calibration was also validated with one IL, [C8C1Im][NTf2], and the values obtained

are in an excellent agreement with literature (average absolute relative deviation below

1%), [186] as presented and disccused in Section 2.2.1. This issue can be addressed

to work of Nieto de Castro et al. (2009) where only water and glycerol were used to

perform the calibration. [190] Also, as can be seen, the data for [C4C1Pyrr][NTf2] and

[C6C1Im][PF6] originated from work of Nieto de Castro et al. (2009) are consistently

deviated which explains the excessive deviations from the results in this work, (0.118

and 0.1238) W m−1 K−1 or relative deviation of 4.9% for [C4C1Pyrr][NTf2] at 298.15

K, (0.142 and 0.1480) W m−1 K−1 or relative deviation of 4.2% for [C6C1Im][PF6] at
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298.15 K. Moreover, to ensure the proper heat transfer occurring in the investigated sys-

tem, a minimum volume of the sample is required (depending on the construction of cell,

minimum of 30 cm3). [4] While in work of Nieto de Castro et al. (2009) the volume of

sample is approximately 15 cm3. [190] Unlike other properties, such as heat capacity or

viscosity, water has less impact on thermal conductivity – those with 800 ppm of water in

ILs do not differ significantly in comparison to those with 400 ppm of water in ILs. [196]

Therefore, this is not an issue of consideration herein due to very low amounts of water in

each literature position and this work.

Another significant deviation can be found for [C4C1Im][Dca] (up to -11.03% of

relative deviation, 0.1725 W m−1 K−1 in this work and 0.153 W m−1 K−1 in [4], at 338.15

K), however, in the work of França et al. (2014), the proper calibration was presented,

along with high purity chemicals. [4] França et al. (2014) compared their results of

1-ethyl-3-methylimidazolium dicyanamide with literature and reported relative deviation

of (10 – 15) %, [188] increasing with temperature. [4] Similar relative deviations can be

found between this work and França et al. (2014). [4] It might appear as some systematic

error being propagated in the work of França et al. (2014), [4] whereas the data in this

work represent better accuracy. However, the origin of such deviations is unknown, and

the value of the error starts to be higher than the standard uncertainty above approximately

318 K.
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3.2 Ionanofluids

3.2.1 Density

The density of ionanofluids containing different loadings of carbon nanotubes,

boron nitride or graphite nanoparticles dispersed in selected ILs, was measured as a func-

tion of temperature. The results are shown in Figure 3.2.1a, Figure 3.2.1b and Figure

3.2.1c for ionanofluids with carbon nanotubes, boron nitride and graphite, respectively.

The parameters of equation (2.2.42), ρ(T), are summarized in Table 3.2.1.

Figure 3.2.1. Temperature, T, dependence of the density, ρ, of investigated ionanofluids

with a) multiwalled carbon nanotubes (MWCNT); b) boron nitride (BN); c) graphite (G),

for neat ILs, squares �, 0.5 wt% NP, circles #, 1.0 wt% NP, triangles 4, 3.0 wt% NP,

pentagons D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green,

[C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.
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Table 3.2.1. The parameters, a0 and a1, with their standard uncertainties, δa0 and δa1, for

equation (2.2.42), ρ(T).

a0 ± δa0 −(a1 ± δa1) × 10−3 R2

(kg m−3) (kg m−3 K−1)
[C4C1Im][Dca] neat 1243.6 ± 0.4 619 ± 1 0.99995
[C4C1Im][Dca] + 0.5% MWCNT 1244.5 ± 0.4 619 ± 1 0.99995
[C4C1Im][Dca] + 0.5% BN 1243.4 ± 0.4 619 ± 1 0.99994
[C4C1Im][Dca] + 0.5% G 1243.1 ± 0.4 618 ± 1 0.99995
[C4C1Im][Dca] + 1.0% MWCNT 1248.4 ± 0.5 619 ± 1 0.99994
[C4C1Im][Dca] + 1.0% BN 1248.5 ± 0.5 615 ± 1 0.99993
[C4C1Im][Dca] + 1.0% G 1244.4 ± 0.4 618 ± 1 0.99996
[C4C1Im][Dca] + 3.0% MWCNT 1259.2 ± 0.4 614 ± 1 0.99994
[C4C1Im][Dca] + 3.0% BN 1268.3 ± 0.5 622 ± 2 0.99992
[C4C1Im][Dca] + 3.0% G 1254.5 ± 0.5 610 ± 2 0.99992
[C4C1Im][NTf2] neat 1717.4 ± 0.4 943 ± 1 0.99998
[C4C1Im][NTf2] + 0.5% MWCNT 1718.1 ± 0.4 941 ± 1 0.99998
[C4C1Im][NTf2] + 1.0% MWCNT 1719.3 ± 0.4 940 ± 1 0.99997
[C4C1Im][NTf2] + 3.0% MWCNT 1727.4 ± 0.2 939 ± 1 0.99999
[C4C1Pyrr][NTf2] neat 1654.4 ± 0.3 872 ± 1 0.99998
[C4C1Pyrr][NTf2] + 0.5% MWCNT 1654.0 ± 0.8 870 ± 1 0.99992
[C4C1Pyrr][NTf2] + 0.5% BN 1657.1 ± 0.4 871 ± 1 0.99997
[C4C1Pyrr][NTf2] + 0.5% G 1655.5 ± 0.4 868 ± 1 0.99998
[C4C1Pyrr][NTf2] + 1.0% MWCNT 1654.9 ± 0.3 871 ± 1 0.99998
[C4C1Pyrr][NTf2] + 1.0% BN 1654.8 ± 0.4 870 ± 1 0.99998
[C4C1Pyrr][NTf2] + 1.0% G 1654.3 ± 0.4 869 ± 1 0.99998
[C4C1Pyrr][NTf2] + 3.0% MWCNT 1657.3 ± 0.4 859 ± 1 0.99998
[C4C1Pyrr][NTf2] + 3.0% BN 1664.1 ± 0.4 866 ± 1 0.99997
[C4C1Pyrr][NTf2] + 3.0% G 1655.5 ± 0.4 855 ± 1 0.99997
[C2C1Im][C2SO4] neat 1436.9 ± 0.3 670 ± 1 0.99998
[C2C1Im][C2SO4] + 0.5% MWCNT 1435.6 ± 0.5 663 ± 2 0.99992
[C2C1Im][C2SO4] + 1.0% MWCNT 1440.4 ± 0.3 667 ± 1 0.99997
[C2C1Im][C2SO4] + 3.0% MWCNT 1448.3 ± 0.4 664 ± 1 0.99997
[C6C1Im][PF6] neat 1526.7 ± 0.3 784 ± 1 0.99999
[C6C1Im][PF6] + 0.5% MWCNT 1526.3 ± 0.3 783 ± 1 0.99998
[C6C1Im][PF6] + 0.5% BN 1524.3 ± 0.3 784 ± 1 0.99998
[C6C1Im][PF6] + 0.5% G 1524.9 ± 0.3 782 ± 1 0.99998
[C6C1Im][PF6] + 1.0% MWCNT 1528.0 ± 0.2 783 ± 1 0.99999
[C6C1Im][PF6] + 1.0% BN 1527.0 ± 0.2 786 ± 1 0.99999
[C6C1Im][PF6] + 1.0% G 1530.4 ± 0.2 783 ± 1 0.99999
[C6C1Im][PF6] + 3.0% MWCNT 1533.9 ± 0.4 775 ± 1 0.99998
[C6C1Im][PF6] + 3.0% BN 1538.3 ± 0.4 782 ± 1 0.99997
[C6C1Im][PF6] + 3.0% G 1531.1 ± 0.4 770 ± 1 0.99997

It can be seen that, for all cases, the density decreased as a function of temperature,

whereas the loading of nanoparticles caused the density shift to higher density values,

as expected. The slopes were not found to be changed significantly by the addition of

nanoparticles, therefore, the changes between maximum and minimum temperature are

similar to pure ILs. It also indicates that the bulk density of all solid materials exhibits

higher values. The experimental data were collected in Tables CD3.1-CD3.6 (Appendix

CD3). The changes of density for mixtures are consistent and clearly depend on the
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type of nanoparticles. In the literature, it can be found that the density of nanofluids

could be then determined by using the empirical equation (2.3.52) originally proposed

by Pak and Cho (1998) or by using an ideal excess molar volume-based approach, equa-

tion (2.2.44). [197, 198] In other words, the assumption made during the calculation of

nanoparticles density in the case of the ideal excess molar volume-based approach is that

the ideal molar volume is equal to the real molar volume of each nanofluid at investigated

temperature. These two methods were applied during this work and the results of both

nanoparticles density calculations are summarized in Tables CD3.1-CD3.6 (Appendix

CD3) and shown in Figure B1 (Appendix B).

Interestingly, the overall AARD for the density prediction of ionanofluids by using

the empirical equation (2.3.52) model is close to 0.10 % in each case, while larger devia-

tions are observed using the ideal excess molar volume-based approach, close to (0.44,

0.79 and 0.60) % for carbon nanotubes, boron nitride and graphite based ionanofluids,

respectively. Herein, average absolute relative deviations observed using the ideal excess

molar volume-based approach are presented in Figure B2a, Figure B3a and Figure B4a

(Appendix B) for ionanofluids with carbon nanotubes, boron nitride and graphite, respec-

tively. In fact, this latter approach does not lead to better results of ionanofluids density

prediction (higher AARD) than that proposed by Pak and Cho. However, as shown in

Figure B2b, Figure B3b and Figure B4b (Appendix B), the hypothetical excess molar

volumes calculated using the NPs density values determined from this empirical equation

(2.3.52) model resulted in larger absolute values (all negatives in the present cases) than

those observed using the ideal excess molar volume-based approach. This finding is also in

a good agreement with previous assessments about the molecular meaning of excess prop-

erties of systems consisting of more than two phases in solution. From a thermodynamic

perspective, in such a case, this excess property is meaningless as an ideal reference state

cannot be truly defined. [199] Therefore, the empirical equation (2.3.52) model originally

proposed by Pak and Cho seems to be more reliable to determine nanofluids density. [200]

Moreover, negative values of excess molar volume indicate the possible contribution of

higher density of interfacial nanolayers.

Density is a highly accurate property which may give a useful information about

interfacial structure of nanoparticles. Shin and Banarjee (2011) showed that there is a spe-

cific interfacial organization occurring between fluid and nanoparticles. [201] Hentschke
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(2016) gave a full theoretical interpretation of the interfacial layer on nanoparticles with

including the density and mass fraction of interfacial layer. [202] However, the assumption

made in his work was that the density of interfacial layer is similar to this of bulk liquid.

Based on the results reported in this work (for example the empirical equation (2.3.52)), it

can be seen that the density of interfacial layer is higher. Finally, the most recent theo-

retical and experimental work of França et al. (2017) proved the existence of interfacial

layer. [203]

Using this recommended approach, the density values at 298.15 K are (1626.34,

1911.89 and 1711.99) kg m−3 for carbon nanotubes, boron nitride and graphite, respec-

tively, with the standard uncertainty as described in the experimental part for density

(Section 2.2.3). It can be seen that carbon nanotubes and graphite have similar density

values which indicates similarity in the packing of particle structure. These data are

necessary for efficient and accurate nanofluids properties prediction while most of these

are correlated to volumetric concentration of nanomaterials, for example thermal conduc-

tivity. [193]

The values of calculated density were further used to calculate the theoretical

density of ionanofluids with equation (2.3.52). The results are summarized in the Tables

CD3.1-CD3.3 (Appendix CD3). The representation of calculated density values against

the experimental data is shown in Figure 3.2.2, while the deviations can be found in

Figure 3.2.3a, Figure 3.2.3b and Figure 3.2.3c for ionanofluids containing carbon nan-

otubes, boron nitride and graphite doped, respectively. The AARD values were 0.10%

in each case, which indicated high correlative capability, and the absolute values did

not exceed 0.3% deviation, apart from the system containing [C4C1Im][NTf2] + 3 wt%

MWCNT where absolute deviations close to (0.3-0.4) % are observed.

França et al. (2014) studied the physical properties of dicyanamide ILs (i.e. den-

sity). [4] Based on these density values of ionanofluids containing carbon nanotubes,

one can calculate the density of ionanofluids with equation (2.3.52), within RAD values

close to (0.11, 0.09, 0.17, 0.25, 0.03, 0.17) % for [C2C1Im][Dca] + 0.5 wt% MWCNT ,

[C2C1Im][Dca] + 1.0 wt% MWCNT, [C4C1Im][Dca] + 0.5 wt% MWCNT, [C4C1Im][Dca]

+ 1.0 wt% MWCNT, [C4C1Pyrr][Dca] + 0.5 wt% MWCNT, [C4C1Pyrr][Dca] + 1.0 wt%

MWCNT, respectively. [4]
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Figure 3.2.2. Calculated density, ρcalc, over the experimental values, ρexp, for

ionanofluids (INF) incorporating multiwalled carbon nanotubes (MWCNT), �, boron

nitride (BN),  , and graphite (G), N, by empirical equation (2.3.52).
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Figure 3.2.3. Relative deviations, 100(ρcalc − ρexp)/ρexp, between calculated, ρcalc, and

experimental, ρexp, values of density for ionanofluids with a) multiwalled carbon

nanotubes (MWCNT); b) boron nitride (BN); c) graphite (G), by empirical equation

(2.3.52), for neat ILs, squares �, 0.5 wt% NP, circles #, 1.0 wt% NP, triangles 4, 3.0 wt%

NP, pentagons D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green,

[C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

3.2.2 Isobaric Heat Capacity

The results of the heat capacity measurements for all investigated systems are

shown in Figure 3.2.4a, Figure 3.2.4b and Figure 3.2.4c for carbon nanotubes-, boron

nitride- and graphite-doped ionanofluids, respectively, while the parameters of second-

order equation (2.2.30) are summarized in Table 3.2.2. The experimental data are collected

in Tables CD3.7-CD3.9 (Appendix CD3). Unfortunately, very few datasets have been

previously reported for similar systems, to date, which limits the comparison that can be
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made. As can be seen the heat capacity of all data increases with temperature, as expected.

Table 3.2.2. The parameters, a0, a1 and a2, with their standard uncertainties, δa0, δa1 and

δa2, for equation (2.2.30), cp(T).

−(a0 ± δa0) a1 ± δa1 −(a2 ± δa2) × 10−3 R2

(J kg−1 K−1) (J kg−1 K−2) (J kg−1 K−3)
[C4C1Im][Dca] neat 530 ± 160 13 ± 1 17 ± 2 0.99693
[C4C1Im][Dca] + 0.5% MWCNT 920 ± 180 16 ± 1 22 ± 2 0.99497
[C4C1Im][Dca] + 0.5% BN 530 ± 160 13 ± 1 17 ± 2 0.99693
[C4C1Im][Dca] + 0.5% G 690 ± 110 14 ± 1 17 ± 1 0.99951
[C4C1Im][Dca] + 1.0% MWCNT 560 ± 78 14.6 ± 0.5 20 ± 1 0.99867
[C4C1Im][Dca] + 1.0% BN 210 ± 140 12 ± 1 15 ± 1 0.99775
[C4C1Im][Dca] + 1.0% G -1060 ± 12 4.0 ± 0.4 0.99874
[C4C1Im][Dca] + 3.0% MWCNT 610 ± 110 15 ± 1 21 ± 1 0.99737
[C4C1Im][Dca] + 3.0% BN 1800 ± 200 22 ± 1 29 ± 2 0.99719
[C4C1Im][Dca] + 3.0% G -1121 ± 14 4.2 ± 0.4 0.99863
[C4C1Im][NTf2] neat 1190 ± 100 13 ± 1 15 ± 1 0.99956
[C4C1Im][NTf2] + 0.5% MWCNT 2520 ± 110 22 ± 1 29 ± 1 0.99944
[C4C1Im][NTf2] + 1.0% MWCNT 2150 ± 110 20 ± 1 25 ± 1 0.99943
[C4C1Im][NTf2] + 3.0% MWCNT 2980 ± 120 25 ± 1 33 ± 1 0.99942
[C4C1Pyrr][NTf2] neat -391 ± 7 2.9 ± 0.2 0.99919
[C4C1Pyrr][NTf2] + 0.5% MWCNT 1480 ± 160 16 ± 1 17 ±2 0.99786
[C4C1Pyrr][NTf2] + 0.5% BN 220 ± 12 6.5 ± 0.4 4.2 ± 0.3 0.99909
[C4C1Pyrr][NTf2] + 0.5% G 194 ± 29 4.0 ± 0.2 2.1 ± 0.3 0.99791
[C4C1Pyrr][NTf2] + 1.0% MWCNT 1460 ± 180 15 ± 1 19 ±2 0.99786
[C4C1Pyrr][NTf2] + 1.0% BN 330 ± 10 3.7 ± 0.3 0.99909
[C4C1Pyrr][NTf2] + 1.0% G -191 ± 18 4.6 ± 0.4 0.99791
[C4C1Pyrr][NTf2] + 3.0% MWCNT 1760 ± 160 17 ± 1 22 ± 2 0.99848
[C4C1Pyrr][NTf2] + 3.0% BN 2360 ± 230 -8.5 ± 0.3 -19 ± 2 0.99850
[C4C1Pyrr][NTf2] + 3.0% G 570 ± 280 9 ± 2 7.1 ± 0.3 0.99868
[C2C1Im][C2SO4] neat -519 ± 6 3.5 ± 0.2 0.99956
[C2C1Im][C2SO4] + 0.5% MWCNT 780 ± 58 3.2 ± 0.4 0.82 ± 0.51 0.99979
[C2C1Im][C2SO4] + 1.0% MWCNT -741 ± 1 3.1 ± 0.3 0.99998
[C2C1Im][C2SO4] + 3.0% MWCNT -746 ± 17 3.3 ± 0.5 0.99676
[C6C1Im][PF6] neat 1284 ± 34 13.7 ± 0.2 16 ± 3 0.99995
[C6C1Im][PF6] + 0.5% MWCNT 2210 ± 160 20 ± 1 26 ± 2 0.99883
[C6C1Im][PF6] + 0.5% BN 1517 ± 98 16 ± 1 18 ± 1 0.99966
[C6C1Im][PF6] + 0.5% G 3450 ± 150 27 ± 1 34 ± 1 0.99957
[C6C1Im][PF6] + 1.0% MWCNT 2250 ± 220 20 ± 1 26 ± 2 0.99793
[C6C1Im][PF6] + 1.0% BN 2650 ± 110 23 ± 1 30 ± 1 0.99958
[C6C1Im][PF6] + 1.0% G 3250 ± 310 26 ± 2 33 ± 3 0.99820
[C6C1Im][PF6] + 3.0% MWCNT 2360 ± 250 22 ± 2 28 ± 2 0.99720
[C6C1Im][PF6] + 3.0% BN 3270 ± 150 27 ± 1 36 ± 1 0.99925
[C6C1Im][PF6] + 3.0% G 3760 ± 260 30 ± 2 37 ± 2 0.99894

The specific heat capacity was also found to increase with nanomaterials loading

(with restriction up to 3% in nanoparticles mass fraction units, as investigated), as can

be clearly seen in Figure 3.2.4a, Figure 3.2.4b and Figure 3.2.4c for carbon nanotubes-

, boron nitride- and graphite-doped ionanofluids, respectively. Figure 3.2.5a, Figure
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Figure 3.2.4. Temperature, T, dependence of the isobaric heat capacity, cp, of

investigated ionanofluids with a) multiwalled carbon nanotubes (MWCNT); b) boron

nitride (BN); c) graphite (G), for neat ILs, squares �, 0.5 wt% NP, circles #, 1.0 wt% NP,

triangles 4, 3.0 wt% NP, pentagons D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red,

[C4C1Pyrr][NTf2], green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

3.2.5b and Figure 3.2.5c show the heat capacity enhancement (in comparison to pure ILs)

as a function of nanoparticles loading (volume fraction) for carbon nanotubes-, boron

nitride- and graphite-doped nanofluids, respectively. The enhancements observed were in

the ranges of (5 – 13, 5 – 21 and 12 – 28) % for carbon nanotubes-, boron nitride- and

graphite-based ionanofluids. As can be seen, the effect of the addition of carbon nanotubes

was the smallest and compared with graphite which showed the largest changes.

The mechanism of the heat capacity enhancement has been widely discussed and

proposed to be based on the mixing theory for ideal gas mixtures. [204] However, it

has been shown that this approach is not relevant for nanofluids, where the specific heat
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Figure 3.2.5. Heat capacity enhancement, cp,INF/cp,IL , in comparison to pure ionic

liquids as a function of the nanoparticles volume fraction, ϕ, for a) multiwalled carbon

nanotubes-doped (MWCNT) ionanofluids; b) boron nitride-doped (BN) ionanofluids; c)

graphite-doped (G) ionanofluids, for [C4C1Im][Dca], black, [C4C1Im][NTf2], red,

[C4C1Pyrr][NTf2], green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

capacity of nanoparticles (as studied for carbon nanotubes) is lower than liquids and the

enhancement of heat capacity is observed. [202] Another theory proposed is based on

the assumption of thermal equilibrium between the fluid and nanoparticles. [204] It was

shown that it reproduces better values, however, is still not accurate enough, and the

specific mechanism is not explained within this theory. The first attempt to explain the

heat capacity increasing was proposed by Shin et al. (2011). [201] The authors discussed

three different modes: a) higher specific heat capacity of nanoparticles in comparison

to their bulk equivalents (based on Al2O3, up to 25%) [205] which is related to the

quantization of phonon spectrum with discrete values, which is not limited by the size of
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nanoparticles (due to resolved surface area); b) high solid-fluid interaction energy caused

by the high surface area per unit mass of nanoparticles which increases the interfacial

thermal resistance and acts as additional thermal storage; c) layering of liquid molecules

at the surface of nanoparticles due to the liquid molecules adsorption as semi-solid layer

with larger thermal properties than the bulk liquid (usually 2-5 nm).

The most recent work of Hentschke (2016) discussed the possible mechanism

of the heat capacity enhancement, including the mathematical foundation. [202] It was

shown that the observed enhancement may be caused by one or both of the following

factors: a) nanolayering of nanoparticles with liquid molecules, with the layer of higher

heat capacity in comparison to liquids and dependent on the nanoparticles type; b) the

new phenomenological theory based on the attendant mesolayer interacting with other

mesolayers with the assumption that the enhancement occurs until some specific loading

of nanoparticles, and then becomes a decreasing function of nanoparticles concentration

(a few parameters were introduced while the maximum mass fraction concentration was

always below 3%). Nevertheless, all of these theories are based on molecular solvents-like

nanofluids, and none of them considered ILs as basefluids.

The observed enhancement clearly indicated the existence of interfacial nanolayers.

Moreover, as can be seen in Figure 3.2.5a, Figure 3.2.5b and Figure 3.2.5c for carbon

nanotubes-, boron nitride- and graphite-doped ionanofluids, respectively, the values of the

enhancement observed are different in the case of each type of nanoparticle. This shows

that the mechanism is based on the type of nanoparticles instead of type of IL. These

dependencies were also correlated with temperature and nanoparticles concentration based

on the following assumptions: a) cp(T) is a second-order dependence; b) cp(ϕ) is clearly

not a linear equation, and can be easily described by a second order equation. Therefore,

the following equations are proposed:

cp,INF

cp,IL
= (6.00 ± 0.43)ϕMWCNT + (32.6 ± 8.7) × 10−4T − (109 ± 14)ϕ2

MWCNT

−(5.5 ± 1.3) × 10−6T2 + (0.55 ± 0.14)
(3.2.1)

cp,INF

cp,IL
= (28.99 ± 0.85)ϕBN + (17.0 ± 1.5) × 10−4T − (894 ± 34)ϕ2

BN

−(2.5 ± 2.1) × 10−6T2 + (0.70 ± 0.24)
(3.2.2)

125



cp,INF

cp,IL
= (29.5 ± 1.2)ϕG + (23.4 ± 2.3) × 10−4T − (829 ± 42)ϕ2

G

−(2.5 ± 1.3) × 10−6T2 + (0.58 ± 0.38)
(3.2.3)

with coefficient of determination, R2, (0.91848, 0.97047 and 0.93451) for multiwalled

carbon nanotubes-, boron nitride- and graphite-doped ionanofluids, respectively.

As shown by Hentschke (2016) a maximum enhancement is maintained by the

existence of overlapping mesolayers. [202] In this work, this was not recorded (as no

significant maximum of the enhancement was observed below 3 wt%) which may indicate

a smaller impact of this type of interactions caused by stronger interactions between ILs

and nanoparticles, and as a result more compact interfacial layer. The different types

of ILs used in this work provide the information about impact of the base fluid on the

enhancement. However, it can be assumed that the base fluid type and structure is not

an influencing factor (based on the dependency upon the nanoparticles concentration).

While different values of enhancements prove the fact that enhancement depends on the

type of nanoparticles. Moreover, as pointed out by Hentschke (2016) the heat capacity

enhancement depends on the particle size, and thus, the surface area, it can be observed

that the enhancement intensity depends in the following sequence: graphite > boron

nitride > carbon nanotubes, as well as the nanoparticle size (and reverse order for surface

areas), which is in a good agreement with experimental data. [202]

The most likely mechanism for the enhancement in case of ionic liquid-based

nanofluids is based on the semi-solid-like liquid ordering on the nanoparticles surface

which was described in the work of Shin and Banerjee (2011), [201] with further extension

by Hentschke (2016), [202] excluding the interacting mesolayers as no experimental

result indicates such a behavior in this work. Similar work was carried out by França et

al. (2017) with molecular dynamics simulations of surface nanolayering including the

thermal conductivity modelling. [203] The results presented in this work clearly indicate

the existence of liquid nanolayers on the nanoparticles surface which is mainly responsible

for the enhancement of the thermal properties when nanoparticles are dispersed in a fluid

base. As well, no mesolayer interaction was observed. The results presented herein are in

a good agreement with those published by França et al. (2017). [203]

From an industrial perspective, the prior knowledge of the specific heat capacity as

a function of temperature is crucial. More specifically, the enhancement in the heat capac-
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ity caused by the presence of nanoparticles in base fluids as the function of composition

and temperature is of high interest. Figure 3.2.6 shows that the enhancements obtained

for carbon nanotubes-, boron nitride- and graphite-doped ionanofluids are ranged from

(3.1 to 13.2, 5.3 to 22.0, 10.9 to 34.2) %, respectively. The maximum of enhancement

observed were (13.2, 22.0 and 34.2) % for [C4C1Im][Dca] + 3 wt% MWCNT at 293.15

K, [C4C1Im][Dca] + 3 wt% BN at 343.15 K and [C4C1Im][Dca] + 3 wt% G at 363.15

K, respectively. It can be seen that for carbon nanotubes the enhancement decreases

with temperature (related to increasing hydrophobicity, less favoured attraction of liquid

molecules), [206] graphite is increasing with temperature (decreasing hydrophobicity,

therefore, easier creation of nanolayers), [207] boron nitride (more or less constant with

temperature, stabilized by the diversely charged surface of charge distribution between

nitrogen and boron). [208] This also reflects in different type of prospective industrial

applications in case of desired temperature profile of HTFs.
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Figure 3.2.6. Heat capacity enhancement, cp,INF/cp,IL , in comparison to pure ionic

liquids as a function of the temperature, T, for a) multiwalled carbon nanotubes-doped

(MWCNT) ionanofluids; b) boron nitride-doped (BN) ionanofluids; c) graphite-doped (G)

ionanofluids, for 0.5 wt% NP, circles #, 1.0 wt% NP, triangles 4, 3.0 wt% NP, pentagons

D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green,

[C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

3.2.3 Thermal conductivity

The thermal conductivity of each investigated ionanofluid was measured in the

temperature range of (278 – 358) K, at atmospheric pressure (101 kPa). The experimental

data were collected in Tables CD3.10-CD3.12 (Appendix CD3), and presented in Figure

3.2.7. The coefficients of linear fitting, equation (2.2.18), λ(T), have been collected in

Table 3.2.3.
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Figure 3.2.7. Temperature, T, dependence of thermal conductivity, λ, of investigated

ionanofluids with a) multiwalled carbon nanotubes (MWCNT); b) boron nitride (BN); c)

graphite (G), for neat ILs, squares �, 0.5 wt% NP, circles #, 1.0 wt% NP, triangles 4, 3.0

wt% NP, pentagons D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2],

green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

The thermal conductivity of solids is generally higher than that of liquids, moreover

the thermal conductivity of nanoparticles is particularly higher. [209] Various effects could

explain this behavior in case of nanoparticles, for example when considering the theory

of the phonon transport, more porous materials have shorter effective size of nanoparti-

cles in which this phonon transport occurs, the specific surface area is increased, or the

wavelength of incident radiation (namely de Broglie wavelength) is comparable to the

nanoparticles diameter.

This affects the electron properties of such materials in which the electron conduc-
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Table 3.2.3. The parameters, a0 and a1, with their standard uncertainties, δa0 and δa1, for

equation (2.2.18), λ(T).

(a0 ± δa0) × 10−3 −(a1 ± δa1) × 10−5 R2

(W m−1 K−1) (W m−1 K−2)
[C4C1Im][Dca] neat 205 ± 2 9.7 ± 0.7 0.96412
[C4C1Im][Dca] + 0.5% MWCNT 209 ± 2 8.8 ± 0.5 0.97230
[C4C1Im][Dca] + 0.5% BN 209 ± 1 9.5 ± 0.4 0.98237
[C4C1Im][Dca] + 0.5% G 211 ± 3 11 ± 1 0.93922
[C4C1Im][Dca] + 1.0% MWCNT 212 ± 2 7.8 ± 0.7 0.93154
[C4C1Im][Dca] + 1.0% BN 209 ± 2 8.3 ± 0.5 0.97347
[C4C1Im][Dca] + 1.0% G 220 ± 1 11.8 ± 0.4 0.99122
[C4C1Im][Dca] + 3.0% MWCNT 228 ± 2 5.7 ± 0.7 0.89274
[C4C1Im][Dca] + 3.0% BN 229 ± 1 8.6 ± 0.4 0.98549
[C4C1Im][Dca] + 3.0% G 233 ± 3 11 ± 1 0.94703
[C4C1Im][NTf2] neat 149 ± 2 7.7 ± 0.5 0.96230
[C4C1Im][NTf2] + 0.5% MWCNT 154 ± 1 8.7 ± 0.4 0.98517
[C4C1Im][NTf2] + 1.0% MWCNT 155 ± 2 6.7 ± 0.7 0.92061
[C4C1Im][NTf2] + 3.0% MWCNT 185 ± 2 8.5 ± 0.7 0.94693
[C4C1Pyrr][NTf2] neat 141 ± 1 5.5 ± 0.4 0.95550
[C4C1Pyrr][NTf2] + 0.5% MWCNT 147 ± 1 7.2 ± 0.4 0.97644
[C4C1Pyrr][NTf2] + 0.5% BN 142 ± 1 4.3 ± 0.4 0.93217
[C4C1Pyrr][NTf2] + 0.5% G 147 ± 6 6.2 ± 0.2 0.99201
[C4C1Pyrr][NTf2] + 1.0% MWCNT 159 ± 1 7.8 ± 0.4 0.97763
[C4C1Pyrr][NTf2] + 1.0% BN 145 ± 1 4.3 ± 0.4 0.93217
[C4C1Pyrr][NTf2] + 1.0% G 156 ± 5 7.6 ± 0.2 0.99596
[C4C1Pyrr][NTf2] + 3.0% MWCNT 171 ± 3 5.2 ± 0.8 0.81851
[C4C1Pyrr][NTf2] + 3.0% BN 174 ± 2 8.3 ± 0.6 0.96063
[C4C1Pyrr][NTf2] + 3.0% G 168 ± 2 7.6 ± 0.5 0.96270
[C2C1Im][C2SO4] neat 195 ± 1 6.0 ± 0.4 0.97086
[C2C1Im][C2SO4] + 0.5% MWCNT 200 ± 1 6.8 ± 0.4 0.97650
[C2C1Im][C2SO4] + 1.0% MWCNT 207 ± 1 6.3 ± 0.4 0.96331
[C2C1Im][C2SO4] + 3.0% MWCNT 223 ± 2 2.1 ± 0.6 0.96455
[C6C1Im][PF6] neat 164 ± 1 5.5 ± 0.4 0.95453
[C6C1Im][PF6] + 0.5% MWCNT 174 ± 2 8.3 ± 0.6 0.96522
[C6C1Im][PF6] + 0.5% BN 175 ± 1 7.7 ± 0.3 0.98520
[C6C1Im][PF6] + 0.5% G 172 ± 1 7.1 ± 0.4 0.97909
[C6C1Im][PF6] + 1.0% MWCNT 179 ± 3 7.1 ± 0.8 0.86666
[C6C1Im][PF6] + 1.0% BN 169 ± 2 4.3 ± 0.6 0.86349
[C6C1Im][PF6] + 1.0% G 174 ± 2 6.6 ± 0.7 0.92133
[C6C1Im][PF6] + 3.0% MWCNT 197 ± 2 4.6 ± 0.5 0.91603
[C6C1Im][PF6] + 3.0% BN 205 ± 1 8.3 ± 0.4 0.98492
[C6C1Im][PF6] + 3.0% G 198 ± 1 7.7 ± 0.4 0.98007

tion can be trapped (called quantum trapping), resulting in modification of the bandgap.

For example, in 10 nm particles, about 10% of atoms are at the surface, and they are

more active than the atoms in the volume. As a result, their electron energy levels are

higher which is caused by the imperfections or active sites due to the partially saturated

bonds. When the electromagnetic wave reaches these electrons, the polarization of the free

electrons is induced. When the energy of the electromagnetic wave is high enough, the os-

cillation energy of these electrons is achieved and causes surface plasmon absorption. [210]
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A short but conclusive description of mathematical fundamentals of nanotechnology was

given by Marchiori (2016). [211] The previously reported values of thermal conductivity

at 298.15 K for investigated nanomaterials are (3223.4, 874.1 and 35.7) W m−1 K−1 for

carbon nanotubes, [212] boron nitride, [213] and graphite, [214] respectively, whereas

those for liquids are values of 10−1 W m−1 K−1 order. The addition of nanoparticles shifts

the thermal conductivity to higher values than pure ILs. The dependence of IL structure on

the thermal conductivity was discussed in the previous section. As can be seen in Figure

3.2.7, the thermal conductivity behaviour as a function of temperature remains linear and

is similar to this of pure ILs.

As a result, the thermal conductivity of nanofluids exhibits higher values than in

comparison to pure fluids, and an enhancement is observed, as shown in Figure 3.2.8a,

Figure 3.2.8b and Figure 3.2.8c for carbon nanotubes-, boron nitride- and graphite-doped

ionanofluids, respectively. The results were also collected in Tables CD3.10-CD3.12

(Appendix CD3).

As a consequence, the thermal conductivity enhancement was found to be an

increasing function of nanoparticles concentration in solution. Even though the exact

mechanism of heat transfer is still a subject of intensive investigation, there were a number

of attempts to describe the enhancement, for example the mechanism was explained by

Brownian motion of nanoparticles, liquid layering at the liquid/particle interface, nature

of heat transport across nanoparticles, nanoparticle clustering, while the interface layering

was proven to be most sensible explanation. [215–220] However, the most recent work of

França et al. (2017) described these phenomena based on experimental and theoretical

studies, and revealed the enhancement based on the ILs adsorption layering onto the

surface of nanoparticles. [203]

As shown in Figure 3.2.8, the values of the enhancements are dependent on the

type of nanoparticles, the highest for carbon nanotubes-doped (up to 27.48%, for 0.1541

W m−1 K−1 of [C4C1Im][NTf2] + 3.0 wt% MWCNT and 0.1213 W m−1 K−1 of pure

[C4C1Im][NTf2], at 358.15 K), lower for boron nitride-doped (up to 21.77%, for 0.1800 W

m−1 K−1 of [C6C1Im][PF6] + 3.0 wt% BN and 0.1479 W m−1 K−1 of pure [C6C1Im][PF6],

at 298.15 K), and the lowest for graphite-doped (up to 18.49%, for 0.1742 W m−1 K−1 of

[C6C1Im][PF6] + 3.0 wt% BN and 0.1474 W m−1 K−1 of pure [C6C1Im][PF6], at 308.15

K) ionanofluids. This is in an agreement with the size of nanoparticles and their values
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Figure 3.2.8. Thermal conductivity enhancement, λINF/λIL , in comparison to pure ionic

liquids as a function of the temperature, T, for a) multiwalled carbon nanotubes-doped

(MWCNT) ionanofluids; b) boron nitride-doped (BN) ionanofluids; c) graphite-doped (G)

ionanofluids, for 0.5 wt% NP, circles #, 1.0 wt% NP, triangles 4, 3.0 wt% NP, pentagons

D, [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green,

[C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan.

of thermal conductivity: carbon nanotubes < boron nitride < graphite. Moreover, the

enhancement calculated using IL as a reference (in this case the value of λINF divided

by λIL , λINF/λIL) shows the dependence on the nanoparticles type (as well as the size

and chemical nature). The following relationship is in good agreement with the thermal

conductivity of nanoparticles, and it was also reflected in almost linear dependence on the

nanoparticles concentration. As can be seen, these enhancements are more or less constant

over the whole temperature range, with some deviations from the linearity, however, still

remaining similarity in terms of those errors. The enhancement is still consistent in terms
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of the enhancement and thermal conductivity of pure nanomaterials, in the decreasing

sequence – nanofluids consisting of carbon nanotubes, boron nitride and graphite.

From an engineering perspective, a knowledge of thermal conductivity depen-

dence over the temperature is very important as it reflects the heat transfer efficiency

which occurs in the system. Carbon nanotubes, boron nitride and graphite were ob-

jects of investigation in terms of surface charge, in the meaning of zeta potential. All

of them were represented with negative zeta potential caused by the adsorption of neg-

atively charged ions (the positive surface charge of nanoparticles). [221–223] There-

fore, the expectation was that the enhancement in this work would depend on the type

of anions. It can be observed in Figure 3.2.8a, Figure 3.2.8b and Figure 3.2.8c that

there is a dependence on the type of IL. Including the volumes of ILs constituents

from COSMO-RS methodology, it can be observed that the enhancement is in the fol-

lowing order: [C4C1Im][Dca] (V[C4C1Im]+=197 Å3, V[Dca]−=82 Å3, V[C4C1Im][Dca]=279

Å3) < [C2C1Im][C1SO4] (V[C2C1Im]+=154 Å3, V[C1SO4]−=104 Å3, V[C2C1Im][C1SO4]=258

Å3) < [C6C1Im][PF6] (V[C6C1Im]+=242 Å3, V[PF6]−=104 Å3, V[C6C1Im][PF6]=346 Å3) <

[C4C1Im][NTf2] (V[C4C1Im]+=197 Å3, V[NT f2]−=222 Å3, V[C4C1Im][NT f2]=419 Å3) <

[C4C1Pyrr][NTf2] (V[C4C1Pyrr]+=214 Å3, V[NT f2]−=222 Å3, V[C4C1Pyrr][NT f2]=436 Å3).

Clearly, the enhancement is dependent on the type of anion and increasing the volume of

anion results in a larger enhancement. As explained above, bigger molecules (with larger

molecular size/volume) tend to have smaller thermal conductivity. Bulkier anions have

also less possibilities to adsorb onto the surface of nanoparticles, therefore, the effective

molecular volume/size of nanoparticle-liquid molecules complex is smaller (and also

observed, as presented above). On the other hand, there was no dependence on type of

cation found, herein. This is also in a good agreement with the zeta potential discus-

sion presented herein. Carbon-based materials tend to have positive charge, therefore,

exhibiting negative zeta potential (caused by the adsorption of anions). The surface of

boron nitride is described with negative charge from N-atom (electrons acceptor) and

positive charge from B-atom (electrons donor). [224] However, in this work an adsorption

of anions seems to be dominant and also observed in the results (as presented above).

Interestingly, many methods for nanofluids preparation can be used, including

different nanomaterials pre-treatment, their average size, or agitation and ultrasonication

time. [225–227] Moreover, the studies on the influence of these differences in case of ionic
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liquid – based nanofluids have not been investigated previously, in particular the effect on

the enhancement of thermal conductivity. The comparison between thermal conductivity

in this work and literature data can be performed based on the enhancement as several

aspects can influence the values of thermal conductivity – particularly the value of pure

ILs as base fluids. This comparison is shown in Figure 3.2.9.

Figure 3.2.9. Thermal conductivity enhancement, λINF/λIL , from this work, over the

results from literature, for [C4C1Im][Dca], black [4], [C4C1Im][NTf2], red [193],

[C4C1Pyrr][NTf2], green [193], [C2C1Im][C2SO4], blue [190], [C6C1Im][PF6],

cyan [190], with multiwalled carbon nanotubes (MWCNT) at 298.15 K.

Unfortunately, the comparison is possible for only ionanofluids containing mul-

tiwalled carbon nanotubes, as boron nitride and graphite have not been used before in

such studies. Therefore, further assumption in the nomenclature of (io)nanofluids is

that the carbon nanotubes are used, instead of boron nitride and graphite, in terms of

enhancement comparison to the literature analysis. The first deliberation should be done

for the methodology of ionanofluids preparation. All literature positions are consistent in

terms of the ionanofluids preparation, as described in the Experimental Section 2.1.5. The

other factor influencing the results is the source of nanomaterials. In this case (multiwalled

carbon nanotubes) are from the same source (Baytubes C150 HP from Bayer Material
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Science). Another source of deviations can be the purity of pure ILs, in particular the

thermal conductivity values. This was discussed in the previous Section 3.1.2 devoted to

the deviations of pure ILs thermal conductivity observed in this work and the literature.

On the other hand, the treatment of the sample is another influencing factor (in-

cluding the transportation, storage, etc.). Probably the most important source of deviations

is the measurement methodology (also described in Section 2.2.1), as various techniques,

methodologies or calibration might shift the values of thermal conductivity. To quantify

the deviations between the thermal conductivity in this work and literature, the absolute

average relative deviation was ascertained as 3.37%. The most deviated points were for

[C4C1Im][NTf2] + 0.5 wt% MWCNT at 308.15 K (6.19% relative deviation, 1.0159 in

this work and 1.0788 in [193]) and [C6C1Im][PF6] + 0.5 wt% MWCNT at 328.15 K

(-4.66% relative deviation, 1.0642 in this work and 1.0146 in [190]). Moreover, 31 points

out of 52 were above the standard uncertainty of determined enhancement. This shows

that the reported thermophysical properties (in particular the thermal conductivity) might

vary in the literature, which is very important for the engineering application and further

theoretical modelling.

More work on the unification of the thermophysical properties needs to be per-

formed, since it is pivotal for the proper application in industry and related areas where

the economical factor is determinant for the utilization in processes where heat transfer is

very important. The first influence is made by the values of pure IL thermal conductivity

which is further propagated into the thermal conductivity of ionanofluid. Therefore, the

comparison of absolute thermal conductivity of ionanofluids obtained in literature is im-

possible, and thus, the enhancement seems to be a better property to compare.

The calculated thermal conductivity values for ionanofluids can be found in Tables

CD3.10-CD3.12 (Appendix CD3). The enhancement of ionanofluids thermal conductivity

in comparison to pure ILs was also tested in case of theoretical modelling. Overall, 6 mod-

els were used, while only one was designed for ionic liquid–based nanofluids (Atashrouz).

As also shown in Figure 3.2.10, the pure non-ionic-solvent-based-like models (Maxwell,

Hamilton-Crosser, both versions of Tinga-Leong-Murshed, and Timofeeva models) were

highly deviated from the experimental data .
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Figure 3.2.10. Thermal conductivity enhancement, λINF/λIL , in comparison to pure ILs

as a function of the nanoparticles volume fraction, ϕ, for a) multiwalled carbon

nanotubes-doped (MWCNT) ionanofluids; b) boron nitride-doped (BN) ionanofluids; c)

graphite-doped (G) ionanofluids, for [C4C1Im][Dca], black, [C4C1Im][NTf2], red,

[C4C1Pyrr][NTf2], green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan, including

Atashrouz, Hamilton and Crosser (H & C), cylindrical Tinga-Leong-Murshed (cT-L-M),

spherical Tinga-Leong-Murshed (sT-L-M), Maxwell, and Timofeeva models.

This is not surprising in the case of the Maxwell model because of the assumption

of spherical nanoparticles. [228] The possible explanation of the failure of other models

may be due to the fact that they do not describe the interactions between nanoparticles

and liquid which might shift the thermal conductivity (to higher values, as observed). The

model of Atashrouz is based on the modified geometric mean in which the interactions

between ILs and nanoparticles are included. [229] Moreover, different types of ILs and

nanoparticles were analyzed. As can be observed, this model produces accurate values

of enhancement – all of those modelled are statistically comparable to experimental data.
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Therefore, this approach seems to be the most reliable and versatile. Moreover, apart from

the original work of Atashrouz et al. (2015), this model is used in this work for the first

time, along with the performance evaluation. [229]

After the initial assessment of most reliable model for the ionanofluids thermal

conductivity modelling, the calculations as a function of temperature were also performed

using the Atashrouz model. Nevertheless, the thermal conductivity of nanoparticles is

needed to perform such calculations. The impact of nanoparticles thermal conductivity in

Atashrouz model was estimated, and the results are shown in Figure 3.2.11.

Figure 3.2.11. Impact of nanoparticles thermal conductivity, λNP, onto the thermal

conductivity enhancement, λINF/λIL , for investigated volume concentrations of

nanoparticles, ϕNP. Simulation for Atashrouz model.

As expected, the impact of nanoparticles thermal conductivity is increasing with

increasing the concentration, in the logarithmic-function-like shape, becoming less de-

pendent at high nanoparticle thermal conductivity values. Based on the literature on the

thermal conductivity as a function of temperature, [212–214, 230] in the range of investi-

gated temperature, (278 – 358) K, the changes in thermal conductivity of nanoparticles are

negligible. Therefore, the values of thermal conductivity of nanoparticles at 298.15 K are

used for the calculations at higher temperature, up to 358 K, (3223.4, 874.1 and 35.7) W
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m−1 K−1 for carbon nanotubes, [212] boron nitride, [213] and graphite, [214] respectively.

This is also a reasonable explanation for the weak dependence of temperature on

the thermal conductivity enhancement values observed in Figure 3.2.8a, Figure 3.2.8b

and Figure 3.2.8c. The results of the modelling as a function of temperature are presented

in Figure 3.2.12a, where the comparison of experimental vs. calculated values can be

found. The deviations between experimental and calculated values are presented in Figure

3.2.12b. The absolute average relative deviation was found as 1.44%, and maximum

relative deviations were found as (4.19, -2.06 and 3.92) % for [C4C1Im][NTf2] + 3 wt%

MWCNT at 308.15 K, [C6C1Im][PF6] + 3 wt% BN at 298.15 K and [C4C1Pyrr][NTf2]

+ 3 wt% G at 338.15 K, respectively. It should be noticed that the thermal conductivity

standard uncertainty was about 3.44%, therefore, the modelled values of enhancement

with Atashrouz model were reasonable.

Figure 3.2.12. a) Thermal conductivity enhancement, λINF/λIL , calculated vs.

experimental for whole range of investigated temperature, T; b) deviation between

calculated and experimental thermal conductivity enhancement, λINF/λIL , as a function

of the temperature, T. Used model: Atashrouz, for ionanofluids (INF) incorporating

multiwalled carbon nanotubes (MWCNT), �, boron nitride (BN), #, and graphite (G), 4.
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3.3 Conclusions

In this chapter, an extensive study on density, heat capacity and thermal conduc-

tivity of ionic liquid-based nanofluids was carried out. ILs with different cations and

anions combinations were chosen for investigations, moreover, as well as using multi-

walled carbon nanotubes, which have been studied previously, other nanoparticles types

were selected, namely boron nitride and graphite that have not been investigated in such

manners, resulting in the deeper insight into the physical properties, in particular the heat

capacity and thermal conductivity enhancements.

In terms of density studies, two different models (empirical additive and excess

molar volume) were studied, herein. Empirical additive model (primarily proposed by

Pak and Cho) was found to be the most reliable in case of ionanofluids. The density

of nanoparticles was determined based on the density measurements with the original

empirical model proposed by Pak and Cho. Further ionanofluids density calculations were

also based on this model. The overall predictive ability was established as accurate enough

(near the relative standard uncertainty of density measurement).

Further mechanism of the heat capacity enhancement was also studied. Based on

the previous reports on the simple molecular solvents-based nanofluids, the mechanism of

the heat capacity enhancement of ionanofluids is probably driven by the existing interfacial

nanolayering occurring on the surface of nanoparticles. The possibility of mesolayers

overlapping, which was also proposed previously, was not found to be present in this study.

Moreover, the heat capacity enhancement is determined by the type of nanoparticles,

instead of type of IL. As a bridge to the industrial application of such results, the heat

capacity enhancement as a function of temperature showed a high improvement, even up

to about 34% in case of graphite-doped ionanofluids, whereas different type of temperature

profile of enhancements were presented.

Based on the measurements carried out, the thermal conductivity enhancement

of ionic liquid–based nanofluids with carbon nanotubes, boron nitride and graphite, in

comparison to pure IL equivalents, was discussed. The enhancements observed were up to

about 27% for carbon nanotubes, 22% for boron nitride, and 18% for graphite. The driving

force of the enhancement was the type of nanoparticles and the magnitude was dependent

on their thermal conductivity (the highest for carbon nanotubes, smaller for boron nitride
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and the weakest of graphite). On the other hand, the type of anion in ILs was observed to

be another factor influencing the thermal conductivity with more bulky anions leading to

higher enhancement values (with [NTf2]− as highest, and the weakest for [Dca]−). The

enhancements were also compared to literature with average absolute relative deviation of

3.37%. This work also shown that the thermal conductivity enhancement caused by the

dispersion of nanoparticles is related to nanoparticles-liquid nanolayering. A theoretical

modelling was used to calculate the theoretical enhancement in ionanofluids. Several

models were used, however, only one model which was constructed for ionic liquid-based

nanofluids (Atashrouz) was found to be the most accurate. As an extension, this model was

also used to predict the enhancement at elevated temperature and successfully achieved

average absolute relative deviation of 1.44% (with the assumption of independence of

nanoparticles thermal conductivity over the temperature).
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[83] N. CALVAR, E. GÓMEZ, B. GONZÁLEZ, and Á. DOMÍNGUEZ, Journal of Chemical & Engineering Data 52, 2529 (2007).
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[85] A. P. CARNEIRO, O. RODRÍGUEZ, C. HELD, G. SADOWSKI, and E. A. MACEDO, Journal of Chemical & Engineering Data
59, 2942 (2014).
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[115] H. RODRÍGUEZ and J. F. BRENNECKE, Journal of Chemical & Engineering Data 51, 2145 (2006).

[116] S. SEKI, S. TSUZUKI, K. HAYAMIZU, Y. UMEBAYASHI, N. SERIZAWA, K. TAKEI, and H. MIYASHIRO, Journal of Chemical
& Engineering Data 57, 2211 (2012).

[117] M. R. SHAH, R. ANANTHARAJ, T. BANERJEE, and G. D. YADAV, The Journal of Chemical Thermodynamics 62, 142
(2013).

[118] H. SHEKAARI, M. T. ZAFARANI-MOATTAR, and N. J. BEHROOZ, The Journal of Chemical Thermodynamics 86, 188
(2015).

[119] S. SINGH, I. BAHADUR, G. G. REDHI, E. E. EBENSO, and D. RAMJUGERNATH, Journal of Molecular Liquids 199, 518
(2014).
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[127] E. J. GONZÁLEZ, P. F. REQUEJO, Á. DOMÍNGUEZ, and E. A. MACEDO, Journal of Solution Chemistry 42, 746 (2013).
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[144] M. GEPPERT-RYBCZYŃSKA, J. K. LEHMANN, and A. HEINTZ, The Journal of Chemical Thermodynamics 71, 171 (2014).

[145] T. M. LETCHER and P. REDDY, The Journal of Chemical Thermodynamics 37, 415 (2005).

[146] R. GE, C. HARDACRE, J. JACQUEMIN, P. NANCARROW, and D. W. ROONEY, Journal of Chemical & Engineering Data 53,
2148 (2008).

[147] N. I. MALEK, A. SINGH, R. SURATI, and S. P. IJARDAR, The Journal of Chemical Thermodynamics 74, 103 (2014).

[148] A. MUHAMMAD, M. I. A. MUTALIB, C. D. WILFRED, T. MURUGESAN, and A. SHAFEEQ, The Journal of Chemical
Thermodynamics 40, 1433 (2008).

[149] H. NING, M. HOU, Q. MEI, Y. LIU, D. YANG, and B. HAN, Science China Chemistry 55, 1509 (2012).

[150] A. PAL and B. KUMAR, Fluid Phase Equilibria 334, 157 (2012).

[151] A. B. PEREIRO and A. RODRIGUEZ, The Journal of Chemical Thermodynamics 39, 978 (2007).

[152] A. B. PEREIRO, E. TOJO, A. RODRIGUEZ, J. CANOSA, and J. TOJO, The Journal of Chemical Thermodynamics 38, 651
(2006).
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Chapter 4

Pure and Water-Saturated
Trihexyl(tetradecyl)phosphonium Ionic Liquids

4.1 Water Solubility

The results of liquid-liquid equilibrium (LLE) experiment at 298.2 K are reported

in Table 4.1.1. The trend in the water mass fraction in the ILs is as follows: [ButO]− >

[HexO]− > [OctO]− > [DecO]−. As expected, there is a small decrease in the solubility

of water in the ILs with the elongation of anion carbon chain length due to increasing

hydrophobicity. The LLE results for [P14,6,6,6][AcO] were not included in these studies

because this IL was found to be significantly more soluble in water than other investigated

ILs limiting its use as a HTF (i.e. liquid range or freezing point). To the best of our

knowledge, there are only two reports on the solubility of only one of the investigated

ILs, namely [P14,6,6,6][DecO]. Freire et al. (2008) [1] reported the LLE point as 0.864

± 0.005 (water mole fraction), Neves et al. (2011) [2] established this point as 0.872

± 0.040 (water mole fraction), while in this work the value is 0.8570 ± 0.0022 (water

mole fraction). Nevertheless, the LLE point was only measured at 298.2 K, whereas the

physical properties were investigated over a wide temperature range (up to 368.2 K). Thus,

the physical properties are reported from 298.15 K as the lowest temperature. Moreover,

Neves et al. (2011) [2] investigated water solubility in ILs as a function of temperature,

and therein it was shown that this increased with temperature. Therefore, there is no need

to investigate the solubility for ILs in this work at the higher temperatures, and the physical

properties can be still reported at these temperatures as no heterogeneous mixture were

observed, as expected. Furthermore, as the LLE point at elevated temperature is higher

than at determined at 298.15 K, the water-saturated term is not applicable at temperatures
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higher than 298.15 K.

Table 4.1.1. Water contents for pure and IL+water mixtures (including liquid-liquid

equilibrium points) used in this work, at T = (298.2 ± 0.1) K, and p = (101 ± 2) kPa

Mass fraction × 102 Mole fraction
[P14,6,6,6][AcO] 0.050 ± 0.022 0.0148 ± 0.0065
[P14,6,6,6][ButO] 0.090 ± 0.017 0.0278 ± 0.0051
[P14,6,6,6][ButO] + H2O 16.680 ± 0.060 0.8638 ± 0.0010
[P14,6,6,6][HexO] 0.061 ± 0.013 0.0199 ± 0.0042
[P14,6,6,6][HexO] + H2O 15.825 ± 0.057 0.8621 ± 0.0010
[P14,6,6,6][OctO] 0.055 ± 0.011 0.0188 ± 0.0037
[P14,6,6,6][OctO] + H2O 14.783 ± 0.049 0.8579 ± 0.0092
[P14,6,6,6][DecO] 0.030 ± 0.009 0.0108 ± 0.0032
[P14,6,6,6][DecO] + H2O 14.150 ± 0.051 0.8570 ± 0.0022
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4.2 Density and Derived Properties

The experimental data for density of neat ILs and mixtures with water are reported

in Table CD4.1 (Appendix CD4). To the best of our knowledge, there are only four

reports of the density for pure [P14,6,6,6][AcO] and pure [P14,6,6,6][DecO], and mixture with

water. [2–5] The relative deviations between data in this work and those reported in the

literature are (-0.37 [3], -0.45 [4], -0.98 [5]) % for pure [P14,6,6,6][AcO], 0.38% for pure

[P14,6,6,6][DecO] [8], and 0.23% for [P14,6,6,6][DecO] + H2O [2], at 298.15 K, also shown

in Figure 4.2.1a. Nevertheless, it was reported that residual solvent and/or halide can

affect the density, see for example Seddon et al. (2000). [6] Only the work of Tariq et al.

(2009) [3] reports the chloride content (which was from 20 to 150 ppm, in comparison

to values in this work – below 5 ppm). Moreover, the [P14,6,6,6][AcO] from the work of

Esperança et al. (2006) [4] has been acquired from the same source as in Tariq et al.

(2009), [3] which results in consistent results of high chloride content (e.g. inducing a

potential decrease on the IL density especially by comparing the density of [P14,6,6,6]Cl

vs. those reported herein). [7] Similar trends can be observed in work of Fillion et al.

(2016) [5] In contrast, the density in work of Neves et al. (2011) [2] is higher, together

with the water content (almost 3 times higher), which is in a good agreement with work

of Seddon et al. (2000) [6] and the dependence of density on water content. The data

reported in this work represent the highest quality with a very low amount of chloride, as

well as water content reported, to date. The data are shown in Figure 4.2.1b for all the

pure ILs and mixtures with water studied, herein.

The coefficients of equation (2.2.42), ρ(T), are reported in Table 4.2.1. Based on

the previous literature reports, the linear equation is sufficient enough to describe such

dependence. [2, 8, 9] The density was a decreasing function of temperature, while the

difference between the lowest (298.15 K) and the highest temperature (363.15 K) are

similar for all ILs, (4.67, 4.72, 4.74, 4.73 and 4.76) % for [P14,6,6,6][AcO], [P14,6,6,6][ButO],

[P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO], respectively.

In comparison to other ILs, the density in this work represent relatively low values,

for example (1437.9, 1253.9, 1015.7 or 1181.8) kg m−3 for 1-butyl-3-methylimidazolium

bis[(trifluoromethyl)sulfonyl]imide, [10] 1-butyl-1-methylpyrrolidinium trifluoromethane-

sulfonate, [11] tributylmethylammonium L-serinate, [12] or trihexyl(tetradecyl)phosphonium
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Figure 4.2.1. a) Density deviations, 100(ρlit − ρexp)/ρexp, between data in this work,

ρexp, and literature, ρlit , as a function of the temperature, T; b) density, ρ, as a function of

the temperature, T, for [P14,6,6,6][AcO], � [3–5], [P14,6,6,6][ButO], #, [P14,6,6,6][HexO], 4,

[P14,6,6,6][OctO], O, [P14,6,6,6][DecO], � [2], [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, � [2].

Table 4.2.1. Coefficients and their standard uncertainties, a0, a1, δa0 and δa1, of equation

(2.2.42), ρ(T), for pure ILs and mixtures with water, including coefficient of determination,

R2.

−(a1 ± δa1) × 103 a0 ± δa0 R2

(kg m−3 K−1) (kg m−3)
[P14,6,6,6][AcO] 615 ± 2 1077.8 ± 0.5 0.99995
[P14,6,6,6][ButO] 614 ± 4 1073.6 ± 0.1 0.99997
[P14,6,6,6][HexO] 617 ± 2 1069.3 ± 0.7 0.99991
[P14,6,6,6][OctO] 614 ± 1 1064.4 ± 0.4 0.99996
[P14,6,6,6][DecO] 617 ± 2 1061.4 ± 0.7 0.99991
[P14,6,6,6][ButO] + 16.680 H2O wt% 679 ± 7 1111 ± 2 0.99922
[P14,6,6,6][HexO] + 15.825 H2O wt% 678 ± 5 1107 ± 2 0.99960
[P14,6,6,6][OctO] + 14.783 H2O wt% 684 ± 2 1106 ± 1 0.99994
[P14,6,6,6][DecO] + 14.150 H2O wt% 699 ± 5 1108 ± 2 0.99962

tris(pentafluoroethyl)trifluorophosphate [13] at 298.15 K, while the values in this work

are (894.6, 890.4, 885.5, 881.4 and 877.3) kg m−3 for [P14,6,6,6][AcO], [P14,6,6,6][ButO],

[P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO] at 298.15 K, respectively. In terms

of commercial HTFs, the comparison depends on the type of material, for example the

values in this work are similar to synthetic aromatic hydrocarbon mixtures (i.e. Therminol

ADX10 or Dynalene SF), slightly lower than water, or significantly lower than glycol-
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based HTFs (for example Dowtherm 4000 or Dynalene EG series).

As expected, density depends on the anion chain length with the following se-

quence: [AcO]− > [ButO]− > [HexO]− > [OctO]− > [DecO]−, and the same sequence

was found for mixtures with water. The densities for pure ILs are lower than the density

of water, (10-13) %, and mixtures with water of 2%. Thus, the density for mixtures with

water was higher than for pure ILs, as expected. The extent of the increase for the mixtures

with water density in comparison to their pure analogues is shown in Figure 4.2.2.

Figure 4.2.2. Density enhancement of ILs + H2O, ρIL+H2O/ρIL , in comparison to pure

ILs, as a function of the temperature, T, for [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, �.

All values were approximately (1.6-2.5) % higher, while a maximum was found

for [P14,6,6,6][DecO] as 2.48% (at 298.15 K). Jacquemin et al. (2006) [8] investigated

1-alkyl-3-methylimidazolium-based ILs and reported the decreasing of the density by

1.3%, while the pure ILs were denser than water. Trihexyl(tetradecyl)phosphonium-based

mixtures with water were also investigated by Neves et al. (2011) [2] The deviations

between neat ILs and mixtures with water were reported as (0-2) %. For practical industrial
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heat transfer processes, materials with higher densities are desired due to their influence

on the volumetric heat capacity, and thus achieving better performance in heat storage.

From the density data, the thermal expansion coefficients were calculated (equation

(2.2.37)), and reported in Table CD4.2 (Appendix CD4). The relative deviation between

the values in this work and Neves et al. (2011) [2] are 1.68% and 0.29%, for the pure

[P14,6,6,6][DecO] and mixture with water, respectively. However, it must be noted that,

for mixtures with water, the behavior of water in thermal expansion coefficient becomes

dominant, thus the relative deviation is smaller. Furthermore, these values are calculated

based on the differentiation of ρ(T), which means that the uncertainties are propagated and

that numerical artifacts can appear, as indicated by Troncoso et al. (2009). [14] Figure

4.2.3a shows the thermal expansion coefficient as a function of temperature for all the pure

ILs and mixtures with water studied, herein. The thermal expansion coefficient increases

with temperature for pure ILs mixtures with water. For the pure ILs the differences

between each IL studied are increasing with the anion chain length, however, the changes

are very small, so it can be assumed (based on standard uncertainty) that they have the

same value of isobaric thermal expansion coefficient. For the mixtures with water, the

water enhances the thermal expansion of ILs. The values of isobaric thermal expansion

coefficient reported in many other reports exhibit values of (5-7) × 10−4 K−1. For example,

Martins et al. (2016) [15] studied the symmetric and asymmetric pure imidazolium-based

ILs mixtures with water with a bis[(trifluoromethyl)sulfonyl]imide anion. Therein, very

small deviations up to 4.44% were reported comparing the pure ILs and mixtures with

water with values of (6.63-7.003) × 10−4 K−1.

The excess molar volumes of the mixtures with water were also investigated as a

function of the temperature (Figure 4.2.3b and Table CD4.3 in Appendix CD4). At lower

temperatures, the excess molar volume is negative. The negative values may be caused by

hydrogen bonding created between the carboxylate anion and water. It may also be caused

by stronger attraction forces between the cation and the anion. It has also been previously

reported that the negative excess volumes can indicate an amphiphilic and/or more polar

character of binary mixture [47]. However, when temperature is increased, the excess

molar volume becomes less negative, which indicates a weaker attraction between cation

and anion. At (318.9, 332.4, 352.2 and ∼367.8) K for [P14,6,6,6][ButO], [P14,6,6,6][HexO],

[P14,6,6,6][OctO] and [P14,6,6,6][DecO] (value extrapolated), respectively, the excess molar
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Figure 4.2.3. a) Thermal expansion coefficient, αp, as a function of the temperature, T;

b) excess molar volume, V E
m , of ILs + H2O in comparison to pure ILs, as a function of the

temperature, T, for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO], #, [P14,6,6,6][HexO], 4,

[P14,6,6,6][OctO], O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, �.

volume values are 0 (m3 mol−1). At this point, the repulsion and attraction are comparable

and further temperature increases cause the repulsive forces to dominate. It has also been

reported previously that negative excess volumes can indicate an amphiphilic and/or polar

character of solute. [16]
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4.3 Isobaric Heat Capacity

To the best of our knowledge, there are no published data on the isobaric heat

capacity of investigated systems. The experimental values are summarized in Table

CD4.4 (Appendix CD4). The fitting parameters of second-order equation (2.2.30), cp(T),

are reported in Table 4.3.1. The heat capacity is increasing with temperature, as ex-

pected, the effect from 298.15 K to 363.15 K was (6.87, 7.49, 8.18, 8.39 and 8.80) % for

[P14,6,6,6][AcO], [P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO],

respectively. As can be seen, the temperature effect is increasing with the anion chain

length. Heat capacity acts as a representation of the bonds energy in the molecules

(spring-like), therefore, increasing the anion chain length should result in a larger effect

with temperature. The heat capacity found in this work was decreasing with anion chain

elongation, due to increasing molecular volume of anions.

Table 4.3.1. Coefficients and their standard uncertainties, a0, a1 and a2, δa0, δa1 and δa2,

of equation (2.2.30), cp(T), for pure ILs and mixtures with water, including coefficient of

determination, R2.

(a2 ± δa2)×103 a1 ± δa1 a0 ± δa0 R2
(J kg−1 K−3) (J kg−1 K−2) (J kg−1 K−1)

[P14,6,6,6][AcO] 9 ± 1 -3.7 ± 0.7 2340 ± 110 0.99880
[P14,6,6,6][ButO] 4.7 ± 0.2 -0.87 ± 0.15 1788 ± 45 0.99994
[P14,6,6,6][HexO] 2.2 ± 1.1 0.90 ± 0.73 1439 ± 122 0.99885
[P14,6,6,6][OctO] -8.6 ± 1.5 8 ± 1 195 ± 164 0.99792
[P14,6,6,6][DecO] 0.86 ± 0.17 1.8 ± 1.1 1190 ± 190 0.99736
[P14,6,6,6][ButO] + 16.680 H2O wt% 36 ± 2 -17 ± 2 5190 ± 240 0.99961
[P14,6,6,6][HexO] + 15.825 H2O wt% 38 ± 5 -18 ± 4 5160 ± 580 0.99780
[P14,6,6,6][OctO] + 14.783 H2O wt% 24 ± 5 -11 ± 3 4080 ± 520 0.99691
[P14,6,6,6][DecO] + 14.150 H2O wt% 6.1 ± 7.0 3.1 ± 4.6 1724 ± 360 0.99458

The measured heat capacities for the pure ILs are lower than the heat capacity of

water (4181 J kg−1 K−1 at 298.15 K), [17] so as a result, mixtures with water should have

higher heat capacity in comparison to their pure analogues (Figure 4.3.1a).
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Figure 4.3.1. a) Specific isobaric heat capacity, cp, as a function of the temperature, T; b)

specific isobaric heat capacity enhancement, cp,IL+H2O/cp,IL , of ILs + H2O in comparison

to pure ILs, as a function of the temperature, T, for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO],

#, [P14,6,6,6][HexO], 4, [P14,6,6,6][OctO], O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] +

16.680 H2O wt%,  , [P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783

H2O wt%, H, [P14,6,6,6][DecO] + 14.150 H2O wt%, �.

The values of isobaric heat capacity in comparison to other ILs are relatively

high (2.02, 1.95, 1.91, 1.84 and 1.82) kJ kg−1 K−1 at 298.15 K for [P14,6,6,6][AcO],

[P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO], respectively,

in comparison to other ILs, for example (1.62, 1.34 or 1.61) kg−1 K−1 for 1-butyl-3-

methylimidazolium tetrafluoroborate at 297.95 K, [18] 1-methyl-1-octylpyrrolidinium

bis[(trifluoromethyl)sulfonyl]imide at 295.04 K, [19] or trihexyl(decyl)ammonium bis[(tri

fluoromethyl)sulfonyl]imide at 298.15 K. [20]

The specific heat capacity of pure ILs in this study depends on the anion chain

length in the following sequence: [AcO]− > [ButO]− > [HexO]− > [OctO]− > [DecO]−,

and as expected based on other reports devoted to similar dependencies and the increasing

molecular volume of ILs. [21] The same dependence was found for mixtures with water.

Interestingly, the addition of water did not change this behavior. The impact of water on

the heat capacity of the ILs was investigated and found to be (56.73-78.32) %, with the

maximum found for [P14,6,6,6][ButO] (Figure 4.3.1b).

The molar excess heat capacity data are shown in Figure 4.3.2 and reported in
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Figure 4.3.2. Excess molar heat capacity, CE
p,m, of ILs + H2O in comparison to pure ILs,

as a function of the temperature, T, for [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, �.

Table CD4.5 (Appendix CD4). Negative molar excess heat capacities indicate differences

in non-specific interactions between ILs and solvent (water), while positive values are

explained by heteromolecular association of IL-water complexes. [22] With an increase

of temperature, hydrogen bonds between ILs and water become weaker, resulting in the

dehydration of carboxylic group oxygen and the release of the water, in agreement with

the changes observed in the excess molar volume. Similar effects have been observed

in ethylene glycol + water systems. [16] Furthermore, the van der Waals and Coulom-

bic interactions also become weaker with the temperature increase. The excess molar

heat capacity is changing in the following sequence: [ButO]− > [HexO]− > [OctO]− >

[DecO]−. As can be seen, the dependencies of anion carbon chain length for heat capacity,

its enhancement and excess molar heat capacity are similar.
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4.4 Ionic Conductivity and Viscosity

The experimental data of ionic conductivity and viscosity are summarized in Ta-

bles CD4.6-CD4.7 (Appendix CD4), respectively, and the fitting coefficients of equation

(2.2.45), η(T), and equation (2.2.46), σ(T) are reported in Table 4.4.1 and Table 4.4.2.

Table 4.4.1. Coefficients and their standard uncertainties, η0, B, T0, δη0, δB, δT0, of equa-

tion equation (2.2.45), η(T), for pure ILs and mixtures with water, including coefficient of

determination, R2.

(η0 ± δη0) × 102 B ± δB T0 ± δT0 R2

(Pa s) (K) (K)
[P14,6,6,6][AcO] 6.32 ± 0.48 1142 ± 2 156 ± 4 0.99991
[P14,6,6,6][ButO] 5.20 ± 0.35 1252 ± 9 151 ± 1 0.99985
[P14,6,6,6][HexO] 5.74 ± 0.11 1314 ± 3 147 ± 6 0.99984
[P14,6,6,6][OctO] 4.16 ± 0.43 1477 ± 6 136 ± 5 0.99965
[P14,6,6,6][DecO] 4.02 ± 0.88 1554 ± 5 130 ± 10 0.99989
[P14,6,6,6][ButO] + 16.680 H2O wt% 6.03 ± 0.67 1014 ± 7 152 ± 4 0.99862
[P14,6,6,6][HexO] + 15.825 H2O wt% 4.59 ± 0.99 1173 ± 4 141 ± 8 0.99941
[P14,6,6,6][OctO] + 14.783 H2O wt% 5.14 ± 0.58 1345 ± 1 117 ± 2 0.99938
[P14,6,6,6][DecO] + 14.150 H2O wt% 4.32 ± 0.39 1489 ± 7 104 ± 3 0.99813

Table 4.4.2. Coefficients and their standard uncertainties, σ0, B, T0, δσ0, δB, δT0, of

equation (2.2.46), σ(T), for pure ILs and mixtures with water, including coefficient of

determination, R2.

σ0 ± δσ0 B ± δB T0 ± δT0 R2

(S m−1) (K) (K)
[P14,6,6,6][AcO] 23 ± 2 1116 ± 2 164 ± 2 0.99982
[P14,6,6,6][ButO] 22 ± 2 1175 ± 6 160 ± 3 0.99997
[P14,6,6,6][HexO] 22 ± 2 1276 ± 3 154 ± 6 0.99948
[P14,6,6,6][OctO] 22 ± 6 1375 ± 5 147 ± 4 0.99934
[P14,6,6,6][DecO] 22 ± 4 1517 ± 6 138 ± 2 0.99984
[P14,6,6,6][ButO] + 16.680 H2O wt% 55 ± 5 914 ± 3 156 ± 5 0.99899
[P14,6,6,6][HexO] + 15.825 H2O wt% 53 ± 7 980 ± 3 150 ± 6 0.99945
[P14,6,6,6][OctO] + 14.783 H2O wt% 47 ± 4 1156 ± 5 135 ± 7 0.99983
[P14,6,6,6][DecO] + 14.150 H2O wt% 36 ± 2 1179 ± 6 133 ± 9 0.99992

The only data available in the literature up to date are those reported by Fil-

lion et al. (2016) [5] for pure [P14,6,6,6][AcO], and by Neves et al. (2011) [2] for pure

[P14,6,6,6][DecO] and mixtures with water. The viscosity is thought to be the most sensitive

physicochemical parameter to the presence of water and halide. [6] As described above,
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Neves et al. (2011) [2] did not report the halide content of the studied ILs and the values of

viscosity for pure [P14,6,6,6][DecO] are 0.472 Pa s (at 293.2 K, Neves et al. (2011) [2]) and

0.4098 Pa s (at 293.2 K, this study) with a relative deviation of 15.18%. Whereas, in case

of pure [P14,6,6,6][AcO], the values are 0.406 Pa s (at 293.2 K, Fillion et al. (2016) [5]) and

0.1962 Pa s (at 293.2 K, this study) with a relative deviation close to 106.93% as shown in

Figure 4.4.1.

Figure 4.4.1. Dynamic viscosity deviations, 100(ηlit − ηexp)/ηexp, between data in this

work, ηexp, and literature, ηlit , as a function of the temperature, T, for [P14,6,6,6][AcO],

� [5], [P14,6,6,6][DecO], � [2], [P14,6,6,6][DecO] + 14.150 H2O wt%, � [2].

Due to the sensitivity of the measurement on the impurities, this deviation may

be associated with differences in the halide content between the samples, as discussed

before. The water content cannot be the sole cause of the difference as the previously

reported sample had a higher water content than the sample reported, herein, Neves et al.

(2011) [2] is 0.714 wt% and 0.030 wt% in this work. The technique used in this work

(rheometer) is related to extremely high accuracy, unlike the Stabinger Viscometer. Also,

the calibration procedure was not described in work of Neves et al. (2011) [2], therefore,

a possible cause of the deviations observed may be associated with differences in the
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measurement procedure. Moreover, the values for mixtures with water are (0.09095 and

0.9187) Pa s at 298.2 K, for literature and this work, respectively. If the samples contain

different impurity levels, the water solubility may be related to a sample presenting a

higher halide content leading to the difference in the viscosity reported. At the saturation

point, if the water content is higher (due to the presence of halide) we can expect to have

lower viscosity than that reported, herein (with lower halide content).

The ionic conductivity increases with temperature (Figure 4.4.2a and Figure

4.4.2b for pure ILs and mixtures with water, respectively), while the viscosity decreases

with temperature exponentially (Figure 4.4.3a and Figure 4.4.3b for ILs and mixtures

with water, respectively).

Figure 4.4.2. Ionic conductivity, σ, as a function of the temperature, T, for a) pure ILs;

b) ILs + H2O, for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO], #, [P14,6,6,6][HexO], 4,

[P14,6,6,6][OctO], O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, �.

The ionic conductivity and viscosity for pure ILs depend on the anion chain length

in the following sequences: [AcO]− > [ButO]− > [HexO]− > [OctO]− > [DecO]− and

[DecO]− > [OctO]− > [HexO]− > [ButO]− > [AcO]−, respectively. Similar trends have

been also observed for other mixtures with water for both the ionic conductivity and

viscosity. Water has much lower viscosity than the ILs studied, therefore, as expected,

the addition of water decreases the viscosity of 1.9-5.6 times. In comparison to other ILs,
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Figure 4.4.3. Dynamic viscosity, η, as a function of the temperature, T; for a) pure ILs;

b) ILs + H2O, for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO], #, [P14,6,6,6][HexO], 4,

[P14,6,6,6][OctO], O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] + 16.680 H2O wt%,  ,

[P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H,

[P14,6,6,6][DecO] + 14.150 H2O wt%, �.

those in this work exhibit relatively high values of viscosity, i.e. (430, 125.5 or 234.5)

mPa s at 293.15 K for 1-butyl-3-methylimidazolium acetate, 1-butyl-3-methylimidazolium

tetrafluoroborate or triethylhexylammonium bis[(trifluoromethyl)sulfonyl]imide, respec-

tively, while the lowest viscosity in this work was found for [P14,6,6,6] as 254.0 mPa s at

293.15 K and the highest for [P14,6,6,6][DecO] as 546.3 mPa s at 293.15 K. [23–25]

The ionic conductivities for selected ILs in this work are low, (0.049, 0.039, 0.029,

0.019, 0.017) mS cm−1 at 298.15 K for [P14,6,6,6][AcO], [P14,6,6,6][ButO], [P14,6,6,6][HexO],

[P14,6,6,6][OctO] and [P14,6,6,6][DecO], respectively. This behavior reflects the large size of

the common cation, and increasing size of anion. However, such values are low in compar-

ison to values reported for other ILs, i.e. 1-butyl-3-methylimidazolium dicyanamide, N-

hexyl N-methylpyrrolidinium hexafluorophosphate or 1-ethyl-3-methylimidazolium triflu-

oromethanesulfonate, (1.052, 0.037 or 0.979) mS cm−1 at 298.15 K, respectively. [26–28]

The viscosity was correlated with temperature by the exponential VFT equation

(2.2.45) of which parameters can be found in Table 4.4.1. The effect of temperature on

viscosity is enormous (decrease of above 1000 % from 298.15 K to 363.15 K) for all ILs.

The analysis of VFT equation leads to the most recognized parameter of so-called glass

transition, T0. Mauro et al. (2009) discussed the meaning of T0, as described the rise in
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viscosity when it is cooled toward the glass transition, where the sharp (super-Arrhenius)

increase occurs, accompanied with very little structural change. As a further consequence,

below the glass transition temperature the long structural relaxation times can be found

caused by lower mobility. With above described features of T0, after the analysis of results

summarized in Table 4.4.1, it can be observed that increasing the anion chain length of

ILs results in decreasing T0. Increasing the anion chain length (from acetate to decanoate)

decreases the mobility of anion (as a constituent of IL), therefore the T0 was expected to

decrease.
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4.5 Thermogravimetric Analysis

The thermal decomposition of ILs is still subject of intensive investigations, in

particular the mechanistic aspects. Many studies have been performed, to date, and have

been reviewed briefly by Maton et al (2013). [29] This is important in many applications,

for example the decomposition of ILs as electrolytes for lithium metal batteries has been

studied by Lin et al. (2015) [30] The thermal stability of basic quaternary phosphonium

ILs has been reported by Ferreira et al. (2012) [31] and detailed studies on the thermal

decomposition and its mechanism has been studied using imidazolium-based carboxylate

ILs by Clough et al. (2013). [32] However, to the best of our knowledge, there are no

studies on quaternary phosphonium carboxylate ILs. Following the work of Maton et

al. (2013), [29] the thermal decomposition temperature has been reported as the onset

temperature, Ton (from differential thermogravimetric curves, Figures CD4.1-CD4.2 in

Appendix CD4), and temperature of 10% weight loss, T10% (from the thermogravimetric

curves).

These results are summarized in Table 4.5.1, and the TGA curves of decomposi-

tion for pure ILs and mixtures with water are presented in Figure 4.5.1 and Figure 4.5.2,

respectively.

Table 4.5.1. Thermogravimetric analysis results for pure ILs and mixtures with water,

including the decomposition onset temperature, Ton, with corresponding total weight loss,

and temperature at 10% weight loss, T10%; the standard uncertainty u are u(T) = 0.5 K for

Ton and T10%, and p = 101 kPa with u(p) = 2 kPa.

Ton (total weight loss) T10%
K (%) K

[P14,6,6,6][AcO] 549.0 532.5
[P14,6,6,6][ButO] 543.8 521.5
[P14,6,6,6][HexO] 529.0 507.1
[P14,6,6,6][OctO] 516.0 492.8
[P14,6,6,6][DecO] 542.2 533.6
[P14,6,6,6][ButO] + 16.680% H2O wt% 524.0 (92.37) 511.2
[P14,6,6,6][HexO] + 15.825% H2O wt% 519.1 (90.78) 498.2
[P14,6,6,6][OctO]+ 14.783% H2O wt% 511.4 (97.29) 490.4
[P14,6,6,6][DecO]+ 14.150% H2O wt% 524.7 (96.31) 513.1

As can be seen, Ton decreases with the anion chain length, until [P14,6,6,6][DecO]
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Figure 4.5.1. TGA curves for the thermal decomposition of pure ILs, with onset

decomposition temperature, Ton, for [P14,6,6,6][AcO], black, [P14,6,6,6][ButO], red,

[P14,6,6,6][HexO], green, [P14,6,6,6][OctO], blue, [P14,6,6,6][DecO], cyan.

Figure 4.5.2. TGA curves for the thermal decomposition of water-saturated ILs, with

onset decomposition temperature, Ton, for [P14,6,6,6][ButO] + 16.680 H2O wt%, red,

[P14,6,6,6][HexO] + 15.825 H2O wt%, green, [P14,6,6,6][OctO] + 14.783 H2O wt%, blue,

[P14,6,6,6][DecO] + 14.150 H2O wt%, cyan.
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which exhibits much higher thermal stability than [P14,6,6,6][HexO] but lower than

[P14,6,6,6][ButO]. Similar dependence was found for mixtures with water, however, the

changes between each ILs are smaller than for the pure analogues. In case of T10%, a

similar sequence was established for pure ILs, and [DecO]− > [ButO]− > [OctO]− >

[HexO]− for the mixtures with water. As can be seen, there is no dependence of T10% on

the anion chain length in the case of the mixtures with water. Furthermore, as indicated

by Maton et al. (2013), [29] Ton is determined by the derivative function (dm/dT vs. T)

which has been recognized as a sufficiently accurate parameter of thermal stability, and

this is commonly used to describe the thermal decomposition. [33, 34] Moreover, the

overestimation of the onset temperature is reduced.

Valor et al. (2002) [35] studied extensively the thermal decomposition of calcium

salts of several carboxylic acids by TGA, IR, XRD and DSC. Therein, a decreasing

thermal stability with increasing the chain length was reported because this process mainly

involves the decomposition of the aliphatic chain (as shown by IR results) resulting in

the formation of a carbonate species, however, no decomposition reaction was proposed.

Ton values for such compounds were found to be (547.15, 517.15, 485.15 and 458.15)

K for calcium butanoate, calcium hexanoate, calcium octanoate and calcium decanoate,

respectively. Although, the results of Valor et al. (2002) [35] and herein are in a good

agreement, the conditions of the previously reported data must be taken into account.

Valor et al. (2002) used air as a flowing gas compared with nitrogen which was used,

herein and the results of Salgado et al. (2013) [36] and Goetz et al. (2015) [37] showed

that the thermal stability of ILs is commonly dependent on the atmosphere. This was

also observed for the ILs investigated, herein, with the exception of [P14,6,6,6][DecO].

In contrast, Clough et al. (2013) [32] did not find any correlation between carboxylate

anions carbon chain length (based on imidazolium ILs) and the thermal decomposition

temperature. It is also worth noting that, for the mixtures with water of [P14,6,6,6][ButO]

and [P14,6,6,6][HexO] higher water evaporation is observed, 7.62% and 9.81%, respectively,

based on differential thermogravimetric curves, while the water contents are 16.680 wt%

and 15.825 wt%, respectively; however, no water loss is found for the mixtures with water

of [P14,6,6,6][OctO] and [P14,6,6,6][DecO] (the water contents are 14.783 wt% and 14.150

wt%, respectively). Thus, after the water evaporation process for these systems, there was

less than 10% water remaining in the sample; however, not all the water was completely
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removed. It can be assumed that it is caused by strong interactions between water and ILs

constituents, and the solvated water molecules are stabilised by the IL, for example via

strong hydrogen bonding with the anion.

The possible decomposition of quaternary phosphonium salts in the presence of

hydroxide anion (originating from acid-base equilibrium between carboxylate anion and

water) was described above, and presented in Figure 2.1.2 (Section 2.1.1). However, the

alkyl chain can also decompose by weakening the ionic interaction in the polar group,

as shown by Valor et al. (2002) [35] The real decomposition process occurring in the

investigated ILs is probably the combination of these two mechanisms. The decreasing

onset temperature for the pure ILs is consistent with the decomposition based on the alkyl

chain and this dominates the trend. It is expected, due to the increased hydrophobicity

of the anion with increasing chain length, that the hydroxide catalyzed decomposition

would decrease due to the lower hydroxide concentration which is likely to be present.

These opposite effects are consistent with the minimum in the thermal stability occurring

at octanoate with the decanoate based IL being stabilized possibly due to the reduced

effect of hydroxide. For the mixtures with water, the thermal decomposition temperature

values were found to be significant less dependent on the alkyl chain length, although the

sequence remains unchanged. Very similar thermal stabilities were observed in these cases

which may indicate a common mechanism, for example, promotion of the decomposition

by the presence of OH−.

Further discussion on decomposition phenomena, including isothermal thermo-

gravimetric studies and comparison to common HTFs is presented in Section 6.7.
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4.6 Thermal Conductivity

Thermal conductivity of ILs is one of the least investigated property, but is one

of the most important when considering materials as HTFs. From the elementary theory

of heat transfer, it is expected that with increasing the molecular size of compounds,

the thermal conductivity should decrease (this behavior is true for many molecular sol-

vents, such as simple linear alcohols). [17] ILs have interesting thermal conductivity

property trends, for example Ge et al. (2007) [38] showed that the thermal conductivity

of imidazolium-based ILs is not dependent on the cation chain length. The experimental

thermal conductivity data are reported in Table CD4.8 (Appendix CD4) and Table 4.6.1

for pure ILs and mixtures with water equation (2.2.18) coefficients, λ(T), and shown in

Figure 4.6.1a.

Table 4.6.1. Coefficients and their standard uncertainties, a1, a0, δa1, δa0, of equa-

tion (2.2.18), λ(T), for pure ILs and mixtures with water, including the coefficient of

determination, R2.

−(a1 ± δa1) × 106 −(a0 ± δa0) × 103 R2

(W m−1 K−2) (W m−1 K−1)
[P14,6,6,6][AcO] 111 ± 5 194 ± 2 0.98514
[P14,6,6,6][ButO] 140 ± 6 199 ± 2 0.98754
[P14,6,6,6][HexO] 142 ± 6 198 ± 2 0.98679
[P14,6,6,6][OctO] 146 ± 6 202 ± 2 0.98882
[P14,6,6,6][DecO] 138 ± 8 198 ± 2 0.97462
[P14,6,6,6][ButO] + 16.680 H2O wt% 144 ± 6 232 ± 2 0.99008
[P14,6,6,6][HexO] + 15.825 H2O wt% 162 ± 6 235 ± 2 0.99077
[P14,6,6,6][OctO]+ 14.783 H2O wt% 164 ± 7 236 ± 2 0.98970
[P14,6,6,6][DecO]+ 14.150 H2O wt% 166 ± 7 236 ± 2 0.99001

The thermal conductivity remains moderate values in comparison to other ILs,

for example (0.1228, 0.161, or 0.199) W m−1 K−1 for 1-hexyl-3-methylimidazolium

bis[(trifluoromethyl)sulfonyl]imide, [39] tetrabutylphosphonium L-serinate, [12] or 1-

ethyl-3-methylimidazolium tetrafluoroborate at 298.15 K, [40] while the values in this

work are (0.1602, 0.1566, 0.1560, 0.1581 and 0.1571) W m−1 K−1 for [P14,6,6,6][AcO],

[P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO] at 298.15, respec-

tively.

The thermal conductivity is decreasing with increasing the temperature linearly,
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Figure 4.6.1. a) Thermal conductivity, λ, as a function of the temperature, T; b) thermal

conductivity enhancement, λIL+H2O/λIL of ILs + H2O in comparison to pure ILs, as a

function of the temperature, T, for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO], #,

[P14,6,6,6][HexO], 4, [P14,6,6,6][OctO], O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] + 16.680

H2O wt%,  , [P14,6,6,6][HexO] + 15.825 H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O

wt%, H, [P14,6,6,6][DecO] + 14.150 H2O wt%, �.

while the slopes for all ILs remain similar values. The differences between the lowest

and highest temperature are (6.71, 7.24, 7.79, 7.62 and 7.23) % for [P14,6,6,6][AcO],

[P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO], respectively.

As can be seen, there is no dependence on the anion chain length. The ther-

mal conductivity decreases to [P14,6,6,6][HexO], and then increases with alkyl chain length.

It can be also seen that the values of thermal conductivity data for all pure ILs are sim-

ilar, or even the same. The difference between the largest and smallest anions thermal

conductivity appeared to be 2.41% which is well below the standard uncertainty of the

measurement (3.44%). A similar dependence was found for imidazolium-based ILs where

the thermal conductivity decreased for the cation chain lengths of up to 6 carbons, and then

increased for alkyl chain lengths of 6 to 10 carbons Ge et al. (2007). [38] Furthermore,

it can be seen in Table 4.6.1 that the errors of a1 parameters are smaller than the values

of a1 for carboxylate ILs which indicates that they are truly temperature dependent, in

contrast to [C8C1Im][NTf2]. The thermal conductivity coefficient of water (∼0.6 W m−1

K−1) is much higher than all ILs reported in this study as well as other previously reported

studies. Therefore, it is expected that addition of water to ILs will enhance the thermal
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conductivity, in comparison to pure ILs. To investigate this behavior, the thermal conduc-

tivity enhancement in comparison to pure ILs was calculated and shown in Figure 4.6.1b.

The enhancement was between (15.24 – 18.59) %, with maximum for [P14,6,6,6][OctO] +

14.783 wt% at ∼348.15 K.
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4.7 Walden Plot

A Walden plot is a useful analytical tool to assess the degree of ionicity, however,

it must be noted that this approach is only based on viscosity and ionic conductivity.

The most accurate results may be obtained by pulsed-gradient spin-echo diffusion NMR

studies. [41, 42] The Walden plot is shown in Figure 4.7.1 for the pure ILs and mixtures

with water.

Figure 4.7.1. Walden plot for pure ILs and mixtures with water, in the meaning of molar

ionic conductivity logarithm, log(Λ), as a function of inversed viscosity logarithm,

log(η−1), for [P14,6,6,6][AcO], �, [P14,6,6,6][ButO], #, [P14,6,6,6][HexO], 4, [P14,6,6,6][OctO],

O, [P14,6,6,6][DecO], �, [P14,6,6,6][ButO] + 16.680 H2O wt%,  , [P14,6,6,6][HexO] + 15.825

H2O wt%, N, [P14,6,6,6][OctO] + 14.783 H2O wt%, H, [P14,6,6,6][DecO] + 14.150 H2O

wt%, �.

In this work, the fractional Walden rule, described by Schreiner et al. (2009), [43]

has also been applied. To establish the degree of ionicity, two quantities are compared (C′

and ∆W) and summarized in Table 4.7.1.
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Table 4.7.1. Walden plot results, logarithm of Walden product and its standard uncertainty,

logC′ and δlogC′, fractional factor and its standard uncertainty, α and δα, and ∆W factor,

for pure ILs and mixtures with water

-logC ′ ± δlogC ′ α ± δα ∆W
[P14,6,6,6][AcO] 1.1658 ± 0.0076 1.116 ± 0.016 1.23
[P14,6,6,6][ButO] 1.119 ± 0.010 1.090 ± 0.024 1.20
[P14,6,6,6][HexO] 1.0999 ± 0.0044 1.088 ± 0.011 1.17
[P14,6,6,6][OctO] 1.150 ± 0.013 1.089 ± 0.034 1.27
[P14,6,6,6][DecO] 1.2363 ± 0.0023 1.076 ± 0.060 1.29
[P14,6,6,6][ButO] + 16.680 H2O wt% 0.3654 ± 0.0036 0.936 ± 0.047 0.38
[P14,6,6,6][HexO] + 15.825 H2O wt% 0.3409 ± 0.0088 0.934 ± 0.013 0.35
[P14,6,6,6][OctO]+ 14.783 H2O wt% 0.553 ± 0.013 1.015 ± 0.022 0.57
[P14,6,6,6][DecO]+ 14.150 H2O wt% 0.651 ± 0.010 1.074 ± 0.019 0.64

It can be seen qualitatively that pure ILs show rather poor ionic character and

they lie well below the 10% ionicity line for 0.01 mol dm−3 KCl (Figure 4.7.1). While

the mixtures with water lie very close to the ideal ionicity line. This is probably due

to the solvation of carboxylate anion with smaller water molecules freeing the ion pair

aggregates present in the neat ILs. The ionicity based on the fractional Walden product,

C′, was found to be in the following sequences: [HexO]− > [ButO]− > [OctO]− > [AcO]−

> [DecO]− and [HexO]− > [ButO]− > [OctO]− > [DecO]− for pure ILs and mixtures

with water, respectively. Another Walden product, ∆W , was found to be in the following

sequences: [DecO]− > [OctO]− > [HexO]− > [AcO]− > [ButO]− and [DecO]− > [OctO]−

> [ButO]− > [HexO]− for pure ILs and mixtures with water, respectively. It can be seen

that [P14,6,6,6][HexO] remains the most ionic, while [P14,6,6,6][DecO] the least ionic (as

expected). This behaviour is related to the ability of COO− to interact with the P+ centre

(the easiest for acetate and the hardest for decanoate) and the van der Waals interactions

(the weakest for acetate and the strongest for decanoate). Therefore, the ion pair is

likely to be weakest for hexanoate (as the balance between Coulombic and van der Waals

interactions) which results in the highest ionicity among the investigated ILs. Schreiner

et al. (2009) [43] analyzed 1-alkyl-3-methylimidazolium ILs with tetrafluoroborate and

dicyanamide anions. The authors showed that these ILs have relatively high ionicity in the

meaning of Walden Rule (fractional parameters 0.90 – 0.94). An extensive investigation

was done by MacFarlane et al. (2009) [44] where different classes of ILs were studied. It

was found that 1-methyl-1-propylpyrrolidinium dicyanamide is almost the ideally ionic,

while quaternary phosphonium-based ILs are poorly ionic.
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4.8 Conclusions

The density, isobaric heat capacity, ionic conductivity, thermal stability, thermal

conductivity, viscosity data as well as the excess molar properties and Walden rule have

been measured for trihexyl(tetradecyl)phosphonium based ILs as a function of the alkyl

chain length on a series of carboxylate anions (acetate, butanoate, hexanoate, octanoate

and decanoate) and compared with commonly used HTFs. These measurements have also

been performed on the mixtures with water.

The ILs studied in this work exhibit properties which enable them to be applied

successfully as HTFs including heat capacity, thermal conductivity and thermal stability

which are comparable or better than those of commonly used heat transfer materials. This

is particularly true for the mixtures with water. It is justified based on the thermophysical

properties reported in this work, it means that many of them are enhanced or improved in

the meaning of ideal HTFs (low viscosity, high density, high heat capacity, high thermal

conductivity, high thermal stability).
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Chapter 5

Modelling of Pure Ionic Liquids Physical Properties

5.1 Quantum chemical Calculations

To fully reflect the group contribution methodology, the exact structure of in-

vestigated compounds must be known. In the case of simple organic compounds (i.e.

carbohydrates, alcohols, organic acids, etc.), the charge can be successfully neglected as

its impact is negligible, [1–4] as a result of them acting as van der Waals liquids. However,

ILs are known for the many types of interactions occurring between the constituents. [5,6]

For this reason, the charge distribution is an important factor which must be considered

when developing the group contribution methods. Wu et al. (2013) have already included

this effect by dividing the parameters in terms of cation type. [7] Furthermore, following

the works of Benson and Buss (1958), [8] and Joback (1984) [9] in which the group

contribution methodology was proposed to be used for heat capacity predictions of molec-

ular solvents, Ge et al. (2008) used this model to predict the heat capacity of ILs, [10]

Nancarrow et al. (2015) added reoptimized and new groups to the model. [11] As can

be noted, none of the models for heat capacity included the charge localization on the

molecule, nor the type of cation/anion. It seems to be essential to reconsider this model

in order to introduce additional parameters describing the charge distribution on charged

species like IL ions.

For this purpose, the Mulliken charges on each atom were used for all selected

ions. The comparison of the IL cations and anions with a van der Waals molecule, hexane,

was undertaken due to its entire neutral charge character. It can be seen that hexane can

be divided into two regions (Figure 5.1.1); the first consists of -CH3 groups with the

Mulliken charge of ∼-0.634 and ∼0.206, for carbon and hydrogen, respectively. The other
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region consists of -CH2- groups with the charge of ∼-0.381 and ∼0.194, for carbon and

hydrogen, respectively.

Figure 5.1.1. The structure of hexane with calculated Mulliken charges.

The structures of all the considered cations are shown in Figure 5.1.2, and values

collected in Table D1. It can be observed that all nitrogen-based cations (imidazolium,

pyridinium, tetraalkyl ammonium, pyrrolidinium and quinolinium) have similar charge

distributions with a slightly negative N-centre with charge of ca. -0.090. This can be

explained as charge transfer to groups bonded to the positive N-centre, particularly the

first one, which exhibits higher charge than in comparison to other groups. It can be also

observed that the following 3 groups from N+ centre are affected, and their behaviour

deviated from typically van der Waals-like behaviour, in particular the charge located on

hydrogen atoms. It seems reasonable that these should be considered separately from

the neutral chains (such as these in hexane). In case of phosphonium cation, the positive

charge is located on P+ centre, as close to +0.928, in contrast to N-based. Moreover, the

first 3 groups bonded to P+ centre are affected, similarly to those of N-based cations.

177



Figure 5.1.2. The structures of considered cations with calculated Mulliken charges.
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A similar approach was applied to the anions (Figure 5.1.3, and values collected

in Table D2). Moreover, to distinguish the differences between cations and anions that

are N- or P-based, bis[(trifluoromethyl)sulfonyl]imide and hexafluorophosphate anions

were considered. It can be seen that the effect of the negative charged group pertains

up to the third carbon in the alkyl chain length in the carboxylate anions as found for

the cations. Moreover, the nitrogen atom in bis[(trifluoromethyl)sulfonyl]imide anion

is highly negative, as expected. It can be also observed that the phosphorus atom in

hexafluorophosphate anion is highly positive which is caused by the highly electronegative

fluorine atoms attached to the central phosphorus.
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Figure 5.1.3. The structures of considered anions with calculated Mulliken charges.

The above considerations allow new groups to be defined which include the charge

distribution. These can be characterised as a) van der Waals-like, N-based, P-based and

anion-based CH3 group; b) van der Waals-like, N-based, P-based and anion-based CH2

group; c) neutral, cation-based and anion-based >N- group; d) cation-based and anion-
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based -P group. The first 3 bound carbon groups to the charged centre (both positively and

negatively) are divided in terms of N-based, P-based cations, and anions.

Figure 5.1.4. The examples of phosphonium-, ammonium- and imidazolium-based

cations, and carboxylate anions, for heat capacity predictions.

Following this approach, the examples can be given (for cations and anion in

Figure 5.1.4; red are affected by charge, and blue are not affected): a) for ethyltri-

hexylphosphonium cation (upper left) – (red: 10 × –CH2–P−based + 1 × –CH3,P−based)

+ (blue: 6 × –CH2–neutral + 3 × –CH3,neutral); b) for butyltrimethylammonium cation

(upper right) – (red: 6 × –CH2–N−based + 3 × –CH3,N−based) + (blue: 1 × –CH3,neutral);

c) for 1-butyl-3-methylimidazolium cation (lower left) – (red: 3 × –CH2–N−based + 1 ×

–CH3,N−based) + (blue: 1 × –CH3,neutral); d) for heptanoate anion (lower right) – (red: 3 ×

–CH2–anion−based) + (2 × –CH2–neutral + 1 × –CH3,neutral).
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5.2 Thermal Conductivity

As an input to test the available models predictive capabilities, a series of tri-

hexyl(tetredacyl)phosphonium acetate [P14,6,6,6][AcO], butanoate [P14,6,6,6][ButO], hex-

anoate [P14,6,6,6][HexO], octanoate [P14,6,6,6][OctO], and decanoate [P14,6,6,6][DecO] ILs

were used. This is since this class of ILs (tetraalkylphosphonium cation combined with

carboxylate anions) has not been used to establish any of the existing models reported and

tested, up to date. It has been previously reported that the thermal conductivity coefficient

was not dependent on the anion chain length for investigated [P14,6,6,6][RO] ILs (Section

4.6), and similar relationships were found for 1-alkyl-3-methylimidazolium-based ILs with

different alkyl chain lengths of cation. [12] Regarding the elementary relationship between

molar mass of compounds and thermal conductivity, [13] the discrepancy which can be

found in ILs influences significantly the ability to predict the thermal conductivity coeffi-

cient. This error may be the result of strong cation-anion Coulombic interactions. [5,7,14]

Moreover, the contribution of hydrogen bonding, as well as van der Waals interactions are

not negligible as ILs can form a large variety of these interactions as reported by Hunt et

al. (2015). [5] On the other hand, it was shown in other reports devoted to the predictions

that ILs with high molecular mass can deviate from theoretical properties and correction

factors are necessary. [15]

The predicted values of thermal conductivity for all the ILs studied are summarised

in Table CD5.1 (Appendix CD5). Figure 5.2.1a shows the experimental data as well as

the modelled data as a function of temperature, before and after the optimization. To assess

the quality of predictions (in comparison to experimental data), relative deviation (RD)

were calculated (Figure 5.2.1b). Their values were collected in Table CD5.1 (Appendix

CD5), and average absolute relative deviation (AARD) in Table 5.2.1.

The deviations using the Wu model before optimization are negative values which

may be caused by insufficient anions with a range of carbon chain length being used to

derive the model (Figure 5.2.1b, Table CD5.1 in Appendix CD5). After the optimiza-

tion, the deviations are close to 0%, ranging from positive to negative values. However,

to compare the model, overall AARD was calculated as 16.31% for Wu model before

optimization. [7, 16, 17]
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Figure 5.2.1. a) Thermal conductivity, λ, as a function of the temperature, T, for:

experimental data, symbols, Wu model before optimization, solid lines, Wu model after

optimization, dash lines, [P14,6,6,6][AcO], black, [P14,6,6,6][ButO], red, [P14,6,6,6][HexO],

green, [P14,6,6,6][OctO], blue, [P14,6,6,6][DecO], cyan; b) relative deviations,

100(λcalc − λexp)/λexp, for thermal conductivity prediction in case of Wu model before

optimization, full symbols �, Wu model after optimization, symbols with plus �.

Table 5.2.1. Average absolute relative deviation (AARD) values of investigated ionic

liquids thermal conductivity predictions, T = (278-358) K, at atmospheric pressure.

AARD (%)
Wu model before optimization Wu model after optimization

[P14,6,6,6][AcO] 16.20 0.52
[P14,6,6,6][ButO] 15.22 1.36
[P14,6,6,6][HexO] 15.52 1.18
[P14,6,6,6][OctO] 17.42 1.81
[P14,6,6,6][DecO] 17.18 2.00

The uncertainty of the measurement determined by the calibration procedure, K

± δK, was 0.9932 ± 0.0075 (where K is the calibration constant), what remains 1.50%

deviation in case of the calibration constant, and mean 3.44% in case of measurement

of [P14,6,6,6][RO] ILs. Nevertheless, the measurement uncertainty reported in the liter-

ature was observed to reach values up to 9%. [12, 18] As can be seen, the AARD are

highly deviated when compared to the uncertainty of the measurement (before optimiza-

tion). The maximum RD was found as -18.93% for [P14,6,6,6][OctO] at 278.28 K (Figure

5.2.1b, Table CD5.1 in Appendix CD5). The smallest RD was found as -13.99% for

[P14,6,6,6][HexO] at 357.74 K for the Wu model. As can be seen, the maximum RD was
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found for the lowest temperature (∼278 K), however, the model included no data at these

temperatures.

Another important relationship can be found for deviations between calculated and

experimental results as a function of temperature (Figure 5.2.1b) where for the Wu model

before optimization the deviations for all ILs are similar. It may be caused by not accurate

enough parametrization of –CH2– group model which is the only one factor changing

in investigated ILs. It can be observed also in Figure 5.2.2 where the results of thermal

conductivity coefficient as a function of anion chain length are presented. Experimental

data and values calculated with Wu model exhibited similar gradients which indicates that

the prediction can be reliable (in the meaning of anion chain length dependence) while

the re-optimization may solve this problem. The slight shifts with consistent slope in the

dependence of anion chain length were achieved due to previously mentioned characteri-

zation of different –CH2– group, in the meaning of ILs type (ammonium, phosphonium or

others). [7]

Figure 5.2.2. Thermal conductivity, λ, as a function of [P14,6,6,6][RO] anion chain length,

R, at 298.15 K for experimental data, �, Wu model before optimization, #, Wu model

after optimization, 4.
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The primary Wu model included only a few data points using quaternary phos-

phonium based ILs (8 ILs with overall 54 data points). In general, the model showed a

linear decrease in the thermal conductivity with increasing the chain length. As mentioned

above, ILs with high molecular mass are very specific in the meaning of their critical

properties due to their deviations from molecular solvents. As was shown by Valderrama

et al. (2015) these properties exhibit deviations from linearity of critical parameters as

function of molecular mass when compared to simple molecular solvents. This problem

was solved by the introduction of mass connectivity index as a correction factor. [15]

Group contribution methods are known for their simplicity to improve them and

implement more data. [19, 20] The only model that was discussed and fully based on

this approach is Wu model. All data used to improve the Wu model are summarized

in Table 5.2.2. 55 ILs were used including those based on imidazolium, pyrrolidinium,

pyridinium, phosphonium and ammonium cations. Overall 399 data points were used in

the temperature range of (273.15-390) K. Moreover, 9 ILs with molecular mass higher

than 500 g mol−1 were used, and their critical parameters were calculated based on the

methods proposed by Valderrama et al. (2015). [15] As the thermal conductivity is a

transport property, it seems to be reasonable to include the mass connectivity index and

describe the connection between cation and anion. The availability of experimental data

points for thermal conductivity is still very limited in the literature, thus, it affects the

predictive models directly. Moreover, there is significant scatter for the values reported,

e.g. for [C2C1Im][NTf2] the thermal conductivity has been reported as 0.130 W m−1

K−1 (298 K) [12] and 0.1202 W m−1 K−1 (298 K). [21] Therefore, in order to select the

data used for the model improvement/development a number of factors were considered

including a) the sample source, purification, purity and water content, treatment; b) the

method used to determine the thermal conductivity (transient-hot wire vs. parallel plate),

and the associated uncertainties; c) the experimental data treatment and analysis including

calibration, systematic errors reduction and statistical analysis. These three points are not

negligible and must be always considered. For example, as was mentioned by Tomida et

al. (2007) [22] and additionally highlighted by Wu et al. (2013), [7] the data in work of

van Valkenburg et al. (2005) [23] cannot be reliable due to technique that was used which

was a transient hot-wire measurement with a tantalum wire having a diameter of 0.052

mm and length of 25.3 mm and a heating rate of 30 K s−1.
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The optimization was performed (as explained in Section 2.3) and the AARD

values of the model for investigated ILs can be found in Table 5.2.1, and whole database

in Table 5.2.2. As can be seen, after the optimization, the values are below the mea-

surement uncertainty (3.44%), with maximum for [P14,6,6,6][DecO], RD of 3.95 %. The

overall AARD for all data sets used is 1.66 %, with maximum AARD of 7.16 % for 1,3-

dibutylimidazolium bis[(trifluoromethyl)sulfonyl]imide (Table 5.2.2). Wu et al. (2013)

reported the same value of overall AARD, 1.66 %, while the maximum AARD was 11.0

%. [7] Using the extended database in this work, the AARD of the model is 6.80 % (before

optimization). The results were also shown in Figure 5.2.3, including models before and

after optimization. When the uncertainty of the method is taken into account, it can be

assumed that the values produced by this method after optimization are satisfactory. Only

eight points were out of this range which is only 2% of the whole database. The new group

contribution model coefficients are reported in Table 5.2.3. The database used together

with the calculations applied is included in Table CD5.2 (Appendix CD5).

Figure 5.2.3. Linear relationship between experimental, λexp, and calculated, λcalc,

thermal conductivites for all sets of ionic liquids, a) before optimization; b) after

optimization, for training set, #, testing set (trihexyl(tetradecyl)phosphonium carboxylate

ILs, #.
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Table 5.2.3. New parameters for equation (2.3.35) in the Wu model (thermal conductivity).

Group
∆λ0, j Amount of data pointsWithout rings

-CH3 0.5929 396
-CH2- (ammonium-based) 0.101 40
-CH2- (phosphonium-based) 0.407 113
-CH2- (with others) 0.701 237
>C< -0.467 165
>CH- 1.927 63
-CN 2.563 99
-COO- 1.029 88
>N-/>N<+/-N-− 5.28 130
-NH2 0.929 63
-SO2- 7.54 130
-O-/[-O]− -0.208 64
-OH 1.925 28
=O 0.323 18
-F 1.3166 145
-Cl 0.841 7
-B -1.04 50
-P 3.2939 149
-S- 5.37 7
With rings
=CH- -0.022 226
-CH2- 1.5145 24
>CH- 2.055 7
-NH- 0.547 7
-N= 1.835 226
>N-/>N<+ 0.042 234
Coefficients
k0 372.98 × 10−2

a0 646.97 × 10−4

a1 -1871.59 × 10−6

a2 25.85 × 10−6
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5.3 Heat Capacity

As discussed above, the P+/N+ centres lead to significant differences in the charge

distribution on the bound alkyl chain. For this reason, the charge effect was included in

the structure characterization for heat capacity prediction to correctly reproduce the group

contribution methodology (as explained in Section 5.1).

The results of heat capacity prediction are summarised in Table CD5.3 (Appendix

CD5), and presented in Figure 5.3.1a. The Ge-Nancarrow model does not include any

information about connections but divides the structure into characteristic groups (as group

contribution methods) for both cation and anion without distinction on the charge type

or place on the molecule, [10, 11] as in Joback method. [9] As can be seen, the predicted

values have increasingly large deviations from the experimental data with increasing the

anion chain length using the model. It is expected that the heat capacity increases with an-

ion chain length which is observed in the experimental and predicted data. The calculated

overall AARD is 3.76% before optimization. The maximum determined RD is -7.70% for

[P14,6,6,6][DecO] at 298.15 K. While the minimum RD is -0.99% for [P14,6,6,6][OctO] at

363.15 K, as shown in Figure 5.3.1b. The AARD values are reported in Table 5.3.1. As

can be seen, the Ge-Nancarrow model estimated the AARD values of heat capacity below

5% (except [P14,6,6,6][DecO] which was close to this value) for all ILs. The uncertainty of

the experimental measurements of heat capacity have been reported to be higher than 10%

in some works but, [32–34] more commonly, are up to 3%. [35–37] Thus, the capability

of a model that works well is assessed as the AARD below 3%.

Table 5.3.1. Average absolute relative deviation (AARD) values of investigated ionic

liquids and models (heat capacity), T = (298.15-363.15) K, at atmospheric pressure.

AARD (%)
Ge-Nancarrow model before optimization Ge-Nancarrow model after optimization

[P14,6,6,6][AcO] 3.65 2.86
[P14,6,6,6][ButO] 2.95 2.96
[P14,6,6,6][HexO] 3.82 2.28
[P14,6,6,6][OctO] 3.33 1.79
[P14,6,6,6][DecO] 5.05 3.04
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Figure 5.3.1. a) Isobaric heat capacity, Cp, as a function of the temperature, T, for

experimental data, symbols, Ge-Nancarrow model before optimization, solid lines,

Ge-Nancarrow model after optimization, dash lines [P14,6,6,6][AcO], black,

[P14,6,6,6][ButO], red, [P14,6,6,6][HexO], green, [P14,6,6,6][OctO], blue, [P14,6,6,6][DecO],

cyan; b) relative deviations, 100(Cp,calc − Cp,exp)/Cp,exp, for isobaric heat capacity

prediction in case of Ge-Nancarrow model before optimization, full symbols �, Wu

model after optimization, symbols with plus �.

The deviations for the Ge-Nancarrow model remain similar what may indicate the

propagation of the same error, e.g. the -CH2- group characterization, with [P14,6,6,6][DecO]

as an exception. The heat capacity as a function of anion chain length is presented in

Figure 5.3.2. The heat capacity depends almost linearly with the anion chain length and a

similar dependence was found for the model before and after optimization. Otherwise,

a deviation can be easily observed and may be originated from small amount of data for

carboxylate anions used to establish the parameters.

The summary of data sets used for the improvement are reported in Table 5.3.2.

3646 data points from 103 ILs were used in the temperature range of (190 – 520) K, includ-

ing those based on imidazolium, pyrrolidinium, pyridinium, phosphonium, ammonium

cations. While in the original Ge-Nancarrow model 2642 data points from 96 ILs were

used. The described method including the charge distribution was applied in the present

work. The availability of heat capacity data in the literature is relatively well-developed,

however, different qualities can be observed with very distinctive deviations. The purity
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Figure 5.3.2. Isobaric heat capacity, Cp, as a function of [P14,6,6,6][RO] anion chain

length, R, at 298.15 K for experimental, �, Ge-Nancarrow model before optimization, #,

Ge-Nancarrow after optimization, 4.

(particularly the water content), purity assessment, measurement methodology or measure-

ment uncertainty were taken into account. Similar approach was used as in Nancarrow et

al. (2015) to reduce the impact of one IL’s data into the modelling. [11] For example, a

large number of data points for [C4C1Im][PF6] originated from one source. [38] Thus, the

data sets were selected to consist of no more than 5% of the total number of data points

utilised. Similar data discrimination process was used as for the thermal conductivity

model optimisation, herein, and in the study by Nancarrow et al. (2015).

AARD values of the model after optimization are reported in Table 5.3.1. It was

possible to achieve AARD lower than 3%, with a maximum of 3.04% for [P14,6,6,6][DecO].

The overall AARD including all data points is 4.28% which indicates a high prediction abil-

ity, in comparison to the measurement uncertainty. Ge-Nancarrow et al. (2015) reported an

overall AARD of 6.27% (using the original database) or 12.57% using the database in this

work. Significantly high deviations were observed for 1-ethyl-3-methylimidazolium thio-

cyanate, [39] 1-methyl-3-propylpyrrolidinium bis[(trifluoromethyl)sulfonyl]imide, [40] 1-

butyl-3-methylimidazolium thiocyanate, [39] 1-hexylquinolinium bis[(trifluoromethyl)sulf-
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onyl]imide, [41] tributylmethylammonium L-lysinate. [30] This may be caused by the

measurement error. The results of the Ge-Nancarrow model before (using the dataset in

this work) and after optimization are shown in Figure 5.3.3. The original and new model

parameters are reported in Table 5.3.3. Nevertheless, the prediction for [P14,6,6,6][RO] is

better after re-optimization (Figure 5.3.2), it is still out of the uncertainty range. However,

the general prediction capability is better for all data. A whole database used for the

predictions and development can be found in Table CD5.4 (Appendix CD5)

Figure 5.3.3. Linear relationship between experimental, Cp,exp, and calculated, Cp,calc,

heat capacities for all sets of ionic liquids, a) before; b) after optimization, for training set,

#, testing set (trihexyl(tetradecyl)phosphonium carboxylate ILs, #.
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Table 5.3.3. Original and new parameters for equation (2.3.40) in the Ge-Nancarrow

model for heat capacity.

Group ACp,i BCp,i × 10−3 CCp,i × 10−5 DCp,i × 10−8 Amount of
(J mol−1 K−1) (J mol−1 K−2) (J mol−1 K−3) (J mol−1 K−4) data points

Without rings
-CH3,neutral 42.22 -57.25 15.22 -9.67 2676
-CH3,P−based 16.25 -74.10 15.24 -9.67 50
-CH3,N−based 16.84 6.18 15.22 -9.67 3217
-CH3,anion−based 11.51 -29.01 15.40 -9.67 583
-CH2-neutral 1.62 92.40 -5.54 1.19 1385
-CH2-P−based -6.86 58.95 -5.47 1.19 98
-CH2-N−based -9.15 111.90 -5.28 1.19 3534
-CH2-anion−based -28.24 163.54 -5.41 1.19 622
>CH- -23.00 204.00 -26.50 12.00 124
>C< -66.20 427.00 -64.10 30.10 1638
-OH 25.70 -69.10 17.70 -9.88 465
-O- 25.50 -63.20 11.10 -5.48 794
-COOH 24.10 42.70 8.04 -6.87 58
-COO- 24.50 40.20 4.02 -4.52 665
-NH2 26.90 -41.20 16.40 -9.76 124
-NH- -1.21 76.20 -4.86 1.05 310
>N-cation−based -132.83 419.70 -32.03 14.60 639
>N-anion−based -9.42 143.76 -31.84 14.60 1034
>N-neutral 11.86 160.74 -32.44 14.60 46
-CN 36.50 -73.30 18.40 -10.30 275
-F 26.50 -91.30 19.10 -10.30 2053
-Br 28.60 -64.90 13.60 -7.45 215
-I 32.10 -64.10 12.60 -6.87 134
-Pcation−based 22.58 596.68 0.52 98
-Panion−based 51.30 -253.86 0.01 176
-B -71.24 211.46 481
-S- -38.23 59.90 54
-SO2 90.18 7.53 1880
With rings
=CH- -2.14 57.40 -0.16 -1.59 2953
=C< -8.25 101.00 -14.20 6.78 541
-O- 12.20 -12.60 6.03 -3.86 50
=N- 8.83 -3.84 4.35 -2.60 2953
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5.4 Conclusions

The prediction of thermophysical properties can lead to a significant reduction in

the time and efficiency for designing heat transfer processes using ILs as HTFs. However,

robust models must be developed, for of accurate prediction in case of all type of ILs.

Together with the development of these models, they should be checked with experimental

data not included in the original model formulation. As presented, herein, very low

deviations reported by the authors of models do not necessarily lead to good prediction

for ILs. This may be due to the range of interactions which are present in the ILs.

Unfortunately, it was found in this study that there is no reliable existing models for thermal

conductivity and heat capacity which are able to predict these values with high accuracy

or in good correlation to the experimental data for a range of tetraalkyl phosphonium

carboxylate ILs. Thus, the models for heat capacity and thermal conductivity were

improved and the achieved results provide a better predictive capability for ILs. This

model development included a novel approach to include the impact of cation/anion core

atom on the structure and physical properties of the ILs and was included in the model

with proper corrections.
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[34] A. F. FERREIRA, P. N. SIMÕES, and A. G. M. FERREIRA, The Journal of Chemical Thermodynamics 45, 16 (2012).
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Chapter 6

Trihexyl(tetradecyl)phosphonium Carboxylate - Based
Ionanofluids

6.1 Density

ILs containing nanoparticles were also measured in terms of density (data can be

found in Figure CD6a.1-CD6a.5, Appendix CD6a, and Table CD6b.1, Appendix CD6b).

The parameters of linear equation (2.2.42), ρ(T), as a function of the temperature can be

found in Table CD6a.1 (Appendix CD6a). The values of the slope for all systems are very

similar, therefore, the changes within the whole temperature range are similar to those of

pure ILs (∼4.7% of decrease from the lowest to the highest temperature, as in Section 4.2).

Solids usually have a higher density than liquids, particularly the investigated

nanoparticles, as investigated in Section 3.2.1, (1626.34, 1911.89 and 1711.99) kg m−3

for carbon nanotubes, boron nitride and graphite at 298.15 K, respectively, therefore,

the density of IL and nanoparticle mixtures have higher values than these of pure IL.

Unfortunately, at the stage of studies carried out in Section 3.2.1, mesoporous carbon was

not considered, thus the values of density for this materials were not characterized, therein,

as explained later.

The enhancement can be onserved in Figure 6.1.1 (for 298.15 K) and Figure 6.1.2

(for 363.15 K), with enhancements values listed in Table C1 (Appendix C). It can be seen

that the density is depending on the nanoparticle concentration almost linearly.

The differences between enhancements at these temperatures are very small, usu-

ally only slightly increasing with temperature, more specifically the maximum range

of enhancement was found as (2.40-1.99, 2.58-2.22, 3.15-2.87 and 2.32-1.56) % for
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Figure 6.1.1. Density enhancement of ionanofluids, (100ρINF /ρIL-100), in comparison

to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO] INF, grey,

[P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF, blue,

[P14,6,6,6][DecO] INF, cyan, at 298.15 K.

MWCNT, G, BN and MC at 298.15 K, respectively, and (2.45-2.05, 2.70-2.32, 3.33-3.00

and 2.42-1.56) % for MWCNT, G, BN and MC at 363.15 K, respectively. While the

average enhancement error is similar for all samples and equals to about ± 0.20 %.

The influence of IL structure on the intermolecular interactions has been widely

investigated in the literature. [1–3] Particularly for ILs with various anion chain length.

The breakthrough of intermolecular interactions occurs at about 6 hydrocarbon chain seg-

ments where the pure Coulombic driven forces are significantly affected by van der Waals

interactions and/or the volume of anions starts to be an influencing factor (as explained

in Section 4.7). The effect of anion on the enhancement can be studied in this work, as
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Figure 6.1.2. Density enhancement of ionanofluids, (100ρINF /ρIL-100), in comparison

to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO] INF, grey,

[P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF, blue,

[P14,6,6,6][DecO] INF, cyan, at 363.15 K.

several anions with various chain lengths were studied. In most cases the enhancement

decreases with anion chain length to hexanoate anion (negligible effect of anion chain

length size but caused by the bulkier properties so as a result less possibilities to adsorb

on the surface of nanoparticles), and then increasing again (driven by decreasing the

electrostatic forces between cations and anions, therefore, more favoured adsorption onto

the surface of nanoparticles).

The density of ionanofluids was also extensively investigated for different classes of

ILs, 1-butyl-3-methylimidazolium dicyanamide, 1-butyl-3-methylimidazolium bis[(trifluo

romethyl)sulfonyl]imide, 1-butyl-1-methylpyrrolidinium bis[(trifluoromethyl)sulfonyl]imi
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de, 1-hexyl-3-methylimidazolium hexafluorophosphate, 1-ethyl-3-methylimidazolium

ethylsulfate, with multiwalled carbon nanotubes, boron nitride and graphite in Section

3.2.1. However, no dependence was found therein. The enhancement, as presented above,

can be found to be dependent on the nanoparticle and size: MWCNT < MC < BN < G.

The highest value of density in this work, 920.24 kg m−3 for [P14,6,6,6][AcO] + 3

wt% BN at 298.15 K (from 894.6 kg m−3 for pure IL), is still moderate in comparison to

commonly used HTFs. To remind, this depends on the type of compound used in the HTFs,

for example the values in this work are similar to synthetic aromatic hydrocarbon mixtures

(i.e. Therminol ADX10 or Dynalene SF), slightly lower than water, or significantly lower

than glycol-based HTFs (for example Dowtherm 4000 or Dynalene EG series).

The density of ionanofluids was calculated by using the additivity model, described

by equation (2.3.52). As discussed in Section 3.2.1, this approach was successfully used

for ionanofluids with imidazolium- and pyrrolidinium-based ILs and carbon nanotubes,

boron nitride and graphite. The input parameters for the prediction of ionanofluids density

are density of nanoparticles, density of ILs and concentration of nanoparticles. Unfortu-

nately, studies carried out for imidazolium- and pyrrolidinium-based ILs included only

carbon nanotubes, boron nitride and graphite, without mesoporous carbon (at the stage of

this experiment, mesoporous carbon was not considered). Therefore, the data for meso-

porous carbon density are not available and similar calculations to those in Section 3.2.1

were needed to be performed. The results of calculations can be found in Table CD6b.1,

Appendix CD6b), and the density for mesoporous carbon is 1477.50 kg m−3 at 298.15.

This is also in a good agreement with above conclusion about the general enhancement of

density occurring in ionanofluids in comparison to the density of nanoparticles. While

those for carbon nanotubes, boron nitride and graphite are (1626.34, 1911.89 and 1711.99)

kg m−3 at 298.15 K, respectively.

The results of all calculations were shown in Figure 6.1.3a. It can be observed

that the experimental vs. calculated densities are almost linear which represents good

prediction ability. The deviations between experimental and calculated values can be

found in Figure 6.1.3b (note that the data of those ionanofluids containing mesoporous

carbon were calculated based on the determined density in this chapter). The average

absolute relative deviations of (0.21, 0.31, 0.32 and 0.10) % were achieved for MWCNT,

G, BN and MC, respectively. While the maximum deviations were (0.66, 0.67, 0.58 and
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Figure 6.1.3. a) Experimental, ρexp, vs. calculated, ρcalc, density of ionanofluids; b)

relative deviations between calculated and experimental values of ionanofluids density,

100(ρcalc − ρexp)/ρexp, against the temperature, T, for [P14,6,6,6][RO] + MWCNT, �,

[P14,6,6,6][RO] + G, ©, [P14,6,6,6][RO] + BN, 4, [P14,6,6,6][RO] + MC, 5.

0.31) % for [P14,6,6,6][HexO] + 3 wt% MWCNT at 363.15 K, [P14,6,6,6][HexO] + 3 wt% G

at 363.15 K, [P14,6,6,6][OctO] + 3 wt% BN at 358.15 K and [P14,6,6,6][DecO] + 3 wt% MC

at 348.15 K, respectively.

Interestingly, all relative deviations between experimental and calculated values

are positive. It indicates that the calculated values are higher than experimental. The

reason for that might originate from the existing interfacial nanolayering of higher density

values (which shifts the calculated results to higher values region). For the future work,

additional parameter including the structure of IL used could be possibly included as an

implicit function.

Such deviations illustrate that we are able to calculate the density of ionanofluids

with high accuracy, well below 1%, considering that it is a sophisticated system of two

phases mixture (nano-solid + liquid). It should be also noted that the calculations for just

pure ILs densities with the most accurate approach, the fluctuation theory-based Tait-like

equation of state (FT-EoS), reach the deviations of up to 6%. [4]
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6.2 Dynamic Viscosity

The viscosity was also measured for ILs with nanoparticles (results can be seen

in Figure CD6a.6-CD6a.10, Appendix CD6a and data are reported in Table CD6b.2,

Appendix CD6b). It is well-known that the viscosity is increasing with adding the

nanoparticles. [5, 6] This can be also seen in Figure 6.2.1 for 298.15 K and Figure 6.2.2

for 363.15 K, whereas the values were listed in Table C1 (Appendix C), as enhancements

of ionanofluids viscosity in comparison to their pure analogues. Unfortunately, the relation

between viscosity and nanoparticles concentration is still not clear. However, for most

cases the linear correlation can be seen accurate enough, with few exceptions (for example

[P14,6,6,6][AcO] + MWCNT at 298.15 K, [P14,6,6,6][DecO] + G at 298.15 K, [P14,6,6,6][ButO]

+ BN at 363.15 K or [P14,6,6,6][OctO] + MC at 363.15 K).

To screen the viscosity enhancements dependence upon the temperature, those

are presented at 298.15 K and 363.15 K. Generally, the enhancement is increasing with

temperature in the ranges of (17.8-28.8, 16.4-23.0, 12.8-26.1, 13.5-32.6) % for 0.5 wt% at

298.15 K, respectively, and (36.8-62.1, 28.5-60.9, 28.5-66.0, 33.1-57.9) % for 1.0 wt%

at 298.15 K, respectively, (20.2-31.5, 20.1-31.3, 14.7-38.8, 17.2-38.9) % for 0.5 wt% at

363.15 K, respectively, (40.1-66.9, 38.9-63.6, 31.0-60.7, 40.7-69.0) % for 1.0 wt% at

363.15 K, respectively. The enhancements for nanoparticles concentration of 3.0 wt%

are much higher (92.9-156.7, 121.0-143.6, 78.2-119.5, 97.4-144.0) % at 298.15 K and

(98.5-154.0, 135.0-159.3, 93.4-119.5, 92.6-153.1) % at 363.15 K. While the average

enhancements errors are (2.4, 9.0, 13.3) % for systems with 0.5 wt%, 1.0 wt% and 3.0

wt% loading of nanoparticles, respectively.

The VFT equation (2.2.45), η(T), can give an insight into the dependence of

the IL structure onto the viscosity (Table CD6a.1, Appendix CD6a). The influence of

IL structure was discussed in Section 4.4. To remind, the rise in viscosity when it is

cooled toward the glass transition (where the sharp super-Arrhenius increase occurs) is

accompanied with very little structural change so increasing the anion chain length of ILs

results in decreasing T0. The addition of the nanoparticles (as well as increasing those

concentration) results in further T0 decreasing. Unfortunately, there was no dependence

found for nanoparticle type and the T0. It might be caused by specific properties of

interfacial nanolayering of liquid molecules on the surface of nanoparticles, resulting in
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Figure 6.2.1. Dynamic viscosity enhancement of ionanofluids, (100ηINF /ηIL-100), in

comparison to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO]

INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF,

blue, [P14,6,6,6][DecO] INF, cyan, at 298.15 K.

higher contribution to the decreasing of anions mobilities.

For prospective application purposes, particularly HTFs, the viscosity is expected

to be as low as possible. It is widely known that ILs exhibit higher values than simple

molecular solvents (with some exceptions, i.e. ethylene glycol) or other commercially

available HTFs. This is the main disadvantage of ILs. For example (16.9, 6.19 or 3.71)

mPa s for Dowtherm MX, Dynalene PG60 or Dowtherm A at 298.15 K, respectively. On

the other hand, the temperature has an enormous impact on the viscosity (above 1000

% from 298.15 K to 363.15 K). Therefore, at high temperature the viscosity of ILs and

commercial HTFs become similar with no significant differences.
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Figure 6.2.2. Dynamic viscosity enhancement of ionanofluids, (100ηINF /ηIL-100), in

comparison to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO]

INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF,

blue, [P14,6,6,6][DecO] INF, cyan, at 363.15 K.

Viscosity is very difficult property to include in theoretical descriptions. Many

efforts were put to calculate the theoretical viscosity of nanofluids with various results.

[7–10] However, the prediction of viscosity is dependent on many factors: viscosity of

base fluid, type of nanoparticles, concentration of nanoparticles, temperature, etc. There

are several models constructed with thermodynamics and mechanics laws. There are also

some reports concerning the correlation for ionanofluids, however, they are prepared for

specific ILs/nanoparticles. [11] To the best of our knowledge, there is no versatile model

that could be used for every system, or for the investigated mixtures.
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6.3 Kinematic Viscosity - Lubrication Properties

For industrial purposes, the lubrication properties are very important. The selec-

tion of lubricating material for a specific application is essential. Materials are classified in

several groups, depending on the lubrication abilities. The property on which the classifi-

cation is performed is called kinematic viscosity, ν, calculated from dynamic viscosity and

density (ν = η/ρ) at 313.15 K. [12–14] The ISO classification (ISO 3448:1992) includes

a wide range of materials from kinematic viscosity of 2.2 mm2 s−1 (ISO VG 2) to 1500

mm2 s−1 (ISO VG 1500).

The results of kinematic viscosity calculations and assignments to lubrication prop-

erties are shown in Figure 6.3.1. The kinematic viscosities for pure ILs were (104.2, 130.5,

177.9, 205.6 and 218.6) mm2 s−1 for [P14,6,6,6][AcO], [P14,6,6,6][ButO], [P14,6,6,6][HexO],

[P14,6,6,6][OctO] and [P14,6,6,6][DecO], respectively. As can be seen the kinematic viscosity

increases with the anion chain length (driven by the dynamic viscosity).

The addition of nanoparticles shifts the kinematic viscosity to higher values, as

expected. The maximum kinematic viscosity was found as 547.5 mm2 s−1, corresponding

to [P14,6,6,6][DecO] + 3 wt% MC. The lubrication properties are also analysed based on the

friction force coefficients, however, it does not relate to industrial assignment of material

(in accordance to ISO classification). Nevertheless, the previous reports show that ILs

have very promising lubricative properties (based on the friction coefficients). In this work,

we additionally showed that ILs are very useful as lubricates (due to high variety in ISO

classification), moreover, the possibility of doping the ILs with nanoparticle enables tailor-

ing the kinematic viscosity which might be desirable for some applications (as mentioned

above, the materials are selected for specific application), starting from relatively low

kinematic viscosity (as for [P14,6,6,6][AcO]) up to higher values (as for [P14,6,6,6][DecO] +

3 wt% MC).
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6.4 Thermal Conductivity

Thermal conductivity was also measured for ionanofluids with carbon nanotubes,

boron nitride, graphite and mesoporous carbon of loading up to 3 % by weight. The

results were presented in Figure CD6a.11-CD6a.15 (Appendix CD6a), reported in Table

CD6b.3 (Appendix CD6b), and the coefficients of linear equation (2.2.18), λ(T), as a

function of temperature can be found in Table CD6a.2 (Appendix CD6a) .

The thermal conductivity was linearly decreasing with temperature for pure ILs,

and the same dependence was found for nanoparticles-doped ILs, while the slope was

consistently the same (∼7.5% between 278 and 358 K), however, the values of thermal

conductivity were shifted to higher values. For the applicable meaning, the materials can

be tuned to have a specific value of thermal conductivity by addition of nanoparticles.

More specific discussion can be done by looking at the enhancements of thermal

conductivity caused by the addition of nanoparticles (Figure 6.4.1 for 278.15 K and

Figure 6.4.2 for 358.15 K). The thermal conductivity of solids is higher than liquids, and

for nanoparticles particularly, in case of investigated nanoparticles the following thermal

conductivity coefficients can be found as (3223.4, 874.1, 35.7 and ∼12.0) W m−1 K−1 for

carbon nanotubes, boron nitride, graphite and mesoporous carbon, respectively. [15–18]

Therefore, because of mixing nanoparticles and ILs, the expectation is that the thermal

conductivity of mixture is higher than this of pure base fluid. Moreover, increasing the

amount of nanoparticles results in higher thermal conductivity. As can be seen, this

dependence is represented linearly.

The range of maximum enhancements observed in this work is (19.8-22.6, 9.5-

12.0, 13.2-15.1 and 7.6-11.4) % for MWCNT, G, BN and MC at 278.15 K, respectively,

(18.0-21.4, 8.8-12.3, 13.0-17.3 and 7.2-10.3) % for MWCNT, G, BN and MC at 358.15 K,

respectively. Generally, the enhancement is slightly decreasing with temperature, however,

including the errors of enhancements, the temperature effect can be neglected. Moreover,

as discussed before in Section 3.2.3, the temperature profile of thermal conductivity is

originated from liquid not nanoparticles.

The thermal conductivity of ILs was found to not influence the thermal conductivity

enhancements as those are very similar in terms of different types of anions (as shown

above in the ranges of enhancements). However, a significant impact can be observed
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Figure 6.4.1. Thermal conductivity enhancement of ionanofluids, (100λINF /λIL-100), in

comparison to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO]

INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF,

blue, [P14,6,6,6][DecO] INF, cyan, at 278.15 K.

for different types of nanoparticles. In this work, 4 different types of nanoparticles were

used with a wide range of thermal conductivity (from a very high for carbon nanotubes

to relatively low for mesoporous carbon). Carbon nanotubes were found to increase the

thermal conductivity the most,as corresponding to their highest thermal conductivity,

3223.4 W m−1 K−1), following boron nitride, 874.1 W m−1 K−1, graphite, 35.7 W m−1

K−1, and mesoporous carbon, ∼12.0 W m−1 K−1, as expected. [15–18]

Thermal conductivity of ionanofluids is probably the most widely investigated

property of ionanofluids. Similar results were found for other systems, for example

3.71 % for 1-butyl-1-methylpyrrolidinium dicyanamide + 0.5 wt% MWCNT at 293.1 K
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Figure 6.4.2. Thermal conductivity enhancement of ionanofluids, (100λINF /λIL-100), in

comparison to pure ionic liquids, over the nanoparticles mass fraction, for [P14,6,6,6][AcO]

INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green, [P14,6,6,6][OctO] INF,

blue, [P14,6,6,6][DecO] INF, cyan, at 358.15 K.

(0.84-4.58 % in this work), [19] 4.8 % for 1-hexyl-3-methylimidazolium tetrafluoroborate

+ 1 wt% MWCNT at 293 K (3.18-7.45 % in this work), [20] or 20.46 % for 1-ethyl-3-

methylimidazolium ethylsulfate + 3 wt% MWCNT at 293.77 K (17.98-22.62 % in this

work). [21]

As described in Section 3.2.3, the model of Atashrouz was found to be the most

reliable in terms of ionic liquid-based nanofluids thermal conductivity predictive repro-

ducibility. Therefore, in this chapter, this model was also used to predict the thermal

conductivity of ionanofluids as a function of the temperature with equation (2.3.51). More-

over, other models for nanofluids with molecular solvents as base fluids were excluded
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from further consideration, as shown in Section 3.2.3.

It should be noted that this is the first work in which such studies are conducted,

particularly for ILs not included the work in which the model was developed. This model

is expected to reproduce the thermal conductivity with high accuracy because it is fully

based on thermodynamics (modified geometry mean), and the interactions between ILs

and nanoparticles are also included in its development. Liquids have lower thermal con-

ductivity (order of 10−1 W m−1 K−1) than solids, more specifically (3223.4, 874.1, 35.7

and ∼12.0) W m−1 K−1 for carbon nanotubes, boron nitride, graphite and mesoporous

carbon, respectively. [15–18]

The results of calculations (experimental enhancement vs. calculated enhancement)

are presented in Figure 6.4.3a.

Figure 6.4.3. a) Experimental, λexp, vs. calculated, λcalc, thermal conductivity of

ionanofluids; b) relative deviations between calculated and experimental values,

100(λcalc − λexp)/λexp, of ionanofluids thermal conductivity against the temperature, T,

for [P14,6,6,6][RO] + MWCNT, �, [P14,6,6,6][RO] + G, ©, [P14,6,6,6][RO] + BN, 4,

[P14,6,6,6][RO] + MC, 5.

The average absolute relative deviation was found as (0.66, 1.8, 1.2 and 0.54) % for

MWCNT, G, BN and MC, respectively, while the maximum values of relative deviation

were -(3.82, 3.61, 3.65 and 2.82) % for [P14,6,6,6][ButO] + 3 wt% MWCNT at 278.15

K, [P14,6,6,6][ButO] + 1 wt% G at 338.15 K, [P14,6,6,6][HexO] + 3 wt% BN at 328.15

K and [P14,6,6,6][ButO] + 3 wt% MC at 278.15 K, respectively. The average standard
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uncertainty of determined enhancements is 4.5%. As can be clearly seen, all values

are well within the linear relation (solid line in Figure 6.4.3b) between experimental

and calculated values of enhancement. More specifically, in Figure 6.4.3b, the relative

deviations are presented. None of the calculated values exceed the standard uncertainty of

determined enhancement (all of them are below 4%). To confirm the conclusions made

in Section 3.2.3, the Atashrouz model can be used to predict the thermal conductivity of

ionanofluids accurately without any descriptors of molecular structure of ILs. Moreover,

the only parameters needed for such calculations are thermal conductivities of ILs and

nanoparticles, and nanoparticles concentration.
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6.5 Isobaric Heat Capacity

The isobaric heat capacity was also studied for ILs with carbon nanotubes, boron

nitride, graphite and mesoporous carbon in the concentration of up to 3 wt%, of which

experimental results can be found in Figure CD6a.16-CD6a.20 (Appendix CD6a) and

Table CD6b.4 (Appendix CD6b). A more insight into discussion can be made based on the

enhancements of ionanofluids heat capacity in comparison to equivalent IL heat capacity.

The heat capacity enhancement was also discussed in Section 3.2.2. In accordance to

traditional mixing rules in which the resulting heat capacity is made by the contribution

of mixed materials (solids - lower heat capacity, liquids - higher heat capacity), the heat

capacity of ionanofluids should be lower than this of pure ILs. [22–24] In reality, for ionic

liquid-based nanofluids, the heat capacity is increasing with addition of nanoparticles.

This behaviour was associated with the interfacial nanolayers created by adhered liquid

molecules on the surface of nanoparticles. [25, 26] The results of the enhancements were

presented in Figure 6.5.1 (for 298.15 K) and Figure 6.5.2 (for 363.15 K). In all cases,

the linear correlation was accurate enough to establish the qualitative dependence on the

nanoparticles concentration.

The maximum enhancements observed were (10.3-11.7, 28.7-31.5, 20.3-21.6

and 25.1-27.4) % for MWCNT, G, BN and MC at 298.15 K, respectively, and (7.0-

10.0, 32.7-36.1, 20.6-21.5 and 27.5-30.9) % for MWCNT, G, BN and MC at 363.15 K,

respectively. As discussed in Section 3.2.2, the enhancements as a function of temperature

depend on the properties of nanoparticles. It can be seen that for carbon nanotubes the

enhancement is decreasing with temperature (related to increasing hydrophobicity, less

favoured attraction of liquid molecules), [27] graphite is increasing with temperature

(decreasing hydrophobicity, therefore, easier creation of nanolayers), [28] boron nitride

(more or less constant with temperature, stabilized by the diversely charged surface of

charge distribution between nitrogen and boron). [29] Mesoporous carbon has a relatively

high hydrophobicity at room temperature as well as graphite, therefore, it is expected that

this material exhibits similar properties to graphite. As can be seen the enhancement is

increasing with temperature for mesoporous carbon. [30]

There was no dependence on the anion chain length found in this work. However,

the type of nanoparticles, or more specifically their size, was an influencing factor for the
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Figure 6.5.1. Isobaric heat capacity enhancement of ionanofluids, (100cp,INF /cp,IL-100),

in comparison to pure ionic liquids, over the nanoparticles mass fraction, for

[P14,6,6,6][AcO] INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green,

[P14,6,6,6][OctO] INF, blue, [P14,6,6,6][DecO] INF, cyan, at 298.15 K.

enhancement. The following dependence of enhancements, MWCNT < BN < MC < G,

was established. In the Section 3.2.2, it was shown that increasing the size of nanoparticles

results in increasing the enhancement caused by larger number of liquid molecules adhered

on the surface of nanoparticles (investigated for MWCNT, BN and G), which is in a good

agreement with results in this chapter. However, in the case of mesoporous carbon, the

enhancement is higher than for boron nitride but lower than graphite. This disturbance

might be caused by the very high porosity of mesoporous carbon which influences the

adsorption of liquid molecules, and therefore the enhancement. [31]

In comparison to commercial HTFs, the values of heat capacity presented in this
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Figure 6.5.2. Isobaric heat capacity enhancement of ionanofluids, (100cp,INF /cp,IL-100),

in comparison to pure ionic liquids, over the nanoparticles mass fraction, for

[P14,6,6,6][AcO] INF, grey, [P14,6,6,6][ButO] INF, red, [P14,6,6,6][HexO] INF, green,

[P14,6,6,6][OctO] INF, blue, [P14,6,6,6][DecO] INF, cyan, at 363.15 K.

work are similar to the commercial HTFs, for example (1.93, 1.90 or 1.63) kJ kg−1 K−1

Therminol ADX10, Dynalene LO-170, Dowtherm Q at 298.15 K, respectively, while the

values in this work are (2.02, 1.95, 1.91, 1.84 and 1.82) kJ kg−1 K−1 for [P14,6,6,6][AcO],

[P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO] at 298.15 K, re-

spectively.

The heat capacity of investigated ionanofluids was also calculated by using fully

empirical correlations determined in Section 3.2.2 with equations (3.2.1), (3.2.2) and

(3.2.3). The models discussed in the literature are fully based on the mixing theory which

was repeatedly shown to fail in case of ionanofluids, [32,33], and some nanofluids. [25,26]
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Unfortunately, up to date, there is no correlation of heat capacity proposed to determine the

heat capacity properly. Therefore, we proposed a fully empirical second-order correlation

as a function of nanoparticles concentration and temperature. The main drawback of this

approach is limited applicability for a certain type of nanoparticles. This can be done

because, as shown in Section 3.2.2, the heat capacity enhancement depends on the type of

nanoparticles.

Solids have lower heat capacity than liquids, which should reflect in decreasing

the heat capacity when mixed with nanoparticles (as for the mixing rules). In fact, due to

interfacial nanolayers of higher physical properties existence, one can observe the heat

capacity enhancement in comparison to pure ILs. As for the results of density calculations,

the previous work include only studies for carbon nanotubes, boron nitride and graphite,

therefore, the prediction of heat capacity is possible for ionanofluids with only these

nanoparticles.

Figure 6.5.3. a) Experimental, cp,exp, vs. calculated, cp,calc, isobaric heat capacity of

ionanofluids; b) relative deviations, 100(cp,calc-cp,exp)/cp,exp, between calculated and

experimental values of ionanofluids isobaric heat capacity against the temperature, T, for

[P14,6,6,6][RO] + MWCNT, �, [P14,6,6,6][RO] + G, ©, [P14,6,6,6][RO] + BN, 4,

[P14,6,6,6][RO] + MC, 5.

The representation of experimental data versus those calculated can be found in

Figure 6.5.3a. More precisely, the differences can be found in Figure 6.5.3b. The average

absolute relative deviations are (0.47, 0.96 and 0.87) % for ionanofluids with MWCNT,
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G and BN, respectively, while the maximum relative deviations were found to be (-1.82,

-1.91 and 1.41) % for [P14,6,6,6][OctO] + 3 wt% G, [P14,6,6,6][ButO] + 1 wt% BN and

[P14,6,6,6][AcO] + 3 wt% MWCNT, respectively. As can be seen, all the relative deviations

were well below 2 %. It should be noted that the calculated enhancements are below the

heat capacity relative deviation (of 3%). Therefore, it is possible to calculate the heat

capacity of ionanofluids with carbon nanotubes, boron nitride and graphite accurately.

To enable the prediction of heat capacity enhancement for mesoporous carbon,

similar equation was established as for carbon nanotubes, boron nitride and graphite

(Section 3.2.2):

cp,INF

cp,IL
= (31.00 ± 0.85) × 10−2ϕMC + (3.2 ± 1.1) × 10−3T − (9.60 ± 0.39) × 10−2ϕ2

MC

−(4.1 ± 1.7) × 10−6T2 + (0.40 ± 0.19)

(6.5.1)

with coefficient of determination, R2 = 0.98307.
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6.6 Volumetric Heat Capacity

The most important property in case of application as HTFs is the ability to store

the energy (as heat). This can be represented with a property called volumetric heat

capacity, cV , which is calculated based on isobaric specific heat capacity, cp, and specific

density, ρ, cV = cp × ρ. [34] One can describe it as a viability to store the heat in a volume

of a material, as a change in temperature. Higher values of volumetric heat capacity result

in increased ability to store the heat, therefore, these are favoured. As expected, high

isobaric heat capacity and high density contribute to the high volumetric heat capacity.

The ILs investigated in this work have relatively low density (below 1000 kg

m−3), however, they have relatively high specific heat capacity (1.82-2.91 kJ kg−1 K−1).

The volumetric heat capacity at 298.15 K and 363.15 K is shown in Figure 6.6.1. The

volumetric heat capacity found in this work was in the range of (1.60-2.39 and 1.66-2.54)

MJ K−1 m−3 at 298.15 K and 363.15 K, respectively. The maximum was found as 2.39

MJ K−1 m−3 for [P14,6,6,6][AcO] + 3.0 wt% G at 298.15 K and 2.54 MJ K−1 m−3 for

[P14,6,6,6][AcO] + 3.0 wt% G at 363.15 K, respectively. While the minimum was as 1.60

MJ K−1 m−3 for [P14,6,6,6][DecO] at 298.15 K and 1.66 MJ K−1 m−3 for [P14,6,6,6][DecO]

at 363.15 K, respectively. For pure ILs, the cV is increasing with the anion chain length,

also driven by the isobaric heat capacity.

The temperature effect was found to be similar for all systems, about 4 % increase

of volumetric heat capacity from 298.15 K to 363.15 K (driven by the increase of isobaric

heat capacity). As can be seen the values of volumetric heat capacity of systems in this

work are relatively high. The addition of nanoparticles increase the cV , for example the

minimum enhancement at 298.15 K was found as 3.16 % for [P14,6,6,6][OctO] + 0.5 wt%

MWCNT, and maximum as 39.78 % for [P14,6,6,6][ButO] + 0.5 wt% G. Generally, the

enhancement was observed to be strictly dependent on the isobaric heat capacity. There-

fore, the enhancements were found in the following sequence: MWCNT < MC < BN < G.
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As a comparison, some commercially available HTFs were selected. There are

several heat transfer of which volumetric heat capacity is lower that these in this work, for

example 1.47 MJ K−1 m−3 at 298.15 K and 1.54 MJ K−1 m−3 at 363.15 for Therminol

VLT, 1.56 MJ K−1 m−3 at 298.15 K and 1.68 MJ K−1 m−3 at 363.15 for Dowtherm MX,

1.57 MJ K−1 m−3 at 298.15 K and 1.66 MJ K−1 m−3 at 363.15 for Therminol LT, 1.58 MJ

K−1 m−3 at 298.15 K and 1.67 MJ K−1 m−3 at 363.15 for Dowtherm J, 1.62 MJ K−1 m−3

at 298.15 K and 1.71 MJ K−1 m−3 at 363.15 for Therminol D12, or 1.68 MJ K−1 m−3 at

298.15 K and 1.78 MJ K−1 m−3 at 363.15 for Dowtherm A. These HTFs are mainly based

on organic compounds (synthetic, aromatics, silicones and carbohydrates). Obviously,

there are some HTFs that have higher values of volumetric heat capacity, for example

3.43 MJ K−1 m−3 at 298.15 K and 3.53 MJ K−1 m−3 at 363.15 for Dynalene PG60, 3.46

MJ K−1 m−3 at 298.15 K and 3.52 MJ K−1 m−3 at 363.15 for Dynalene FC-EG, 3.55 MJ

K−1 m−3 at 298.15 K and 3.61 MJ K−1 m−3 at 363.15 for Dynalene CaCl2-32. The major

impact in their high values is originated from water. Even though water has moderate

density (or in comparison to other liquid quite low), the isobaric heat capacity of this

material is very high (4.18 kJ kg−1 K−1 at 298.15 K), and all of those HTFs are based on

water.
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6.7 Thermogravimetric Analysis - Thermal Stability

The thermogravimetric analysis (TGA) was used to investigate the thermal decom-

position profile of investigated systems. All pure ILs and mixtures with carbon nanotubes,

boron nitride, graphite and mesoporous carbon have been studied. The results of ther-

mogravimetric curves can be found separately in Figures CD6a.22-CD6a.81 (Appendix

CD6a). Those figures also include the derivative thermogravimetric curve (dm/dT vs. T).

As explained in Section 2.2.2, the mostly recognized decomposition parameter is onset

temperature, Ton. The determination of Ton based on derivative curve leads to the reduction

of its overestimation. The determined onset temperatures were collected in Table 6.7.1,

and these were also presented against the nanoparticles weight concentration in Figure

6.7.1.

Figure 6.7.1. The onset temperature, Ton, determined from thermogravimetric analysis

for all investigated ionic liquids and ionanofluids.
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Table 6.7.1. The results of thermogravimetric analysis including determined onset tem-

perature, Ton (the standard uncertainty, u, of onset temperature is u(Ton) = 0.5 K)

Ton (K)
BN G MC MWCNT

[P14,6,6,6][AcO] 0.5% 560.7 565.7 564.3 567.0
Pure Ton = 549.0 K 1.0% 562.2 567.3 566.4 568.8

3.0% 569.3 576.2 572.4 577.2
[P14,6,6,6][ButO] 0.5% 559.1 562.9 563.6 560.0
Pure Ton = 543.8 K 1.0% 561.6 564.7 564.7 562.7

3.0% 570.5 575.4 570.9 572.1
[P14,6,6,6][HexO] 0.5% 539.7 543.9 541.6 545.3
Pure Ton = 529.0 K 1.0% 541.4 546.4 545.2 548.2

3.0% 552.0 553.8 554.8 557.1
[P14,6,6,6][OctO] 0.5% 531.7 536.6 534.3 537.5
Pure Ton = 516.0 K 1.0% 533.2 539.3 535.0 538.3

3.0% 545.6 549.0 543.0 552.9
[P14,6,6,6][DecO] 0.5% 556.8 555.7 557.4 556.9
Pure Ton = 542.2 K 1.0% 558.9 557.8 559.9 559.0

3.0% 567.2 566.8 569.4 569.0

It can be seen (Figure 6.7.1) that the determined Ton increases with increasing

the number of nanoparticles which is understandable as these nanomaterials have higher

thermal stability than investigated ILs (or more generally all ILs), as can be shown in

Figure CD6a.21 (Appendix CD6a). The nanoparticles were significantly more stable

the investigated ILs (by estimation Ton > 750 K). Moreover, the Ton exhibit more or

less linear dependence upon the nanoparticles concentration. The enhancement range

of onset temperature caused by the addition of nanoparticles was (2.02-5.74, 2.71-7.15,

2.49-6.40, 2.38-5.23) % for boron nitride-, carbon nanotubes-, graphite- and mesoporous

carbon-doped ILs, respectively, or (2.13-5.14, 2.81-5.81, 2.02-5.31, 3.04-7.15, 2.49-

5.02) % for [P14,6,6,6][AcO]-, [P14,6,6,6][ButO]-, [P14,6,6,6][HexO]-, [P14,6,6,6][OctO]- and

[P14,6,6,6][DecO]-based ionanofluids, respectively. As can be seen, all shifts of Ton are

similar which means that the driving force for the enhancement is purely caused by the

addition of more stable species (nanoparticles) into the ILs.

To the best of our knowledge, there are no published data which take into consider-

ation the thermal stability of nanofluids with different type basefluids or nanoparticles,

particularly when ILs are used as basefluids. Therefore, the analysis and comparison

to previously reported results become more difficult. The linear-like dependence of Ton

on the nanoparticles concentration shows that the thermal stability is rather dependent

on the addition/type of nanoparticles instead of some more sophisticated mechanism.
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Specific structure of nanofluids, particularly the surface of nanoparticles (i.e. solid-liquid

nanolayering), remaining an apparent influence on the physical properties, might also

be the cause of some shifts in thermal stability. Nevertheless, this was not observed in

such studies probably because the measurements conducted are short thermal stability

(with 5 K min−1 heating rate), unlike the long thermal stability (or so-called isothermal

thermogravimetric analysis) where the investigated system is studied for a long time

(several hours) at constant temperature.

Also, the thermal decomposition is dependent on the anion chain length in the

following sequence: [AcO] > [ButO] > [DecO] > [HexO] > [OctO]. As can be seen,

[P14,6,6,6][DecO] exhibits a discrepancy from the linear relationship. The possible cause of

this behaviour is that decanoic acid is a solid at room temperature, therefore, it influences

the molecular structure of [P14,6,6,6][DecO], inducing different molecular recognition than

in comparison to other ILs with carboxylate anion. Moreover, similar sequences were

found for ionanofluids based on these ILs which confirms the results for pure ILs.

The short-time thermogravimetric analysis provides the very important onset

temperature needed for decomposition kinetics or structure-property relationships. [35,36]

The description of thermal stability by this type of analysis is rather ill-defined. The

real thermal stability should be investigated based on long-term stability (i.e. isothermal

thermogravimetric analysis). Unfortunately, this is a very long measurement of which

time is the main disadvantage. However, this can be overcome by a few assumptions

based on above presented results: a) the onset temperature for all samples is dependent

on type of IL and addition of nanoparticles; b) the onset temperature is a point at which

advanced decomposition can be observed (even up to 20% of weight change, for example

[P14,6,6,6][AcO] + 1.0 wt% G [P14,6,6,6][OctO] + 0.5 wt% MWCNT or [P14,6,6,6][DecO] +

1.0 wt% MC; c) the onset temperature cannot be considered as the descriptor of sample

thermal stability; d) the common feature of all samples is that the decomposition begins

to be detectible at about 400 K. This leads to reduction of studies needed to be carried

out - because all samples start to decompose at about 400 K, one sample is enough to be

studied. The one with the lowest onset temperature was selected, [P14,6,6,6][DecO]. The

isothermal TGA was conducted at 400 K, 450 K, 500 K and 550 K. The results can be

found in Figure 6.7.2.
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Figure 6.7.2. Isothermal thermogravimetric results as decomposition weight loss over the

time at different temperatures for [P14,6,6,6][DecO].

The weight losses observed are (0.1, 2.9, 6.4 and 11.8) % at 400 K, 450 K, 500

K and 550 K, respectively. It can be seen that sample is stable at 400 K, and the weight

loss is probably caused by some water removal (absorbed from the air during sample

preparation and transportation). Further increase of temperature is causing more intensive

weight loss (decomposition).

In terms of practical application of these systems, a consideration as HTFs is a

viable option, as can be seen in Table 6.7.2. There are several different types of HTFs-

based on glycols (i.e. Dynalene PG/EG series, Dowcal 100), alkanes (i.e. Therminol

VLT), aromatic compounds (i.e. Therminol LT), water (i.e. Dynalene Calcium Chloride

series). Some examples of commercially available HTFs with lower thermal stability can

be found (as well as those with higher thermal stability), however, the presented studies

show that investigated ILs can be successfully considered as a replacement. Even though

the addition of nanoparticles increases the onset temperature, the maximum temperature

of operation is still limited by the thermal stability of ILs.

230



Table 6.7.2. A comparison of maximum temperature of operation between commercially

available HTFs and fluids in this work.

Maximum temperature of operation (K)
Dynalene PG series 450
Dynalene EG series 450
Dynalene FC series (closed systems) 353
Dynalene HC series (open systems) 383
Dynalene Bioglycol 450
Dynalene Calcium Chloride Series 373
Dowtherm SR-1 393
Dowtherm A 673
Dowtherm J 588
Dowtherm MX 603
Therminol VLT 448
Therminol LT 453
Therminol D12 533
Systems studied in this work ∼400
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6.8 Conclusions

Comprehensive studies on ionanofluids composed of trihexyl(tetradecyl)phosphon-

ium acetate, butanoate, hexanoate, octanoate and decanoate ILs with multiwalled carbon

nanotubes, boron nitride, graphite and mesoporous carbon nanoparticles up to 3 wt% of

concentration, were carried out. The experimental data of density, dynamic viscosity,

thermal conductivity, isobaric heat capacity, short-range and long-range thermogravimetric

analysis were presented, along with calculated kinematic viscosity and volumetric heat

capacity of studied systems. The discussion presented in this chapter finalized the impact

of ILs and ionic liquid–based nanofluids properties onto the HTFs design, including the

molecular recognition. Most importantly, this is the first work of this kind in which

ionanofluids are considered for industrial purposes from both molecular and engineering

point of views.

Firstly, the limiting factor for the HTFs design in case of ILs is viscosity, remain-

ing high values results in limited thermal performance, even though the other physical

properties are very prospective. The addition of nanoparticles into the ILs results in the

enhancements of all physical properties, including the limiting viscosity which negatively

overpowers other enhancements. Temperature was found to affect the enhancement, as

well as type of IL and nanoparticles/nanoparticles concentration.

It should be noted that discussion on whether a material is good or not is strongly

dependent on the specific application for the HTFs. Our recommendation is to use ILs

in moderately high temperature (above 100 K, up to 400 K) in which pressure control is

problematic (and can be neglected due to very low vapour pressure of ILs).

The modelling of physical properties of materials considered as HTFs might result

in a significant reduction in time and cost of design. In this chapter, the presented calcula-

tions and the comparison to experimental data (density and thermal conductivity) show

that the presented models are capable to predict those physical properties. In terms of

heat capacity, empirical equations designed for specific nanomaterials where used, which

shows that further work on more versatile approach is needed.

232



Bibliography

[1] J. JACQUEMIN, R. GE, P. NANCARROW, D. W. ROONEY, M. F. COSTA GOMES, A. A. H. PÁDUA, and C. HARDACRE,
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Chapter 7

Ionic Liquid-Based versus Commercial Heat Transfer
Fluids

7.1 Economic Analysis

7.1.1 Pure Ionic Liquids

Physical properties are very important to ascertain whether some material can

be used as HTFs. The most important are thermal conductivity, isobaric heat capacity,

density and viscosity. Further investigation of these properties can lead to estimation of

the heat exchange reactor cost. For the sake of comparison between materials in this work

and those commercially used, assumptions described in Section 2.3.3 are done (degree

of freedom reduction by selecting shell and tube type heat exchange units as references,

neglecting the pressure drop across the fluid ducts). In this work an extensive analysis of

thermal conductivity, heat capacity, density and viscosity were performed.

The comparison of ILs thermal conductivity depends on the composition of com-

mercial fluid, for example water-based materials have higher thermal conductivity (i.e.

Dynalene PG series, Dowtherm 4000 or Dynalene EG series), while those based on or-

ganic compounds have lower or similar thermal conductivity (i.e. Therminol ADX10 or

Dynalene SF). In case of density, the comparison also depends on the type of material, for

example the values in this work are similar to synthetic aromatic hydrocarbon mixtures

(i.e. Therminol ADX10 or Dynalene SF), slightly lower than water, or significantly lower

than glycol-based HTFs (for example Dowtherm 4000 or Dynalene EG series). In terms

of heat capacity, it is similar or higher than organic-based HTFs (i.e. Therminol ADX10

or Dynalene SF), or lower than those with with (for example Dowtherm 4000 or Dynalene
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EG series). Unfortunately, the viscosity is significantly higher than commercial HTFs,

which is the main drawback. Therefore, the price of heat exchange unit for materials in

this work would be higher than commercial HTFs.

The application of ILs as HTFs is still a discursive matter, mainly due to high cost

of these materials. França et al. (2009) [1] used a simple approach to predict the cost of

the shell and tube heat exchangers, originally proposed by Mendonça et al. (1981). [2]

This is based only on the thermophysical properties of substances (density, viscosity, heat

capacity and thermal conductivity). This procedure has been used, herein, to compare the

thermophysical properties of investigated ILs to commonly used HTFs. The estimated

costs of all considered heat exchangers (at 298.15 K and 363.15 K) are summarized in

Table 7.1.1 and shown in Figure 7.1.1.

Table 7.1.1. The results of economic analysis in the meaning of the heat exchange reactor

cost, CE , at 298.15 K and 363.15 K, along with the temperature effect.

CE CE Temperature
298.15 K (k$) 363.15 K (k$) effect (%)

[P14,6,6,6][AcO] Neat 1130.7 542.2 108.54
[P14,6,6,6][AcO] + 0.5 wt% MWCNT 1163.0 575.0 102.26
[P14,6,6,6][AcO] + 1.0 wt% MWCNT 1234.5 596.3 107.03
[P14,6,6,6][AcO] + 3.0 wt% MWCNT 1280.6 632.1 102.59
[P14,6,6,6][AcO] + 0.5 wt% G 1166.0 565.2 106.30
[P14,6,6,6][AcO] + 1.0 wt% G 1180.4 573.0 106.00
[P14,6,6,6][AcO] + 3.0 wt% G 1286.3 632.2 103.46
[P14,6,6,6][AcO] + 0.5 wt% BN 1155.2 555.1 108.11
[P14,6,6,6][AcO] + 1.0 wt% BN 1164.9 562.4 107.13
[P14,6,6,6][AcO] + 3.0 wt% BN 1273.0 591.2 115.32
[P14,6,6,6][AcO] + 0.5 wt% MC 1181.5 552.6 113.81
[P14,6,6,6][AcO] + 1.0 wt% MC 1217.7 566.2 115.07
[P14,6,6,6][AcO] + 3.0 wt% MC 1311.9 601.4 118.14
[P14,6,6,6][ButO] Neat 1245.8 584.1 113.29
[P14,6,6,6][ButO] + 16.680 wt% H2O 655.9 362.0 81.19
[P14,6,6,6][ButO] + 0.5 wt% MWCNT 1280.6 604.6 111.81
[P14,6,6,6][ButO] + 1.0 wt% MWCNT 1351.3 636.7 112.23
[P14,6,6,6][ButO] + 3.0 wt% MWCNT 1482.4 691.9 114.25
[P14,6,6,6][ButO] + 0.5 wt% G 1251.5 587.0 113.20
[P14,6,6,6][ButO] + 1.0 wt% G 1262.7 599.8 110.52
[P14,6,6,6][ButO] + 3.0 wt% G 1432.8 668.5 114.33
[P14,6,6,6][ButO] + 0.5 wt% BN 1279.9 606.1 111.17
[P14,6,6,6][ButO] + 1.0 wt% BN 1359.9 638.3 113.05
[P14,6,6,6][ButO] + 3.0 wt% BN 1375.2 654.9 109.99
[P14,6,6,6][ButO] + 0.5 wt% MC 1257.0 596.5 110.73
[P14,6,6,6][ButO] + 1.0 wt% MC 1308.7 631.5 107.24
[P14,6,6,6][ButO] + 3.0 wt% MC 1459.9 678.1 115.29
[P14,6,6,6][HexO] Neat 1385.7 643.2 115.44
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[P14,6,6,6][HexO] + 15.825 wt% H2O 719.4 395.0 82.13
[P14,6,6,6][HexO] + 0.5 wt% MWCNT 1450.3 685.5 111.57
[P14,6,6,6][HexO] + 1.0 wt% MWCNT 1540.4 726.0 112.18
[P14,6,6,6][HexO] + 3.0 wt% MWCNT 1604.2 750.0 113.89
[P14,6,6,6][HexO] + 0.5 wt% G 1411.3 654.0 115.80
[P14,6,6,6][HexO] + 1.0 wt% G 1477.4 692.3 113.40
[P14,6,6,6][HexO] + 3.0 wt% G 1626.2 744.9 118.31
[P14,6,6,6][HexO] + 0.5 wt% BN 1447.9 664.9 117.76
[P14,6,6,6][HexO] + 1.0 wt% BN 1488.9 692.9 114.88
[P14,6,6,6][HexO] + 3.0 wt% BN 1521.8 701.8 116.84
[P14,6,6,6][HexO] + 0.5 wt% MC 1422.0 663.9 114.19
[P14,6,6,6][HexO] + 1.0 wt% MC 1477.7 693.0 113.23
[P14,6,6,6][HexO] + 3.0 wt% MC 1542.5 719.3 114.44
[P14,6,6,6][OctO] Neat 1460.9 668.4 118.57
[P14,6,6,6][OctO] + 14.783 wt% H2O 738.8 429.5 72.25
[P14,6,6,6][OctO] + 0.5 wt% MWCNT 1508.8 696.0 116.78
[P14,6,6,6][OctO] + 1.0 wt% MWCNT 1539.1 708.7 117.17
[P14,6,6,6][OctO] + 3.0 wt% MWCNT 1596.0 737.0 116.55
[P14,6,6,6][OctO] + 0.5 wt% G 1492.5 699.1 113.49
[P14,6,6,6][OctO] + 1.0 wt% G 1549.6 724.9 113.77
[P14,6,6,6][OctO] + 3.0 wt% G 1663.3 789.4 110.70
[P14,6,6,6][OctO] + 0.5 wt% BN 1529.5 700.0 118.50
[P14,6,6,6][OctO] + 1.0 wt% BN 1533.0 710.4 115.79
[P14,6,6,6][OctO] + 3.0 wt% BN 1555.6 724.9 114.60
[P14,6,6,6][OctO] + 0.5 wt% MC 1476.7 700.4 110.84
[P14,6,6,6][OctO] + 1.0 wt% MC 1513.8 725.4 108.68
[P14,6,6,6][OctO] + 3.0 wt% MC 1641.8 734.9 123.40
[P14,6,6,6][DecO] Neat 1482.4 696.1 112.96
[P14,6,6,6][DecO] + 14.150 wt% H2O 832.5 454.7 83.09
[P14,6,6,6][DecO] + 0.5 wt% MWCNT 1553.9 730.2 112.80
[P14,6,6,6][DecO] + 1.0 wt% MWCNT 1604.5 749.8 113.99
[P14,6,6,6][DecO] + 3.0 wt% MWCNT 1719.0 815.5 110.79
[P14,6,6,6][DecO] + 0.5 wt% G 1514.0 709.7 113.33
[P14,6,6,6][DecO] + 1.0 wt% G 1605.9 740.4 116.90
[P14,6,6,6][DecO] + 3.0 wt% G 1695.6 807.0 110.11
[P14,6,6,6][DecO] + 0.5 wt% BN 1556.8 751.1 107.27
[P14,6,6,6][DecO] + 1.0 wt% BN 1641.4 757.1 116.80
[P14,6,6,6][DecO] + 3.0 wt% BN 1657.5 786.3 110.80
[P14,6,6,6][DecO] + 0.5 wt% MC 1572.7 746.0 110.82
[P14,6,6,6][DecO] + 1.0 wt% MC 1620.4 772.8 109.68
[P14,6,6,6][DecO] + 3.0 wt% MC 1769.6 834.8 111.98
Therminol VLTa 285.4 255.6 11.66
Dowtherm MXb 612.1 365.3 67.56
Therminol LTc 273.0 241.0 13.28
Dowtherm Jd 271.1 241.7 12.16
Therminol D12e 322.1 270.4 19.12
Dowtherm A f 362.8 272.6 33.09
Dynalene PG50g 263.7 179.3 47.07
Dynalene FC-EGh 224.2 166.6 34.57
Water 152.4 129.8 17.48
a methylcyclohexane/trimethylpentane mixture
b mixture of alkylated aromatics
c alkyl-substituted aromatics
d mixture of isomers of alkylated aromatics
e synthetic hydrocarbons
f mixture of biphenyl and diphenyl oxides
g inhibited propylene glycol:water mixture (60:40 vol%)
h mixture of ethylene glycol:water (50:50 vol%) and nanoparticles (trade secret)
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Firstly, the prices for all pure ILs are higher than those of selected HTFs, for exam-

ple (1130.7, 1245.8, 1385.7, 1460.9 and 1482.4) k$ for [P14,6,6,6][AcO], [P14,6,6,6][ButO],

[P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO] at 298.15 K, and (542.2, 584.1,

643.2, 668.4 and 696.1) k$ for [P14,6,6,6][AcO],

[P14,6,6,6][ButO], [P14,6,6,6][HexO], [P14,6,6,6][OctO] and [P14,6,6,6][DecO] at 363.15 K,

respectively, as in Table 7.1.1 and Figure 7.1.1. While the values for selected HTFs are

for example (285.4, 612.1 or 362.8) k$ for Therminol VLT, Dowtherm MX or Dowtherm

A at 298.15 K, and (255.6, 365.3 or 272.6) k$ for Therminol VLT, Dowtherm MX or

Dowtherm A at 363.15 K, respectively. The ILs are more expensive by up to 5 times. This

is caused by very high viscosity.

On the other hand, the price of pure ILs is decreasing with temperature, within

about 100 K they tend to decrease for over 100%. The decrease for commercial HTFs is

not that significant as they already have quite low viscosity, and as discussed before, the

viscosity in this work is decreasing for about 1000% within the investigated temperature

range. At higher temperatures, the price for ILs and commercial HTFs would be very

similar. Moreover, in industrial purposes the fluids are usually used at high temperature

which is more promising for ILs.

Despite the decreasing viscosity, other properties also contribute to the decrease of

the price, for instance the isobaric heat capacity (7-9 % of increase within 100 K tempera-

ture change). Unfortunately, thermal conductivity and density counteract the beneficial

changes in viscosity and isobaric heat capacity, to quantify - about 5% and 7% decrease of

density and thermal conductivity in 100K temperature change.

Despite the high cost of the ILs, they also have other important properties, namely

low vapour pressure, [3] low freezing point, [4] high thermal stability, [5] or wide liquid

range. [6] Therefore, the application of them as HTFs is beneficial as they can help to

overcome many limitations associated with the engineering issues of the heat exchange.

7.1.2 Ionic Liquid Mixtures with Water

As can be seen, water is the cheapest material (152.4 and 129.8) k$ at 298.15

K and 363.15 K, respectively, because of its very low viscosity, high heat capacity and
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thermal conductivity, and moderate density. Taking into account the features of above

presented ILs, an obvious conclusion is that these have higher predicted heat exchange

unit price, as in Table 7.1.1 and Figure 7.1.1.

One of the solutions for this problem (mainly viscosity) was introducing water

as a mixture of IL and water. [7, 8] The viscosity is significantly reduced (up to 560%),

and heat capacity, thermal conductivity and density are enhanced simultaneously (∼80%,

∼19% and ∼2.5%, respectively). Consequently, the price of heat exchange unit is much

lower for mixtures with water than pure ILs, for even up to almost 100%.

Nevertheless, the thermophysical properties are better in the meaning of applica-

tion as HTFs, other properties are much less attractive, for example the liquidus range

is significantly reduced (from over 150 K to 100 K, as for water liquidus range), [9] or

increased corrosivity. [10, 11]

As for pure ILs, the decrease of viscosity caused by the increasing temperature is

much higher for mixtures than water (∼80% and ∼17%, respectively). Also, it should be

noted that water (in a liquid state) cannot be used over 373.15 K (due to boiling) which is

an enormous disadvantage because, as mentioned above, most processes in industry occur

at higher temperature, and the control of pressure in the system becomes problematic

(isobaric thermal expansion and evaporation).

7.1.3 Ionanofluids

Furthermore, the addition of nanoparticles causes an increase in the price (Table

7.1.1 and Figure 7.1.1). It was observed that the enhancement was independent on the

type of IL or nanoparticle, average as (3.1, 6.8 and 13.7) % for ionanofluids containing

0.5 wt%, 1.0 wt% and 3.0 wt% nanoparticles, respectively. This is a very significant shift,

for example above enhancements are at least (35 000, 77 000 and 155 000) $. These shifts

are mainly caused by the increase in viscosity (of even up to 150%), even though the other

properties are improved, for example density (up to ∼3%), isobaric heat capacity (up to

∼35%) and thermal conductivity (up to ∼20%). Unfortunately, as can be seen, the viscosity

is still a remaining problem and it influences the thermal performance of ionanofluids,

even though other properties are improved. On the other hand, the temperature effect
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on the price (and physical properties, particularly viscosity) is similar to this of pure ILs

(slightly above 100% of decrease).

Unfortunately, based on the conducted economic studies, ionic liquid-based

nanofluids do not seem to be promising materials for heat transfer applications. Despite

the enhanced thermal conductivity, density and heat capacity, which are very favoured,

the viscosity is also enhanced which significantly increases the price of the unit. Also,

including the decrease of the price induced by the increasing temperature, it does not seem

to be as promising for ionanofluids as for pure ILs (for ionanofluids pure ILs are used, and

very expensive nanoparticles to purchase and synthesise). Better combined heat transfer

performance is achieved for ILs than for ionanofluids (mainly due to viscosity).

Therefore, pure ILs could be very promising materials for heat transfer applications.

The physical properties are not very spectacular at room temperature, however, at higher

temperature (where most processes occur), the viscosity is significantly decreased which

makes them a viable applicable option. Additionally, the properties of ILs (low vapour

pressure or wide liquid range) makes them even a more attractive solution. Mixtures of

ILs and water, in terms of their application as HTFs, seem to be more promising materials:

a) heat capacity and thermal conductivity are enhanced to higher values; b) viscosity is

significantly reduced. However, the unique properties of ILs are lost in that case. Reliable

data over the entire concentration range are thus a necessary prerequisite for the use of

such mixtures. Furthermore, we may have negative effect in term of excess properties

especially in the water rich region, which may have a negative impact on heat capacity

thermal properties. [12, 13]
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7.2 Impact of the Thermophysical Properties Measurement Errors

The accuracy of determined thermophysical properties has an enormous impact on

the heat exchange units design. This was also investigated based on this methodology by

Mendonça et al. (1981) that showed 25% of misestimation of the unit cost, [2] Nunes et al.

(2003) studied the importance of viscosity and thermal conductivity accuracy which might

result in the heat exchanger cost misestimation of 16%, [14] França et al. (2009) combined

the uncertainties of all four thermophysical properties and reported the misestimation of

15%. [1] However, all these authors set the measurmement uncertainties as constant values

(10, 15, 20, etc.) %, whereras in this work the real uncertainties are considered.

The measurement of thermophysical properties is undoubtedly the most accurate

way to perform the HTFs design. Nevertheless, it does not remain the most efficient,

fastest, robust and cheapest option. The other approach that is very well-known is to

calculate the properties of investigated materials where the physical properties of several

systems without any prior knowledge of those properties.

It is also in high importance to know the impact of each of these properties on the

calculated combined price of heat exchange unit. The percentage relative deviation shows

the error of physical property influence on the HTFs design, but it also gives an idea of

the physical property impact/importance on the combined heat exchange unit price. The

results can be seen in Figure 7.2.1.

For the density (Figure 7.2.1a), the property’s error impact was found to be about

0.11% for all samples. Interestingly, it is very close to the standard uncertainty of density

(± 0.1%). Moreover, increasing the density values results in decreasing the heat exchange

cost. In terms of heat capacity (Figure 7.2.1b), average of 1.37% of error impact on

the heat exchange unit can be observed. As can be seen, this impact is much smaller

than the standard uncertainty of heat capacity measurement (± 3%). Also, it can be seen

that increasing the heat capacity results in reducing the cost. The impact of the thermal

conductivity error was found to be about 3.01% (Figure 7.2.1c) which is very close to the

average standard uncertainty of thermal conductivity (∼3.44%). Moreover, the increase

of thermal conductivity values decreases the cost. The last property’s error, viscosity,

was found to influence the cost by -1.88% in case of the errors, while the experimental

standard uncertainty was ±3%. As can be seen, the thermal conductivity is the least
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accurate property among all of the determined physical properties.

For the future aspects, the prediction of physical properties should be performed

in the meaning of economic analysis, including all literature data available, including

mixtures with solvents, water and nanoparticles (while for the latter case models for

viscosity must be first developed).

Figure 7.2.1. Effect of physical properties errors on the heat exchange unit price for a)

density; b) heat capacity; c) thermal conductivity; d) viscosity; x + δx, �, x-δx, #.
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7.3 Conclusions

This chapter included the comparison of investigated ILs and their mixtures with

water and nanoparticles to commonly used HTFs purely based on the physical properties.

A property, so-called heat exchange unit price, which combines the most important

physical properties - thermal conductivity, heat capacity, density and viscosity, was used

to perform such studies. A few conclusions can be drawn.

First of all, the physical properties of pure ILs does not appear in better thermal

performance than other HTFs, and in particular water, due to high viscosity values.

Whereas the addition of water significantly reduces viscosity - therefore, the price of heat

exchange unit, and then the IL + water mixtures seem to be more promising.

The impact of temperature on the thermal performance was also investigated, and

it was shown that temperature has a significant impact. Above 373.15 K, the physical

properties of ILs appear to be very similar to HTFs - including viscosity. Which indicated

the possibility to use ILs (in a pure state) at high temperatures.

ILs with nanoparticles as additives were also investigated in terms of the application

as HTFs. Thermal conductivity, density and heat capacity were found to enhance the

thermal performance. On the other hand, viscosity was also shifted to higher values by

the addition of nanoparticles which significantly increased the heat exchange unit cost.

As a final result including all these effects, the thermal performance of ionanofluids in

comparison to ILs is not better.

Taking into account other properties of ILs, such as negligible vapour pressure,

wide liquid range or low flammability, they might be a solution for several issues in the

industry. These properties are also lost in mixtures with water.

Finally, the impact of physical properties errors on the heat exchange unit design

was assessed, and it was shown that thermal conductivity errors seem to be the most

influencing the calculations.
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Final Remarks and Future Work

The main aim of this work was to study the potential application of ionic liquids and

nanoparticles mixtures as heat transfer fluids. Moreover, other types of ionic liquid-based

systems were investigated, such as pure ionic liquids and mixtures with water.

In Chapter 1, the introduction and basic theories necessary to understand the

outcome of studies carried out were presented. Those included the literature review on

ionic liquids, nanoparticles, nanofluids and heat transfer fluids. In Chapter 2, the experi-

mental and calculation details were presented, including the synthesis and purification of

ionic liquids, preparation of ionic liquid-nanoparticles and ionic liquid-water mixtures,

techniques used for characterization, quantum chemical basics, and prediction/correlation

models. In Chapter 3, studies on imidazolium- and pyrrolidinium-based ionic liquids with

nanoparticles were studied. The initial conclusions on density, heat capacity and thermal

conductivity were drawn therein. In Chapter 4, thermophysical properties (density, iso-

baric heat capacity, ionic conductivity, thermogravimetric analysis, thermal conductivity

and viscosity) of quaternary phosphonium-based ionic liquids and their mixtures with

water were investigated. This novel class of ionic liquids was chosen to make further

development of the knowledge on ionic liquids and their mixtures with water. In Chapter

5, the modelling of isobaric heat capacity and thermal conductivity was performed. The

previously studied quaternary phosphonium-based ionic liquids (from Chapter 4) were

used as a testing set as those were not used in any models considered. Furthermore, the

models for those properties were improved by including quantum chemical calculations.

In Chapter 6, novel mixtures of quaternary phosphonium-based ionic liquids and nanopar-

ticles (carbon nanotubes, graphite, boron nitride and mesoporous carbon) were studied in

terms of their density, viscosity, heat capacity, thermal conductivity and thermal stability.

The initial results from Chapter 3 were additionally discussed and confirmed in Chapter 6

which resulted in more insight into the phenomena occurring in these systems, such as
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physical properties enhancement. In Chapter 7, a comparative economic analysis was

performed between investigated ionic liquids, their mixtures with water and nanoparticles,

and commercially available heat transfer fluids and water.

A persistent question which scientists ask in heat transfer community is: How

can we improve the existing heat transfer fluids? One of the well-known solutions was

proposed by Choi and Eastman in 1995 by mixing those heat transfer fluids with nanopar-

ticles (so-called nanofluids). Several advantages were presented - mainly focued on the

thermophysical properties enhancement. Nowadays, there is a commercially available

nanofluid (of which composition is an industrial secret). After 15 years, in 2010, Nieto

de Castro and co-workers published a research publication on mixtures of ionic liquids

(which were discovered in 1914 by Walden) and nanoparticles, providing a potential

applicability (resulting from ionic liquids specific properties and physical properties en-

hancement caused by the dispersed nanoparticles). However, even though some results

were presented, the assessment of the real possibility to use as heat transfer fluids was

not performed, mainly due to the lack of full experimental characterisation. In 2018,

in this work, the full characterization of physical properties of ionic liquid-nanoparticle

mixtures, theoretical investigation and comparison to commercial heat transfer fluids, were

presented. This was the first work in which such comprehensive studies were conducted.

After the analysis and economical comparison to commercial heat transfer fluids,

unfortunately, ionic liquid-nanoparticle mixtures do not represent better heat transfer

efficiency than commercial heat transfer fluids (or pure ionic liquids) which was mainly

caused by large viscosity enhancement. However, based on the studies carried out, ionic

liquid-water mixtures seem to be very promising materials.

For the future plans, studies performed in Chapter 3 should be done for a wider

range of ionic liquids, including different cation/anion chain length/type and/or function-

alisation. In terms of Chapter 4, because of the beneficial improvement of the physical

properties of ionic liquid-water mixtures than pure ionic liquids, more mixtures should be

studied, including the effect on heat capacity and thermal conductivity (particularly the

excess properties). Regarding Chapter 5, more ionic liquids should be studied in terms of

thermal conductivity and heat capacity, and further improvement of these models should

be performed. However, an emphasis should be put on the prediction of viscosity which

is still very inaccurate. More ionic liquid-nanoparticle mixtures should be studied, as in
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Chapter 6, therefore, more accurate discussion could be done on the physical properties

enhancement, and the driving forces responsible for these. Finally, all above considera-

tions should be performed in comparison to commercial heat transfer fluids, including the

prediction models capabilities, as in Chapter 7.
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Table A1 Chemicals description.a 

Chemical name [CAS] Supplier Mass 

fraction 

purity 

Purification 

method 

Analysis method Halide 

content 

ppmb 

Trihexyl(tetradecyl)phosphonium 

acetate [872700-58-8] 

In houses ≥ 0.98 Washing-

extraction 

Vacuum 

1H, 13 C and 31P 

NMR 

CHNS analysis 

KF titration 

< 5 

Trihexyl(tetradecyl)phosphonium 

butanoate [1393375-56-8] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H, 13 C and 31P 

NMR 

CHNS analysis 

KF titration 

< 5 

Trihexyl(tetradecyl)phosphonium 

hexanoate [1393375-57-9] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H, 13 C and 31P 

NMR 

CHNS analysis 

KF titration 

< 5 

Trihexyl(tetradecyl)phosphonium 

octanoate [1393375-58-0] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H, 13 C and 31P 

NMR 

CHNS analysis 

KF titration 

< 5 

Trihexyl(tetradecyl)phosphonium 

decanoate [465527-65-5] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H, 13 C and 31P 

NMR 

CHNS analysis 

KF titration 

< 5 

Trihexyl(tetradecyl)phosphonium 

chloride [258864-54-9] 

Cytec Inc. > 0.95    

Ethanol [64-17-5] Sigma-Aldrich > 0.998    

Strongly basic anion resin IRN-78 

[11128-95-3] 

Alfa Aesar ≤ 0.0005 

Cl-; 

≤ 0.0001 

SiO2; 

≤ 0.0006 

SO4 

   

Silver nitrate [7761-88-8] Sigma-Aldrich ≥ 

0.999999 

   

Acetic acid [64-19-7] Sigma-Aldrich ≥ 0.99    

Butanoic acid [107-92-6] Sigma-Aldrich ≥ 0.99    

Hexanoic acid [142-62-1] Sigma-Aldrich ≥ 0.995    

Octanoic acid [124-07-2] Sigma-Aldrich ≥ 0.99    

Decanoic acid [334-48-5] Sigma-Aldrich ≥ 0.98    

1-octyl-3-methylimidazolium 

bis[(trifluoromethyl)sulfonyl]imide 

[178631-04-4] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H and 13 C NMR 

KF titration 

< 5 

Water [7732-18-5] Deionisator Ultrapure, 

type 1 

Deionisation UV, conductivity 

measurementc 

 

1-butyl-3-methylimidazolium 

dicyanamide [448245-52-1] 

Merck ≥ 0.98 Washing-

extraction 

Vacuum 

1H and 13 C NMR 

KF titration 

< 5 

1-Butyl-3-methylimidazolium Merck ≥ 0.98 Washing- 1H and 13 C NMR < 5 
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bis[(trifluoromethyl)sulfonyl]imide 

[174899-83-3] 

extraction 

Vacuum 

KF titration 

1-Butyl-1-methylpyrrolidinium 

bis[(trifluoromethyl)sulfonyl]imide 

[223437-11-4] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H and 13 C NMR 

KF titration 

< 5 

1-Hexyl-3-methylimidazolium 

hexafluorophosphate [304680-35-1] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H and 13 C NMR 

KF titration 

< 5 

1-Ethyl-3-methylimidazolium 

ethylsulfate [342573-75-5] 

In house ≥ 0.98 Washing-

extraction 

Vacuum 

1H and 13 C NMR 

KF titration 

< 5 

Multi-walled carbon nanotubes 

[308068-56-6] 

Bayer Material 

Science 

≥ 0.99  Ashing,d TEM, d 

SEM,e EN ISO 

60,d XRD, laser 

diffraction 

technique 

 

Boron nitride [10043-11-5] US Research 

Nanomaterials, 

Inc. 

≥ 0.998  SEM,e XRDe  

Graphite [7782-42-5] US Research 

Nanomaterials, 

Inc. 

≥ 0.999  SEM,e XRDe  

Mesoporous carbon [7440-44-0] US Research 

Nanomaterials, 

Inc. 

≥ 0.95  SEM,e XRDe  

Toluene [108-88-3] Sigma-Aldrich ≥ 0.995    

Glycerine [56-81-5] Sigma-Aldrich ≥ 0.99    

Sodium chloride [7647-14-5] Sigma-Aldrich ≥ 0.99    

Synthetic sapphire [1317-82-4] TA Instruments Ultrapured    

a 1H and 13C NMR refer to proton, carbon and nuclear magnetic resonance spectroscopy, respectively;  

b determined by AgNO3 titration;  

c Merck Millipore Direct-Q 3UV equipment; 

d as reported by the supplier;  

e as reported by supplier and confirmed by measurement. 
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Table A2 1H, 13C and 31P NMR analysis results for [P14,6,6,6][AcO], [P14,6,6,6][ButO], 

[P14,6,6,6][HexO], [P14,6,6,6][OctO], [P14,6,6,6][DecO], [C8C1Im][NTf2], [C4C1Im][Dca], 

[C4C1Im][NTf2], [C4C1Pyrr][NTf2], [C6C1Im][PF6] and [C2C1Im][C2SO4]. 

[P14,6,6,6][AcO]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.81 (m, 12H, CH3 (P)), 1.22 (m, 

32H, CH2 (P)), 1.43 (m, 16H, CH2 (P)), 1.87 (s, 3H, CH3 (AcO)), 2.35 (m, 8H, 

CH2 (P)); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.09, 14.28, 18.75, 19.37, 22.03, 

22.09, 22.52, 22.85, 25.67, 29.14, 29.47, 29.51, 29.67, 29.80, 30.58, 30.77, 

30.89, 31.09, 31.39, 32.08, 176.68; 

31P NMR (400 MHz, CDCl3): δ (ppm) = 34.09; 

Molar mass: 542.90 g/mol; C – experimental: 74.99 %, theoretical: 75.22 %, 

H – experimental: 13.40 %, theoretical: 13.18 %. 

[P14,6,6,6][ButO]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.89 (m, 15H, CH3 (P) + (ButO)), 

1.30 (m, 32H, CH2 (P)), 1.53 (m, 16H, CH2 (P)), 1.65 (m, 2H, CH2 (ButO)), 

2.21 (t, 2H, CH2 (ButO)), 2.40 (m, 8H, CH2 (P)); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.06, 14.25, 14.55, 18.73, 19.35, 

20.16, 21.98, 22.04, 22.50, 22.82, 29.11, 29.49, 29.66, 29.78, 30.54, 30.73, 

30.85, 31.05, 31.25, 32.06, 40.36, 178.61; 

31P NMR (400 MHz, CDCl3): δ (ppm) = 34.10; 

Molar mass: 570.95 g/mol; C – experimental: 76.01 %, theoretical: 75.73 %, 

H – experimental: 13.18 %, theoretical: 13.24 %.  

[P14,6,6,6][HexO]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.88 (m, 15H, CH3 (P) + (HexO)), 

1.30 (m, 36H, CH2 (P) + (HexO)), 1.47 (m, 16H, CH2 (P)), 1.63 (m, 2H, CH2 

(HexO)), 2.24 (t, 2H, CH2 (HexO)), 2.36 (m, 8H, CH2 (P)); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.02, 14.21, 14.29, 18.71, 19.34, 

22.00, 22.06, 22.46, 22.78, 22.88, 27.12, 29.09, 29.44, 29.61, 29.74, 30.53, 

30.72, 30.84, 31.04, 31.24, 32.02, 32.55, 39.39, 179.02; 

31P NMR (400 MHz, CDCl3): δ (ppm) = 34.02; 

Molar mass: 599.00 g/mol; C – experimental: 76.47 %, theoretical: 76.19 %, 

H – experimental: 13.06 %, theoretical: 13.29 %. 
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[P14,6,6,6][OctO]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.88 (m, 15H, CH3 (P) + (OctO)), 

1.28 (m, 40H, CH2 (P) + (OctO)), 1.51 (m, 16H, CH2 (P)), 1.61 (m, 2H, CH2 

(OctO)), 2.22 (t, 2H, CH2 (OctO)), 2.39 (m, 8H, CH2 (P)); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 13.71, 13.91, 18.39, 19.02, 21.72, 

22.17, 22.48, 22.53, 27.38, 28.78, 29.15, 29.31, 29.44, 30.06, 30.23, 30.43, 

30.54, 30.73, 30.94, 31.72, 31.81, 39.62, 178.58; 

31P NMR (400 MHz, CDCl3): δ (ppm) = 33.65 

Molar mass: 627.06 g/mol; C – experimental: 76.70 %, theoretical: 76.62 %, 

H – experimental: 13.30 %, theoretical: 13.34 %. 

[P14,6,6,6][DecO]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.88 (m, 15H, CH3 (P) + (DecO)), 

1.28 (m, 44H, CH2 (P) + (DecO)), 1.49 (m, 16H, CH2 (P)), 1.60 (m, 2H, CH2 

(DecO)), 2.20 (t, 2H, CH2 (DecO)), 2.38 (m, 8H, CH2 (P)); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.12, 14.30, 18.80, 19.42, 22.09, 

22.15, 22.56, 22.89, 27.39, 29.20, 29.54, 29.62, 29.73, 29.84, 29.91, 30.00 

30.35, 30.63, 30.82, 30.94, 31.14, 31.34, 32.11, 32.16, 39.22, 179.09; 

31P NMR (400 MHz, CDCl3): δ (ppm) = 34.09; 

Molar mass: 655.11 g/mol; C – experimental: 76.88 %, theoretical: 77.00 %, 

H – experimental: 13.89 %, theoretical: 13.39 %. 

[C8C1Im][NTf2]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.75 (t, 3H, CH3), 1.19 (d, 10H, 

CH2), 1.77 (m, 2H, CH2), 3.82 (s, 3H, CH3), 4.06 (t, 2H, CH2), 7.28 (d, 2H, 

2xCH), 8.53 (s, 1H, CH). 

[C4C1Im][Dca]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.16 (t, 3H), 0.59 (m, 2H), 1.11 (m, 

2H), 3.21 (s, 3H), 3.47 (t, 2H), 6.80 (d, 1H), 6.85 (d, 1H), 8.26 (s, 1H); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 12.91, 18.83, 31.38, 35.78, 49.14, 

118.93, 122.01, 123.10, 135.45 

[C4C1Im][NTf2]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.95 (t, 3H), 1.33 (m, 2H), 1.88 (m, 

2H), 3.92 (s, 3H), 4.15 (t, 2H), 7.36 (dt, 2H), 8.64 (s, 1H); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 12.99, 19.15, 31.77, 36.05, 49.75, 

117.84, 121.06, 122.03, 123.17, 135.11. 

[C2C1Im][C2SO4]  1H NMR (400 MHz, CDCl3): δ (ppm) = 1.03 (t, 3H), 1.39 (t, 3H), 3.79 (dd, 

2H), 3.94 (s, 3H), 4.21 (dd, 2H), 7.79 (d, 2H), 9.08 (s, 1H); 
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13C NMR (400 MHz, CDCl3): δ (ppm) = 14.93, 15.05, 35.69, 44.55, 62.42, 

121.87, 123.37, 136.79. 

[C6C1Im][PF6]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.86 (t, 3H), 1.31 (m, 6H), 1.86 (m, 

2H), 3.90 (s, 3H), 4.12 (t, 2H), 7.34 (dt, 2H), 8.44 (s, 1H); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.01, 22.93, 27.37, 27.86, 31.56, 

31.64, 47.53, 119.85, 123.55, 139.54. 

[C6C1Im][PF6]  1H NMR (400 MHz, CDCl3): δ (ppm) = 0.89 (t, 3H), 1.35 (m, 2H), 1.89 (m, 

2H), 2.13 (m, 4H), 2.96 (s, 3H), 3.08 (m, 6H); 

13C NMR (400 MHz, CDCl3): δ (ppm) = 14.01, 21.32, 23.24, 25.38, 48.57, 

57.85, 63.02, 122.30. 
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Figure B1 The density of investigated nanoparticles determined from the density 

measurement, for additivity model, full symbols , excess molar volume model, open 

symbols , carbon nanotubes, black, boron nitride, red, graphite, green. 
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Figure B2 a) Deviations between calculated density, ρcalc, and experimental values, 

ρexp, for ionanofluids with multiwalled carbon nanotubes (MWCNT) based on excess 

molar volume approach; b) excess molar volume, VE
m, as a function of the temperature, 

T, calculated by using nanoparticle densities from empirical equation (2.2.45) and 

excess molar volume approaches for multiwalled carbon nanotubes (MWCNT) based 

ionanofluids, for additivity model, open symbols , excess molar volume model, 

crossed symbols , 0.5 wt% NP, circles , 1.0 wt% NP, triangles , 3.0 wt% NP, 

pentagons , [C4C1Im][Dca], black, [C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green, 

[C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan. 
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Figure B3 a) Deviations between calculated density, ρcalc, and experimental values, 

ρexp, for ionanofluids with boron nitride (BN) based on excess molar volume approach; 

b) excess molar volume, VE
m, as a function of the temperature, T, calculated by using 

nanoparticle densities from empirical equation (2.2.45) and excess molar volume 

approaches for boron nitride (BN) based ionanofluids, for additivity model, open 

symbols , excess molar volume model, crossed symbols , 0.5 wt% NP, circles , 

1.0 wt% NP, triangles , 3.0 wt% NP, pentagons , [C4C1Im][Dca], black, 

[C4C1Im][NTf2], red, [C4C1Pyrr][NTf2], green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], 

cyan. 
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Figure B4 a) Deviations between calculated density, ρcalc, and experimental values, 

ρexp, for ionanofluids with graphite (G) based on excess molar volume approach; b) 

excess molar volume, VE
m, as a function of the temperature, T, calculated by using 

nanoparticle densities from empirical equation (2.2.45) and excess molar volume 

approaches for graphite (G) based ionanofluids, for additivity model, open symbols , 

excess molar volume model, crossed symbols , 0.5 wt% NP, circles , 1.0 wt% NP, 

triangles , 3.0 wt% NP, pentagons , [C4C1Im][Dca], black, [C4C1Im][NTf2], red, 

[C4C1Pyrr][NTf2], green, [C2C1Im][C2SO4], blue, [C6C1Im][PF6], cyan. 
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Table C1 The enhancements of density, ρ, dynamic visoscity, η, thermal conductivity, λ,

isobaric heat capacity, cp, for ionanofluids in comparison to pure ionic liquids.

Enhancement (%)
Density Viscosity Thermal conductivity Heat capacity
(± 0.20 %) (0.5wt% = ± 2.4 %, (± 4.5 %) (± 5.3 %)

1.0wt% = ± 9.0 %,
3.0wt% = ± 13.3 %)

298.15 K 363.15 K 298.15 K 363.15 K 278.15 K 358.15 K 298.15 K 363.15 K
[P14,6,6,6][AcO] + 0.5 wt% MWCNT 0.40 0.45 19.1 27.9 2.8 0.8 6.1 3.6
[P14,6,6,6][AcO] + 1.0 wt% MWCNT 0.72 0.72 51.3 51.5 6.3 3.2 7.1 4.7
[P14,6,6,6][AcO] + 3.0 wt% MWCNT 1.99 2.05 116.2 135.4 19.9 18.0 11.7 9.3
[P14,6,6,6][AcO] + 0.5 wt% G 0.42 0.48 23.0 28.0 2.0 1.4 11.0 14.5
[P14,6,6,6][AcO] + 1.0 wt% G 0.76 0.83 39.7 50.4 4.4 4.5 17.1 21.9
[P14,6,6,6][AcO] + 3.0 wt% G 2.22 2.36 121.9 155.9 11.3 12.3 29.2 34.5
[P14,6,6,6][AcO] + 0.5 wt% BN 0.38 0.42 12.8 14.7 2.0 1.3 3.9 4.5
[P14,6,6,6][AcO] + 1.0 wt% BN 0.69 0.75 28.5 31.0 4.4 3.9 10.9 11.5
[P14,6,6,6][AcO] + 3.0 wt% BN 2.87 3.00 119.5 93.4 14.9 13.0 21.6 21.5
[P14,6,6,6][AcO] + 0.5 wt% MC 0.42 0.39 26.5 17.2 2.0 0.6 8.8 11.6
[P14,6,6,6][AcO] + 1.0 wt% MC 0.74 0.73 51.4 40.7 3.8 3.2 16.7 20.8
[P14,6,6,6][AcO] + 3.0 wt% MC 1.96 2.03 117.5 94.2 8.8 7.2 25.1 28.1
[P14,6,6,6][ButO] + 0.5 wt% MWCNT 0.30 0.27 21.8 23.0 3.8 4.6 5.2 3.1
[P14,6,6,6][ButO] + 1.0 wt% MWCNT 0.64 0.62 50.5 52.0 5.7 6.6 7.5 3.6
[P14,6,6,6][ButO] + 3.0 wt% MWCNT 2.10 2.14 156.7 154.0 22.6 21.4 10.3 7.0
[P14,6,6,6][ButO] + 0.5 wt% G 0.34 0.34 16.4 20.1 2.6 3.9 12.1 15.9
[P14,6,6,6][ButO] + 1.0 wt% G 0.70 0.71 28.5 38.9 5.1 5.9 18.3 22.4
[P14,6,6,6][ButO] + 3.0 wt% G 2.58 2.70 130.2 137.9 9.5 10.7 31.5 36.1
[P14,6,6,6][ButO] + 0.5 wt% BN 0.35 0.35 16.1 20.5 1.9 1.9 3.5 4.1
[P14,6,6,6][ButO] + 1.0 wt% BN 0.89 0.90 55.1 58.3 5.1 5.3 9.6 10.3
[P14,6,6,6][ButO] + 3.0 wt% BN 3.01 3.11 102.0 119.5 15.1 16.0 20.6 20.8
[P14,6,6,6][ButO] + 0.5 wt% MC 0.56 0.56 15.9 21.6 2.6 1.8 10.1 13.3
[P14,6,6,6][ButO] + 1.0 wt% MC 0.80 0.81 39.2 53.3 5.1 3.5 15.0 18.7
[P14,6,6,6][ButO] + 3.0 wt% MC 1.92 1.98 136.3 135.5 11.4 9.3 27.4 30.9
[P14,6,6,6][HexO] + 0.5 wt% MWCNT 0.22 0.23 28.8 31.5 3.8 2.3 5.7 3.3
[P14,6,6,6][HexO] + 1.0 wt% MWCNT 0.68 0.71 62.1 66.9 5.7 5.0 7.3 3.5
[P14,6,6,6][HexO] + 3.0 wt% MWCNT 2.29 2.29 133.1 138.2 21.4 20.0 11.4 8.1
[P14,6,6,6][HexO] + 0.5 wt% G 0.22 0.20 19.5 23.6 3.1 3.7 11.5 15.2
[P14,6,6,6][HexO] + 1.0 wt% G 0.52 0.51 50.6 63.6 5.0 6.4 18.7 23.1
[P14,6,6,6][HexO] + 3.0 wt% G 2.24 2.32 143.6 145.4 10.1 11.2 30.3 35.3
[P14,6,6,6][HexO] + 0.5 wt% BN 0.49 0.52 25.9 24.7 3.8 5.0 3.7 4.3
[P14,6,6,6][HexO] + 1.0 wt% BN 0.84 0.88 47.2 53.0 5.0 5.7 11.5 12.0
[P14,6,6,6][HexO] + 3.0 wt% BN 2.96 3.08 99.1 102.5 15.1 17.3 20.3 20.6
[P14,6,6,6][HexO] + 0.5 wt% MC 0.33 0.36 21.0 25.7 1.9 2.3 9.5 12.4
[P14,6,6,6][HexO] + 1.0 wt% MC 0.56 0.60 44.4 54.0 3.2 3.0 15.9 19.8
[P14,6,6,6][HexO] + 3.0 wt% MC 1.56 1.86 97.4 108.4 10.1 10.3 27.0 30.2
[P14,6,6,6][OctO] + 0.5 wt% MWCNT 0.37 0.36 17.8 20.2 1.9 1.6 5.1 2.8
[P14,6,6,6][OctO] + 1.0 wt% MWCNT 0.65 0.69 36.8 40.1 7.4 7.1 6.2 4.6
[P14,6,6,6][OctO] + 3.0 wt% MWCNT 2.40 2.45 92.9 98.5 19.8 19.1 11.5 10.0
[P14,6,6,6][OctO] + 0.5 wt% G 0.29 0.34 17.2 31.3 1.9 1.6 9.8 14.0
[P14,6,6,6][OctO] + 1.0 wt% G 0.65 0.71 43.6 59.1 4.7 3.6 15.8 19.9
[P14,6,6,6][OctO] + 3.0 wt% G 2.25 2.38 121.0 159.3 12.0 11.6 28.7 32.7
[P14,6,6,6][OctO] + 0.5 wt% BN 0.51 0.50 24.1 27.7 2.5 3.6 3.5 4.5
[P14,6,6,6][OctO] + 1.0 wt% BN 0.79 0.78 38.3 46.1 5.6 5.6 11.4 12.6
[P14,6,6,6][OctO] + 3.0 wt% BN 2.94 3.08 78.2 94.5 14.9 15.6 20.3 20.8
[P14,6,6,6][OctO] + 0.5 wt% MC 0.36 0.36 13.5 28.5 1.8 1.4 10.0 12.7
[P14,6,6,6][OctO] + 1.0 wt% MC 0.68 0.80 33.1 55.7 3.8 3.2 16.2 18.3
[P14,6,6,6][OctO] + 3.0 wt% MC 1.93 2.08 97.3 92.6 7.6 9.5 25.2 27.5
[P14,6,6,6][DecO] + 0.5 wt% MWCNT 0.40 0.41 27.6 25.3 3.3 2.5 5.2 3.3
[P14,6,6,6][DecO] + 1.0 wt% MWCNT 0.83 0.89 50.7 45.8 7.2 6.4 7.0 3.8
[P14,6,6,6][DecO] + 3.0 wt% MWCNT 2.31 2.44 137.8 144.9 22.0 20.6 11.6 8.9
[P14,6,6,6][DecO] + 0.5 wt% G 0.31 0.37 20.6 23.6 3.4 3.3 9.8 14.2
[P14,6,6,6][DecO] + 1.0 wt% G 0.79 0.88 60.9 57.0 5.9 6.4 18.7 22.1
[P14,6,6,6][DecO] + 3.0 wt% G 2.26 2.41 121.0 135.0 10.6 8.8 29.0 32.7
[P14,6,6,6][DecO] + 0.5 wt% BN 0.52 0.58 26.1 38.8 1.9 2.5 4.3 4.2
[P14,6,6,6][DecO] + 1.0 wt% BN 0.87 0.94 66.0 60.7 6.2 7.0 11.4 12.2
[P14,6,6,6][DecO] + 3.0 wt% BN 3.15 3.33 106.4 117.2 13.2 13.5 20.5 20.7
[P14,6,6,6][DecO] + 0.5 wt% MC 0.42 0.51 32.6 38.9 1.7 0.8 8.8 11.7
[P14,6,6,6][DecO] + 1.0 wt% MC 0.75 0.80 57.9 69.0 4.3 2.9 15.4 18.8
[P14,6,6,6][DecO] + 3.0 wt% MC 2.32 2.42 144.0 153.1 9.2 7.3 26.4 29.4

261



Appendix D

262



Table D1 Mulliken charges for investigated cations. 

  

Group Charge Group Charge 

Trimethyl(tetradecyl)ammonium Trihexyl(tetradecyl)phosphonium 

N+ -0.143 P+ 0.928 

C1 C -0.376; H 0.280, 0.281 C1 C -0.706; H 0.299, 0.298 

C2 C -0.519; H 0.266, 0.266, 0.264 C2 C -0.409; H 0.227, 0.226 

C3 C -0.537; 0.268, 0.265, 0.274 C3 C -0.386; H 0.209, 0.210 

C4 C-0.535; H 0.268, 0.273, 0.265 C4 C -0.385; H 0.198, 0.198 

C5 C -0.423; H 0.234, 0.233 C5 C -0.390; H 0.200, 0.200 

C6 C -0.389; H 0.212, 0.212 C6 C -0.386; H 0.195, 0.196 

C7 C -0.391; H 0.203, 0.203 C7 C -0.387; H 0.196, 0.196 

C8 C -0.390; H 0.201, 0.201 C8 C -0.385; H 0.194, 0.194 

C9 C -0.388; H 0.198, 0.198 C9 C -0.385; H 0.193, 0.194 

C10 C -0.387; H 0.197, 0.196 C10 C -0.382; H 0.192, 0.191 

C11 C -0.386; H 0.195, 0.195 C11 C -0.377; H 0.190, 0.190 

C12 C -0.385; H 0.194, 0.194 C12 C -0.374; H 0.187, 0.188 

C13 C -0.382; H 0.192, 0.192 C13 C -0.364; H 0.192, 0.191 

C14 C -0.378; H 0.190, 0.190 C14 C -0.626; H 0.198, 0.220, 0.198 

C15 C -0.374; H 0.188, 0.188 C15 C -0.704; H 0.297, 0.298 

C16 C -0.364; H 0.192, 0.192 C16 C -0.405; H 0.225, 0.225 

C17 C -0.626; H 0.198, 0.198, 0.220 C17 C -0.378; H 0.205, 0.205 

1-Octyl-1-methylpyrrolidinium C18 C -0.374; H 0.193, 0.193 

N+ -0.132 C19 C -0.367; H 0.197, 0.197 

C1 C -0.385; H 0.283, 0.276 C20 C -0.620; H 0.200, 0.232, 0.200 

C2 C -0.550; H 0.271, 0.267, 0.278 C21 C -0.704; H 0.297, 0.297 

C3 C -0.384; H 0.300, 0.283 C22 C -0.405; H 0.225, 0.225 

C4 C -0.473; H 0.269, 0.285 C23 C -0.378; H 0.104, 205 

C5 C -0.469; H 0.268, 0.284 C24 C -0.374; H 0.193, 0.193 

C6 C -0.400; H 0.305, 0.283 C25 C -0.366; H 0.197, 0.197 

C7 C -0.413; H 0.234, 0.231 C26 C -0.621; H 0.200, 0.200, 0.232 

C8 C -0.390; H 0.209, 0.210 C27 C -0.404; H 0.226, 0.225 

C9 C -0.387; H 0.201, 0.201 C28 C -0.378; H 0.205, 0.205 

C10 C -0.381; H 0.196, 0.197 C29 C -0.375; H 0.193, 0.192 

C11 C -0.376; H 0.191, 0.192 C30 C -0.367; H 0.197, 0.197 

C12 C -0.366; H 0.194, 0.194 C31 C -0.620; H 0.200, 0.200, 0.232 

C13 C -0.623; H 0.200, 0.227, 0.200 
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Group Charge Group Charge 

1-Hexylquinolinium 1-Octyl-3-methylpyrrolidinium 

N+ -0.111 N+ -0.026 

C1 C -0.115; H 0.277 C1 C -0.441; H 0.277, 0.277 

C2 C -0.208; H 0.276 C2 C -0.115; H 0.288 

C3 C -0.212; H 0.278 C3 C -0.188; H 0.281 

C4 0.240 C4 C -0.229; H 0.281 

C5 0.306 C5 -0.205 

C6 C -0.308; H 0.270 C6 C -0.661; H 0.246, 0.252, 0.249 

C7 C -0.216; H 0.267 C7 C -0.162; H 0.286 

C8 C -0.228; H 0.271 C8 C -0.441; H 0.277, 0.277 

C9 C -0.299; H 0.260 C9 C -0.370; H 0.227, 0.229 

C10 C -0.486; H 0.281, 0.287 C10 C -0.392; H 0.211, 0.213 

C11 C -0.381; H 0.235, 0.231 C11 C -0.390; H 0.202, 0.203 

C12 C -0.385; H 0.205, 0.208 C12 C -0.381; H 0.197, 0.197 

C13 C -0.380; H 0.196, 0.199 C13 C -0.377; H 0.192, 0.192 

C14 C -0.367; H 0.198, 0.197 C14 C -0.366; H 0.194, 0.195 

C15 C -0.620; H 0.200, 0.233, 0.201 C15 C -0.623; H 0.199, 0.227, 0.199 

1-Methyl-3-tetradecylimidazolium   

N1+ -0.036   

N2+ -0.057   

C1 C -0.377; H 0.255, 0.278   

C2 C -0.043; H 0.288   

C3 C -0.630; H 0.251, 0.269, 0.269   

C4 C -0.161; H 0.284   

C5 C -0.128; H 0.286   

C6 C -0.387; H 0.224, 0.226   

C7 C -0.387; H 0.209, 0.211   

C8 C -0.390; H 0.204, 0.203   

C9 C -0.390; H 0.200, 0.200   

C10 C -0.388; H 0.197, 0.197   

C11 C -0.387; H 0.196, 0.196   

C12 C -0.386; H 0.194, 0.194   

C13 C -0.385; H 0.194, 0.194   

C14 C -0.383; H 0.192, 0.192   

C15 C -0.377; H 0.190, 0.190   

C16 C -0.374; H 0.188, 0.187   

C17 C -0.364; H 0.191, 0.192   

C18 C -0.626; H 0.198, 0.219, 0.198   

 

 

 

 

 

 

264



Table D2 Mulliken charges for investigated anions. 

Group Charge Group Charge 

Butanoate Decanoate  

C1 0.286 C1  0.284 

O1- -0.552 O1- -0.540 

O2- -0.540 O2- -0.547 

C2 C -0.446; H 0.170, 0.156 C2 C -0.447; H 0.152, 0.173 

C3 C -0.371; H 0.178, 0.210 C3 C -0.382; H 0.209, 0.169 

C4 C -0.639; H 0.182, 0.183, 0.182 C4 C -0.367; H 0.170, 0.172 

Ethylsulfate C5 C -0.377; H 0.186, 0.181 

S1 1.392 C6 C -0.375; H 0.183, 0.182 

O1- -0.664 C7 C -0.374; H 0.186, 0.184 

O2- -0.688 C8 C -0.372; H 0.184, 0.184 

O3- -0.688 C9 C -0.364; H 0.190, 0.190 

O4 -0.534 C10 C -0.633; H 0.197, 0.207, 0.196 

C1 C -0.153; H 0.193, 0.194 Hexylphosphate 

C2 C -0.633; H 0.205, 0.205, 0.170 P- 1.568 

Octylsulfate F1-F6 -0.428 

S1 1.396 Bis[(trifluoromethyl)sulfonyl]imide 

O1- -0.687 N- -0.781 

O2- -0.661 S1-S2 1.234 

O3- -0.688 O1, O3 -0.584 

O4 -0.538 O4, O2 -0.602 

C1 C -0.137; H 0.184, 0.185 C1 0.463 

C2 C -0.402; H 0.194, 0.194 C2 0.463 

C3 C -0.387; H 0.185, 0.186 F1, F5 -0.205 

C4 C -0.375; H 0.186, 0.186 F2, F4 -0.197 

C5 C -0.373; H 0.186, 0.185 F3, F6 -0.217 

C6 C -0.373; H 0.185, 0.186   

C7 C -0.363; H 0.190, 0.190   

C8 C -0.633; H 0.197, 0.207, 0.197   
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