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II. Abstract

CHEMICAL VAPOUR DEPOSITION OF GRAPHENE ON COPPER@NHEL
ALLOY

Samir Habeeb Al-Hilfi
Doctor of Philosophy

The University of Manchester
30th September 2017

Among all the methods of produce graphene, chemaabur deposition (CVD) is the
most promising route, due to the high quality of tiraphene film produced and the
large scalability. The mechanism of graphene growthtCVD on a metal substrate is
believed to be controlled by its solubility for ban with precipitation dominant at high
carbon solubility and surface diffusion at low dwlity. This thesis is exploring the
impact of C solubility in the catalytic substrates, the CVD growth of graphene. Cu-
Ni alloys show complete solid solubility acrossitl@mmposition range and can be used
to explore the influence of C solubility on grapbegrowth. Graphene is grown on Cu-
Ni alloys of composition Cu, Cu70-Ni30, Cu55-Ni45u33-Ni67 and Ni in a hot-wall
CVD reactor.

Firstly, the growth was achieved on pure metals #8d Ni) using Ckias a C source
and the produced film was characterised by Ramaatsyscopy and scanning electron
microscopy (SEM). The C profile within the substrdiulk was measured by glow
discharge optical emission stereoscopy (GDOES). [@tter showed the difference in
bulk C content between Cu and Ni, which reflectsitifluence on the graphitic film on
the surface.

The CVD growth of graphene on Cu-Ni alloy showddaasition from bilayer graphene
(BLG) to few layer graphene (FLG) surface coveradeen the Ni content increased,
which is accompanied by an increase in the diffugib C in the bulk and incubation
time. The cooling rate showed a significant effestthe graphene surface coverage;
however, the influence varied with Ni content.

The fluid flow simulation indicated that the gadogty beneath the substrate is very
low which results in a lower mass transfer to tisétdm substrate surface. Gas-phase
kinetics simulation reveals the impact of gas resad time on the concentration of
active species; moreover, the concentration ineea@own the stream of the flowing
gas. Finally, the surface reactions of the & mixture model showed a good
agreement with the experimental observations utaergrowth pressure; however, it
failed at high growth pressure.
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1. Introduction and Aims

Chemical vapour deposition (CVD) is considered st promising method of large-
scale production of graphene fifmSince the first successful attempt of CVD growth
graphene by Somani in 2086there was an extensive research effort to protarge
areas of graphene for industrial applications. Eveough a 30-inch single layer
graphene (SGL) was produced by CVD metfidtie mechanism of graphene formation
is still not fully revealed. The graphene growth@yD route was proposed to be either
surface adsorption or C segregation process basebleoC solubility of the substrate
material. However, a study focusing on the rolé @aolubility plays in the growth of

graphene film by CVD is needed.

This thesis has two aims. The first is the undaditey of the role that C solubility has
on graphene growth by CVD. The methodology adoptethis work is to grow a
graphitic film on catalytic substrates using Cudlloys, as a model catalyst system,

which have C solubility values between Cu and Niolubility values.

The second aim is to simulate the CVD process diotufluid flow, heat transfer, gas-
phase chemistry, and surface reactions. Rather taoulating the fluid flow
parameters, in this thesis fluid flow package (C@M$was used to visualise the fluid
behaviour at any point in the reactor, in particida the substrate position, to give a
better understanding of the contribution of thedfliow in the deposition process.
Further, this thesis investigates the gas phasetiksin the CVD reactor, which
highlights the impact of reactor geometry. Devéaigpan understanding of the role of
C solubility in CVD graphene will not only assist @ better knowledge of the growth
mechanism of graphene, but it control the numbegrafphene layers which is an

important aspect in electronic applications. Furtiee, modelling fluid dynamics, heat



transfer, gas-phase chemistry and surface chemastdytheir impact on the growth
mechanism will help in controlling growth procesglassist in on other CVD reactions

design.



2. Literature Survey

2.1. Carbon allotropy

Carbon compounds make up 95% of all known chemicshpounds, due to the
tendency of carbon to combine with both electrotiegaand electropositive elements
and moreover its ability to bond with itself in féifent configurationé. The electronic
configuration of carbon atoms is [He]?2g® with four valence electrons in the ground
state. Carbon tends to hybridise in one of threemknforms: sp, §pand sﬁ (Figure
2.1). The spbond structure forms when four valence electraresosiented in orbitals
parallel to the vertices of a tetrahedron. Thi®wd the formation of four strong-
bonds with the neighbouring atoms at an angle p&asgion of 109.5 Diamond is an
example of a material formed from>sgarbon hybridization. In the $gonfiguration,
however, three of the valence electrons are arthitga plane parallel to the vertices of
a triangle. This enables each carbon atom to cothglbond with three adjacent atoms
in the hexagonal network through threebonds in a plane with an angle of $20
between them, while the fourth valence electroassigned to the orbital that lies
perpendicular to the-bonding plane. The-bond is significantly weaker than tlwe
bond. Graphite is an example of a material formethfsg carbon, with three strong
bonds in the X-Y plane and one wealbond normal to the plane which holds the
adjacent graphite layers together. In the thirdfiganation, sp, where two valence
electrons form a-bond along the + x-axis, with the remaining tweattons lying in
the y and z-direction forming therpond, an example of sp hybridization is found with
the alkynes (@H;). The variety in carbon hybridisation is reflected the physical
properties of carbon formége. sp’ diamond is transparent, mechanically strong and an
insulator. In contrast, $mraphite comprising layers stacked on top of eattier by

weak Van der Waals forcés bonding) is grey, soft and electrically conductive

10
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Figure 2. 1. lllustration of carbon atom ground andhybridise state with the bonding orbitals for sp,p® and sp’
hybridization. Adopted from °
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Figure 2. 2. Carbon allotropes classification basedn their hybridization and type of bonding®.
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Carbon allotropes classified according to their efision; (zero-dimension) 0D, (one-
dimension) 1D, (two-dimension) 2D and (three-dimems3D (Figure 2.2). Fullerenes,
nanotubes, graphene, and diamond are example® aftated dimension classification

respectively’.

2.2. Graphene

2.2.1. Electronic structure of graphene

Graphene is a single graphite layer where the atamesarranged in a hexagonal
(honeycomb) crystal lattice. The strong covalennddetween carbon atoms in
graphene results from atoms sharing saed twop orbitals of the neighbouring atoms,
to form a spbond with a bond length of 1.42 A. The graphené ceinprises two
interpenetrating triangular Bravais lattices, A d@dwith one carbon atom per sub-
lattice (Figure 2.3(a)). The reciprocal latticegphphene crystal is also hexagonal with a
high symmetry. The centre point of the reciprdattice is defined as and the corner
points are denoted K and K'. A simple tight-bindiHgmiltonian can describe the
electronic structure of graphene crystal (Figurg(l®), where the electronic wave
functions from different atoms overlag-bands are neglected in the calculation because

o- andc*- energies are far from the Fermi level. By symmethe overlap between

pm) ands, px andpy bands is zero. In contrast, overlapping unhybedi&p electron
orbitals of nearest carbon atoms fatrmandn*- bands, which intersect at the corners of
the Brillouin zone (K and K' points) to create aical energy spectrum called the Dirac
cone’. The bottom half of the energy cone is fully odegpwith electrons (valence
band), while the top is empty (conduction band)apgbene is considered a zero-
bandgap semiconductor or a semimetal material wttexeFermi level (Ethe zero
energy reference in Dirac cone defined by K and¥feduced to the six corners of the
Brillouin zone. Graphene quasi-particles show adimdispersion relation (the relation

12



between energyg, and momentumik, at K and K') as if they are massless relativistic

particles:
E(k) = thvp 2.1

wherevg isthe Fermi velocity (~ 16 m/s) andk is the momentum. It is well known that
electrons in all condensed materials follow Schrddr's equation and that any
relativistic effects are unimportant. However, tase of graphene is different because it
follows Dirac's equation (they act like a zero-mamsticle at constant velocity).
Therefore, graphene has a variety of interestiegtednic properties, including a high

charge mobility pi (200000 @fvs) ® and an ambipolar electric field effect.

(a) (c)

Dirac cone

E

Figure 2. 3. (a) Graphene crystal structure composkof two sub-lattices A and B. (b) Brillouin zone b
graphene. (c) Band structure of graphene calculatetly tight-binding Hamiltonian shows a linear electonic
structure that represents Dirac cone at Brillouin ne corners (insert).Figure from °

2.2.2. Optical properties

Monolayer graphene absorbs 2.3% of incident ligler@ wide wavelength rangehus
making it difficult to detect by optical microscopy transparent substrates (e.g. glass)
or opaque substrates (e.g. metal). Many reportéroomgraphene on Si/SiDcan be

imaged by optical microscopy due to interferencermmena ™% Monolayer graphene

13



has a constant absorption coefficient at wavelenftom 300 to 1000 nm, and it is
maximum at 250 nm due to the transition of the enpedn* states'® (Figure 2.4).

Graphene’s unique optical properties are a regute linear electronic structure, and
these fascinating properties have various apptinati especially if the optical and

electronic properties are combined together.
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Figure 2. 4. UV-vis spectra of CVD graphene transfeed by roll-to-roll layer-by-layer technique on a quartz

substrate. The inset shows the UV spectra of graphe films doped with HNG;. The right inset shows optical
images of the transferred layers (1x1 cA). Figure from 3.

2.2.3. Mechanical properties

The first experimental measurement of the mechanicaperties of single-layer
graphene was reported by Lee et'alin 2008, who used an atomic force microscopy
(AFM) to indent graphene placed over an array ofutar wells (Figure 2.5). The
graphene showed a nonlinear elastic stress-seaponse with Young’s modulus of E
= 1.0 TPa, a third-order elastic stiffness of D2:0-TPa, and an intrinsic strengthogf

= 130 GPa. These superior mechanical propertiespeomising for application in
composite. The mechanical properties of compostgéernals are found to depend on
the concentration of the reinforcement phase (@aph', the dispersion state of

graphene'® and the length to the thickness ratio (aspedb)r@f the reinforcement
14



materials'’*® The increase in the graphene concentration iseetensile strength of

the graphene-polystyrene (PS) composite as showigime 2.6(a)’.

Figure 2. 5. Measurement of suspended single laygraphene mechanical properties. (a) Scanning elecin
microscopy (SEM) image of graphene flake coveringraarea of an array of circular wells. (b)AFM imageof
nanocontact mode of one membrane, the blue line &height profile. (c) Schematic of AFM nanoindenttion
technique. (d) AFM of a fractured graphene. Figurefrom reference®.
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Figure 2. 6. (a) Stress-strain curve of graphene-pgstyrene (PS) nanocomposite with different graphea sheet
contents. (b) Effect of graphene sheet content onoving modulus and tensile strength. Figure from°,

The graphene oxide (GO)/polymer composites shower@mncement in mechanical
properties. For instance in a GO/PVA compositedlastic modulus and strength was

found to increase by 76 % and 62 % respectiveladiging 0.7 wt.% of GG°. This
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high specific increase is due to the functionalugeon graphene surface leading to a
high level of dispersion of graphene in polar sntgeand enhanced polymer-graphene

interaction.?°.

2.2.4. Thermal properties

Carbon allotropes have a broad range of thermadwtivity (K), from 0.01 W mK*
(for amorphous carbon) to more than 2000 W h{for diamond and graphene), Figure
2.7 % The heat transfer in solid materials is goverfgdacoustic phonons and
electrons; therefore the thermal conductivity isitabuted by both electrons gKand
phonons (k). The electronic contribution @gKto the thermal conductivity in metals is
very high because of a large number of free cari€or example, the thermal
conductivity of copper at room temperature is ~ ¥00nK™ and the K contribution is
almost 98 % of this total. In carbon materialsyti& conductivity is usually due to the
lattice vibrations and therefore the phonon contrdn, despite graphite's metal-like
properties. This results from the strong coval@At®nding and{c can be significant if
the materials are doped with impurifiesThe first experimental study to measure the
thermal conductivity of single-layer graphene weysarted by Balandin and co-workers
22, Figure 2.8 illustrates the method used; a susggksithgle-layer graphene flake was
heated by a 488 nm laser and the change in th¢ texgerature was monitored by
measuring the shift in the G peak position. Thentad conductivity value measured by
this method was ~ 4840 — 5300 W fhKvhich is higher than the values recorded for
single-wall carbon nanotube (SW-CNT), ~ 3500 W & and multi-wall carbon
nanotube (MW-CNT),3000 W miK?* This interesting property attracted researchers t
couple graphene with polymer matrices, such asyepesin?, polypropylene (PP’
polyvinyl chloride (PVC)?’ and polycarbonate (PC¥ to enhance heat transfer for
electronic circuit applications. However, enhancetre thermal conductivity is not as

dramatic as electrical conductivity, because thiéerdince in thermal conductivity

16



between graphene and the polymer is 4 in the astlenagnitude (KaphentKpolymes),

while for electrical conductivitypgraphenéPpolymey) it is approximately 15-19 in the order

of magnitudé®.

T W mK”' 1,000 W mK™ 2,300 W mK™
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Figure 2. 7. Diagram of the reported thermal propeties values of carbon allotropes. The axis is nobtscale.
From reference®.
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Graphitic
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Graphitic
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Figure 2. 8. Schematic of optothermal Raman methotb measure graphene thermal conductivity. The 488m
focused laser light generates a heat wave insidengie-layer graphene which then propagates toward # heat
sinks. Figure from reference %2
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2.2.5. Electrical properties

The intrinsic electronic behaviour of graphene issemi-metal or zero bandgap
semiconductor behaviour, due to the contact ottreuction and valence bands at the
six Dirac points®. Furthermore, the linear dispersion relationstépMeen momentum

and energy enables the charge carriers to trawbl ze@ro effective mass (F with a

Fermi velocity ~ 1 ms®. The band structure of graphene is responsiblétfarique
electronic properties including its high charge ihtybat room temperature (~ 15000
cm? (Vs)Y) 3! and room temperature Hall effectd However, the zero bandgap
electronic structure of graphene is not suitable fano-electronic applications. It is
theorised that a band gap in graphene can be op@nétree possible routes: geometry
restriction by reducing the size of a large graghsineet into one dimension direction;
using AB stack Bilayer graphene (BLG); lastly bybmeting graphene to strain.
Theoretical predictions claim that graphene’s bgag can be modified by reducing
large-area graphene in one dimensibe, forming graphene nanoribbori&® It is
found that the band gap is inversely proportionahe width of nanoribbons for types,
zigzag and armchair. It is experimentally provedtta bandgap of 200 meV can

achieve for nanoribbon width below 20 rifn

Table 2. 1. Graphene bandgap opening ways. Tabledin *.

Graphene type Size Bandga Remarks Ref.
p

SLGtt on Si@ LA*  No Experiment and theory 31.3¢

SLG on SiQ GNRt Yes Experiment and theory, gap due to latmafinement 333

BLG on SiG LA Yes Experiment and theory; gap due to symmitsaking by sr-s¢

perpendicular interlayer field

Epitaxial SLG LA Yes Experiment and theory, gap due to symmetry breaking 40
No Experiment and theory 4

Epitaxial BLG LA Yes Experiment and theory a2

Epitaxial SLG, BLG GNR  Yes Theory 43

Strained SLG LA Yes Theory; gap due to level cnogsi 4

*LA: large area, TGNR: graphene nanoribbon, t1S&i@gle layer graphene

18



BLG ¥, is a promising way to achieve a bandgap despiteinitially being a gapless
band structure, however, when an electric fieldpplied normal to the BLG, a band
gap opens up to 200-250 meV for high-applied fiéld&inally, the influence of strain
on a graphene sheet has been simulated as a méametthe band gap. However, a

uniaxial strain of ~ 20 % is required, which isfidifilt to achieve experimentalf?*

Table 2.1 is a review of reported possible wayspen graphene bandgap.

2.3. Graphene synthesis methods

A
Mechanical exfoliation

(research,
CVD prototyping)

(coating, bio, transparent
" Q conductive layers,
> © electronics,

o’ % , photonics)

Quality
10
i ~
b ‘f
L ! ?

Molecular
assembly
(nanoelectronics)

(electronics,
RF transistors)

Xt 1?* e Liquid-phase exfoliation
oy o -+ (coating, composites,
+¥* _inks, energy storage,

1 bio, transparent conductive layers)

\

Price (for mass production)
Figure 2. 9. Schematic plot shows graphene differersynthesis methods with their correspondence mass-
production price and quality. Figure from +".
Since the first successful report of the isolatidrgraphene from graphite in 2064
several methods have been proposed for graphertbesi;n All the established
methods lie in one of the two categories; top-dawrbottom-up. For the top-down

approach, graphene fabrication starts with thregedision bulk graphite with the aim of
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isolating individual two-dimension graphene she@dsy. chemical exfoliation and
mechanical cleavage). In contrast, the bottom-upragch involves growing the
graphene sheet from its constituent building blo¢ktoms or molecules) on a
supportive substrate, such as in the chemical wvageposition method. Figure 2.9
shows the main techniques used to produce graphieicd will be presented briefly in

the following paragraphs.

2.3.1. Chemical Exfoliation
Synthesis of graphene by chemical exfoliation @fphite has three main routes: direct

849 electrochemical

sonication of graphite in an organic solvent ofattant solutio
exfoliation of graphite®® and intercalation-exfoliation of graphifé¢ (Figure 2.10).
Chemical exfoliation includes two steps: the fatgp is to increase the spacing between
graphite layers, therefore reducing the van der [8V&@ces between each layer to
produce a “graphene-intercalated compound (GIChe $econd step is to exfoliate the
GIC to graphene and this typically achieved by egittapid heating or sonicatioh

Single layer graphene oxide is considered an exarmplthe chemical exfoliation

route®,

Boehm et al. found in 1962 that few carbon layeas be produced by reducing a
dispersion of GO either by chemical or by thermatimds®*. The process of graphite
oxidation goes back to 1859 when Brodie first azedi graphite using potassium
chloride and nitric acid®. Staudenmaie, forty years later, enhanced Bordéelnique

by adding sulphuric acid to get a low pH and fegdmotassium chloride in multiple
parts over the reaction courSe The Hummers method is the most common one used to
oxidize the graphite’”. Based on the Hummers method, graphite oxide aan b
synthesised by using concentrated sulphuric a@thsgsium permanganate and nitric

acid as oxidant$®. Ruoff et al. prepared monolayer graphene by #dugtion of

20



graphite oxide in 2006. Ruoff’s method consiststbngly oxidizing graphite powder,
followed by ultrasonucation in aqueous solution deparate the GO layers to
monolayers and finally treating the resulting GOnwlayer with hydrazine (MH.) to

form graphené®

Graphite

organic solvents
_E Sy E{_ f .-
ol
Surfactants f y
stabilization R jf'? ;

Highest monolayer
yield ~ 50 % Complate
Highest monolayer exfoliation to GNS
yield ~ 90 %

Depostion of graphene sheets onto substrate

1. Graphite Intercalation 3. Electrochemical
Compounds (GICs) 2. Sonication in intercalation

Figure 2. 10. Schematic shows the three routes sighene exfoliation. Figure from reference”®.

2.3.2. Mechanical cleavage
The mechanical cleavage method (or as the medait#ie “Scotch Tape method”) is
considered to be the first successful method usedsdlate graphene layers from

graphite®’

Novoselov et al. used 1mm thick platelets of higiiented pyrolytic graphite (HOPG)

that were etched in an oxygen plasma to preparasn@sum deep and a various

YL A 1 um thick photoresist wet film spun over a glass
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substrate is used to attach the mesas by predsengttucture against the film. After
attaching the mesas to the photosensitive filnis #asily peeled off from the HOPG
structure. Scotch tape is then used to repeateziy @if flakes of graphite from the
mesas. The final retained thin flakes were releasadetone and were later captured by

dipping a silicon wafer in the solution, followeg Wwashing in water and propanol.

Geim and his group reported another method whi@sisimilar as drawing with chalk
on the blackboarf’. Two fresh surfaces of layered crystals, e.g. jtapwere rubbed
against each other and the result is a varietylakles attached to the surface. These
layers were found to consist of few-layers and nhayers of graphene. Following this
work, several attempts were made to enhance theieeify of the mechanical
exfoliation, such as involving ultra-sonicatih an ultra-sharp diamond wed§e,
electrostatic forc&® and a transfer printing technigffe Mechanical exfoliation is a low
budget technique, and the quality of produced graphis high; however, controlling
the produced graphene layer is challenging, pladltkes are randomly distributed on
the substrate. Therefore, this method is suitabterésearch but not for commercial

production.

Scotch tape method of making
graphene

from HOPG

<,

Figurg:g 2. 11. Mechanical exfoliation of graphene byepeated peeling of HOPG using scotch tape. Figure
from <.
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2.3.3. Epitaxial growth of graphene on SiC surface

The epitaxial thermal growth of a graphite layeraosingle crystal silicon carbide was
first reported by Bommel et al. in 1995 Epitaxial growth of 1-3 graphene sheets thin
film, was first reported by De Heer et al. in 2004 a single crystal 6H-SIiC (0001)
surface®. Epitaxial refers to a process of depositing a@lsircrystalline film onto the
surface of a single crystal substrate. Moreoveth# deposited film is of the same
substrate material it is called a homo-epitaxigieta and if it is different from the
substrate materials (like graphene), it is calléet@ro-epitaxial layet’. This process is
very attractive for the semiconductor industry hessait produces graphene on silicon
and thus there is no need to transfer the grapteearother substrate after growth. The
process takes place under ultra-high vacuum cemdit{tUHV) and high temperature
(1200 °C); when SiC anneals under these condisditon atoms evaporate and leave
carbon atoms which in turn arrange to form a grapHayer’*®’. Therefore the nature
of the graphene film depends on the annealing testyoe and time. This method is
very promising for the electronic industry, buh#s many drawbacks. For example, the
graphene produced is rotationally disordered, ardvertical roughness of the graphitic
film is not uniform ® Due to the high temperature high vacuum conditicthe
production of large area graphene and controllisghysical and electronic properties

are challenging’.

2.3.4. Chemical Vapour Deposition (CVD)

Chemical vapour deposition (CVD) is used to mantuifigc powders, coatings, fibres
and monolithic components. Most metals and non-tie&ements such as carbon and
silicon can be made by CVD, as well as a large rarmmdd compounds including
carbides, oxides and nitrites. CVD is defined asdhposition of a solid resulting from

chemical reactions in gasses on hot surfites
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The CVD dates to the latter part of the nineteesthtury, when Sawyer and Man filed
a patent in 1880 for their work to improve the dpyabf an illuminating conductor for
electric lamps by covering it with carbon from hydarbon decomposition at high
temperaturé’. In 1896 Aylsworth successfully deposited refragtmetal by heating a
substrate in a vapour containing the desired elefett was not until the 1930s when
further progress was made, when deposition of soraterials and compounds was

commercially demanded.

CVD of graphitic films on metal substrates wastfieported by Lang in 1975. He
found that by flowing ethylene ¢84) over a hot platinum surface, a graphitic layer
formed. In 1979, Blakely et al. reported the fonmatof a graphite layer on Ni by
doping Ni (111) single crystal at high temperat2®&-1027 °C followed by fast cooling
7> They found that the carbon coverage is depenaleémperature, with optimum

deposition when temperature is as close as podsilglguilibrium conditions.

Since the successful experiment to isolate a simgéphene layer, a number of
synthesis methods were proposed. However, CVD isidered the most promising

method for synthesizing large areas of monolaydrfaw-layer graphene.

The first successful attempt to grow graphene u€iW@® was reported by Somani and
his group in 2006 by using camphon{B8:60) as a carbon source, and Ni foil as the hot
substrate; and this resulted in the deposition tévelayer graphene (FLG) with an
interlayer spacing of 0.34 nrh Even though the graphitic film was very thick, it

showed the promise of the synthesis of monolayasplggne by CVD.

The breakthrough was by Ruoff et al. who reportezl €VD of single layer graphene
on Cu substraté A 25 pm thick Cu foil was annealed in a hydrogielp) atmosphere
at 1000 °C, followed by introducing methane (tt low pressure. The resulting

deposited graphitic film was ~ 95 % SLG with a dmadrcentage of FLG. The
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graphene film was found to be continuous over gbmnndaries and Cu surface steps.
Therefore, the CVD route can potentially meet thie film applications demands for
graphene, in terms of cost, quality and scalabilfpr example, CVD graphene film as

large as 30-inch of 95% SLG coverage has beertezpby Byung et af.

Given the focus on this thesis on CVD growth ofpiyene, the background literature
will be reviewed in detail. The following sectiomsll examine the key factors which
influence the growth: thermodynamics, kinetics, penatures, pressure, carbon

precursor, role of hydrogen and substrate.

2.3.4.1. The thermodynamics of CVD

The thermodynamic aspect of CVD is essential toeustdnd the chemical reaction
products (it should be noted though that thermodyoa calculates the final
equilibrium state of the system and not the stemb rates taken to achieve it). The
uniformity and the quality of the resulting flmeadetermined by the feasibility of the
possible chemical reactions in the CVD process. ilhportant to know which reactions
might take place so that a suitable precursor @sdbected. Minimization Gibbs free
energy of the gas-solid system is the basic theymmaic calculation to determine the
appropriate CVD phase diagra7 " This is useful to predict the equilibrium phases
existing under the processing conditions of pressuemperature and reactant
concentrations. The first step of every designedDCprocess is to evaluate the
feasibility of its chemical reactions. By calcutatithe Gibbs free energy@,) of the
reaction, the feasibility can be concluded. If #@& is negative, then the reaction could
occur while the positive value means the reactemmot take place. Moreover, in some

CVD processes several possible reactions can tdkee p(all reactions are
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thermodynamically feasible); in which case thectiem which has the lowest negative

value should be considered, since it will be moabls .

2.3.4.2. Kinetics of CVD

The Kinetics and mechanisms of CVD have been siualyemany researchers, and their
results give a better understanding of the depwsiprocesses. The complexity of the
CVD processes is a real problem for its kinetiddgtuOther factors also make kinetic
calculations difficult, including the type of gasw inside the reaction chamber, local
temperature variation, concentration of reactasegaver the substrate and geometric
effects of the chamber. Mass transport and suKemsics are considered to be the rate-
limiting factors. If the mass transport processl@wv, i.e. if the reactant species diffuse
slowly from the bulk gas flow to the substrate thiewill be the rate-limiting process

and vice versd ™ Figure 2.12 summarizes the growth kinetics inside CVD

chamber.
Bulk Gas
® —®
e, 7
—O 520 X%
v
I Og I
5 3 ? Boundary
l 6 Layer
)
J ® . s ] l
+«—O0000000 >

Substrate

Figure 2. 12. Kinetics of CVD,(1) Delivery of reaant to the CVD chamber; (2) Intermediate reactionsn the
bulk gas stream; (3) Diffusion through the boundarylayer,(4) Absorption of reactants on the substrate
surface; (5) Reactions at the substrate surface; \®iffuse out of the by-products through the bounday layer;
(7) Removal of the by-products. (Reproduced fronf?
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The diffusion of the reactant species from the nilmiw through the boundary layer is
the rate-limiting step for the mass transport psscelhe reactant flux according to

Fick’s 1°'law can be expressed as:

= — 2.2
Ja RT

Dag (CAB - CAS)
o)

where J is the flux of species A, i3 is the diffusivity, Gg is the bulk concentration,
Cas is the concentration at the surfade,is the gas constanfl is the absolute
temperature, and is the boundary layer thickness. The boundaryrlaypears when
the gas flow is laminar (which is the ideal casealnCVD reactions). The reactant
concentration and the gas velocity are zero astifxstrate surface, and they increase at
the mainstream; the distance between high andamrcentration is the boundary layer

thicknessd which can be calculated:

6 5.00
-= 2.3
X

JF
whereReis Reynolds numbeRg<2300 for laminar flow) and x is the local distafit

The average boundary layer can be calculated blyiagpthe above equation for the

substrate length:

5= E HmixL
3 pU

2.4

where L, is the length of the substratg,x is the gas mixture viscosity, U is the

mainstream velocity, angis the density of the gas.

According to Chapman-Enskog thedfy the binary diffusivity g of reactants can be

calculated using the following equation:

T (1\/11 +1\} )
_ A B
D4 = 0.0018583 > 2.5
PIipdp ap
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whereT is the absolute temperatuid,is the molecular weighp is the pressuresag is

the collision diameter andp g is the collision integral.

The CVD kinetics (mass transport and surface kisgtare illustrated schematically in
Figure 2.13. gand G are the concentrations of gas in bulk and at tistsate surface
respectively. It is clear from Figure 2.13 that t@ncentration of gas drops from the

bulk to the substrate surface, therefore the fiuke gas is approximate:

Jgs = hg(cg - CS) 2.6

<4—Gas Coating

- 5 —»

RN
A\

Jgs—’
—»J

s

Figure 2. 13. Schematic diagram of the growth pross modef?.

wherehy is the mass transfer coefficient. The approximaig §as consumed at the

surface is related to the rate constant for thevestd surface reaction:
]S = K5CS 27
where Ks is the rate constant of the slowestsearfeaction.

So according to equation 2.6 and 2.7 the two kinatbcesses can be summarized as: if
Ks>>hy then the system is under mass transfer contr@usecthe mass transfer is very

low from the bulk to the surface through the bouwdayer. In contrast, if h >>Ks
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(this normally happen wheng@ Cs) then the process is under surface reaction dontro
Figure 2.14 shows schematically how the reactioretics contribute to the deposition
rate’®. Moreover, the rate of the surface reaction inmesaith increasing temperature

and the mass transfer of gas phase increasesnwittaising pressufé

A
Mass Transport ™,
Control
k.>>h s
s g .
Deposition P
Rate p'
P’ Surface Kinetics

Control
h >>k,

P,<P,<P,

2
T

Figure 2. 14. Schematic diagram illustrating the déct of temperature, pressure and kinetics on thergwth
rate. &

2.3.5. Parameter space of CVD graphene

2.3.5.1. Temperature

Temperature plays a vital role in the CVD growthgophene, since thermal energy
supplies the energy required to decompose the sasonirce and to prepare the
substrate surface as well. For graphene to growConand Ni, the deposition

temperature range is typically between 800-1000H@&kwon et al. reported that a low
growth temperature led to high nucleation densityg@phene and poor graphene
coverage on the Cu surfate Furthermore, increasing the deposition tempegasnd

time (up to 1000°C and 30 min respectively) decreased the nucleatarsity and
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formed continuous graphene films as shown in FigrE5. However, increasing
temperature can also lead to poor quality graptigmes, as Lili Fan et al. found that
growth at temperatures near the melting point dissate resulted in holes in the
graphene film. These holes are believed to betdude evaporation of the copper
damaging the depositing filfif. For Ni, the use of a low deposition temperat460

°C leads to nickel carbide (@) formation, which slowly diffuses into the bulketal at
high temperature. Most studies suggest that using 180Gor graphene growth on Ni
is suitable, since at that temperature the sotylifi carbon increases. A subsequent fast
cooling rate is then crucial, to precipitate thebca atoms out of the bulk to form

graphené&®°:

Figure 2. 15. High-resolution scanning electron mioscope (SEM) images of graphene nuclei grown on Gar
different growth temperatures and times. Scale barl pm. Figure from &,

2.3.5.2. Carbon precursors
Methane (CH) is the most common short chain hydrocarbon useal @arbon source in

the CVD of graphene. Unsaturated hydrocarbon sschaeetylene (§H,) have been

30



used as a carbon source and is found to reducenthinum growth temperature
required for graphene down to 650 °C, sincgHLhas a lower decomposition
temperature than methaffe Furthermore, Petera et al. , reported a CVD grapion

Ni substrate at growth temperature below 600 °Cubking ethylene () as a
precursor’>, Also toluene (@Hg) has been used as a liquid carbon source through a
bubbler or evaporator for low pressure CVD, duégdow decomposition temperature
(500-600°C) and low toxicity compared to benzeneHg) °*°> A recent breakthrough
was reported by Ham et al., who successfully grewtinuous graphene film on Cu
using GHe as a precursor at temperature range 100-300 °€r@tchospheric pressure.
After 5 minutes growth time the SLG coverage wa® ¥%. Solid carbon sources
have been used as well such as poly(methyl metlaaeyfPMMA)®’, graphite®® food,
insect parts and solid wasté The advantages of using solid carbon sourceshare
growth temperature can be lower (~ 8@, it is less expensive and safeter compared
with expensive flammable gases like £HRecently Ruoff et al. successfully grew
graphene on Cu substrate with no precursor but @amtgice of C from the vapour of the

pump oil*®.

2.3.5.3. Growth Pressure

Growth pressure is an important controlling parandor the CVD of graphene.
Growth at atmospheric pressure ensures a rapidsdhfi rate of carbon species to the
metal substrate, which makes the carbon surfaceipiaion difficult to control.
Graphene growth on Cu under low pressure showslfdinsiting monolayer of
graphene, while at high pressure non-uniform nayléts form*°. Moreover, the
kinetics of deposition is changed with pressuee the rate-limiting step in atmospheric
pressure will be the surface reaction, while in lor@ssure (vacuum) the diffusion of

carbon species from the bulk to the metal surfadbe rate-limiting step. Furthermore
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low pressure and high temperature normally conteibo sublimate the metal which

leads to lower nucleation densif?%

2.3.5.4. Role of Hydrogen
The reaction mechanism of graphene growth using GiW@&hod tends to be more
complicated if the role of hydrogen {His taken into account. Libo et al. found that

using CH alone without H gave good results and the graphene quality desuesish

increasing H partial pressure'® Maria et al. proposed that the dissociative
chemisorption of Bl and dehydrogenation of GHtompete on available sites on the
catalyst (Ni or Cu) which dampens graphene grot#th Moreover, Yi Zhang et al.

suggested that etching graphene withHds a strong effect at different temperature,
which can clean out the surface from graphene tiraeversing the growth process

and forming hydrocarbon radicals (Figure 2.16)

Figure 2. 16. SEM images of graphene/ Si/SjCetched by hydrogen at different temperatures: (a ad b)
700°C; (c and d) 800°C; (e and f) 900°C; (g and h) 1000°C. Figure from *%®

On the other hand, Vlassiouk proposed that theepies of H is very important for
graphene growth since it facilitates the requirezthyl (CHs) radical formation, which

is considered a necessary step in the graphendioregmath. Moreover, graphene
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growth under high Kpartial pressure leads to well-defined hexagosiahds and this is
because the hydrogen removes the unstable gramtges, while under a moderate
partial pressure the graphene has irregular islahdpes (Figure 2.179". Hydrogen
shows a different role in the mechanism of graprgnogth on Cu and Ni because the
solubility of H in Cu and Ni is different. The dif§ion coefficient of hydrogen in Ni is

lower than in Cu (2xItcn? s* and 5x1¢ cnt s? for Ni and Cu respectivelyf®

“
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Figure 2. 17. Influence of hydrogen partial presswe on graphene average size grow at atmospheric psese
CVD on Cu foil at 1000°C and 30 minutes growth time. The SEM images showtke difference in grain size
with correspondence hydrogen partial pressure, in@asing hydrogen partial pressure is critical to comol the

grain shape. Scales bars areljim (top two images) and 3im (bottom two images). Figure from'%”.

Therefore, hydrogen recombines and desorbs frorilitiseirface very fast, which is not

the same behaviour with Cu according to equation:
H(s) + H(s) - H, T +2, 2.8
The (s) indicates the free site on the metal sarfdae to this there are always free sites

on the Ni surface to decompose hydrocarbon andalibeC atoms which diffuse in bulk

metalt®,

33



2.3.5.5. Substrate

The CVD of graphene is a catalytic process, withtilansition metal substrates acting
as a catalyst material. By definition, a catalystederates reaction without itself being
consumed in the reaction. The catalyst providesva dctivation energy pathway to
avoid slow reaction rates, compared with the umgsea reaction ' (Figure 2.18).
Catalyst materials are either homogeneous, wheadysaand reactant are of the same
phase (all solids or liquids), or heterogeneousemwhatalyst and reactants are in a
different phase. A catalytic CVD of graphene precés a heterogeneous system

because the catalyst (metal substrate) is solidrenthixture is gas.

E.(uncatalysed)

f\_"T

N
\ E,(catalysed)

Reactants

Potential energy

S

Products

Reaction coordinate

Figure 2. 18. Schematic diagram shows the energy gfile difference between catalytic and non-catalyti
reaction 1%,

There are factors which determine the suitabilitdiferent metal for use as a substrate
for CVD of graphene. Since the graphene need twdesfer for its metal substrate by
etching away the metal, the relative cost of thatainsubstrate become important from
an industrial perspective (Cu is much cheaper ®ianThe other consideration is the
catalytic activity of the substrate toward deconifpms of hydrocarbon to produce
active carbon radicals (8y). This is an important step in lowering the adiiva
energy of cracking the hydrocarbon gases and ptewde growth being run under
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snowing conditions. For instance, by using platinasna catalytic substrate for CVD
graphene, the growth temperature is lowered to G0due to the strong catalytic
activity to decompose methah®. In contrast, CVD of graphene on Cu requires & hig
growth temperature (1000-1040 °C) close to theimgipoint of Cu ( 1084 °C) due to
the poor catalytic activity of Cu. Carbon solulyilis also a vital factor that controls the
graphene growth on metals; in fact, a graphene thravechanism depends primarily on
the carbon solubility. For example, Cu has lowboarsolubility (0.001-0.008 wt. % at
1084 °C) plus low activity toward hydrocarbon degasition. Therefore, graphene
grows on Cu mainly due to the surface reaction Wwimiormally gives SLG. However,
the solubility of carbon in Ni is considerably hagh(~0.183-0.25 wt.%) which results in
FLG graphene growth by segregation/ precipitatidncarbon during the cooling

stage'™

2.3.6. Mechanism of CVD graphene growth

In general, the mechanism of graphene growth arsitian metals includes two steps.
The first step is the dissolution of the carbouarse into the metal, and the second step
is the segregation of carbon atoms during coolinfptm graphene by precipitatith
(Figure 2.19). Segregation is heterogeneity indbmposition, which corresponds to
one phase in the phase diagram. On the other Ipagecipitation shows inhomogeneity
as a result of equilibrium phase separation. Biakehl. studied first the segregation of
graphene on the Ni surface; they found that morolgyaphene forms as the first step

by segregation, followed by excessive precipitatéating to graphite formatiori

The proposed mechanism of graphene growth over @di Mi starts by the
chemisorption of the carbon source (hydrocarborallysunethane) on the transition

metal surface™. The empty d-shell in the transition metal’s eleoic structure
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encourages the chemisorption of hydrocarbon omibtal surface which is ready to
accept an electron. Following that, the dissocmtad the hydrocarbon occurs by
dehydrogenation to liberate carbon adatoms whidhulimately diffuse into the bulk
metal. When the concentration of carbon atoms e=aehthreshold for nucleation (the
case with a Cu substrate), or during the cooliric@ss (the case with a Ni substrate
where the solubility of carbon in Ni decreasesg ¢inaphene precipitation/segregation
occurs (Figure 2.19). The diffusion of carbon ataustof the bulk metal does not stop

until it reaches the equilibrium condition, everthé gas phase carbon source is turned

off 2
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Figure 2. 19. Cartoon illustrates mechanisms of gmhene growth by CVD technique on Cu and Ni.
Hydrocarbon gas (methane) adsorbs on the metal sate and dehydrogenates to liberate carbon atoms vt

form graphene lattice either by surface isothermabrowth (CVD of graphene on Cu), or carbon atoms dfuise

into the metal bulk and segregate upon cooling tafm graphene (CVD of graphene on Ni). Figure front*.

The solubility of carbon in metal substrates plays important role in determining
which mechanism (precipitation/segregation) followsor Cu, with a very low
solubility of carbon, graphene forms after hydrboer dissociation and no further
graphene will form if the carbon source is turnéd #3 The story with Ni is different;

since the solubility of carbon in Ni is high, thatp of graphene deposition starts with
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chemisorption, dissociation, diffusion of carbotoitthe bulk metal and finally diffuses

out during cooling to form graphene on the surface.

Graphene has incredible properties, which makegramising for a number of
electronic applications such as touch screens,tswiadows, flexible displays, solar
cells and supercapacitoty’. However, to unlock outstanding graphene properiam
appropriate synthesis method required. CVD is thastnsuitable route to produce
graphene regarding large areas, quality, and blestertheless, there are still challenges
which need to be solved, such as controlling theber of layers and graphene grain
size. Therefore, studying the CVD graphene growétimanism is essential to improve
and control graphene film quality. Ruoff et af'' used isotopic labelling of the C
precursor to study the CVD growth of graphene meisma. Their experimental work
included introducing normal methan&GH,) and **CH, to the growth chamber in a
sequence that took the advantage of the fact telt € isotope has different Raman
modes due to the mass difference betw€€nand'*C. They concluded that the CVD
graphene growth mechanism is either surface adsorgbr metals with low C
solubility such as in Cu, or segregation, whiceégsompany to high C solubility metals
like Ni. In this work, the transition between theot mechanisms (surface adsorption
and segregation) is investigated. The Cu-Ni alloyspositions ensure covering the C
solubility range between pure Cu (low C solubilignd pure Ni (high C solubility);

therefore it been used as a catalytic substrateemod
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3. Methodology

3.1.Introduction

This chapter describe in detail the CVD system usdtis study. The characterization
techniques used to examine the grown graphene firasalso presented with their
physical principles outlined. Two main techniques ased, Raman spectroscopy and
scanning electron microscopy (SEM) to charactehsecarbon thin films grown on the
catalytic surface. Raman is a quick and accuratbnique for the identification of
carbon allotropes, coupled with SEM to study therphology of the films a better
understanding of their properties can be achie@®dw Discharge Optical Emission
Spectroscopy (GDOES) was also used as a complemeamalytical technique; it is

typically used to depth profile elements with igrin this study (C, Ni and Cu).

3.2.CVD system
CVD systems are classified according to their wagkiemperature, chamber pressure,
the way that substrate is heated, reaction aaivatiethod, gas flow rate, deposition

time and precursor nature (Figure 3'1)
However, all different types of CVD must have féasic units:

* Precursor delivery unit: this unit supplies precursor materials to the tieac
chamber in a controlled way after mixing with carrand diluent gases.

» Energy source:this provides the energy, usually heat, requicethé reaction
vessel to start the precursor’s reaction, and lsoaintain a given temperature

level during the reaction time.
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* Exhaust gas unit: this removes the by-products and unused gases tinem

reaction chamber via pipelines and pumps.

e Control unit: this includes Mass Flow Controllers (MFC) whichegethe

volume rate of flowing gases constant through thecgss, and also include

pressure gauges and temperature controllers.

_I
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— Thermal CVD
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—— Combustion CVD
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Figure 3. 1. The seven main types of CVD methodsassified based on processing parametéta

The CVD system used in this study is an open flowvviall homemade system which

was designed to meet the four basic requiremertteeo€VD process.

The gas delivery unit has three gas lines (Figugd, 3lethane (Cl), Hydrogen (H)

and Argon (Ar) which are all supplied at a highipu(99.95%) (BOC, Guilford, UK).

Methane is a carbon source for CVD graphene, whiatonsider a saturated, highly
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stable hydrocarbon; it has a low C-H bond energyt18 kJ mot) **. One role of
hydrogen is to remove any native oxides on the Immigace during the annealing
process and to dilute methane, which certainly plagle in CVD graphene. Argon is
usually used to increase background pressure dwgiagth and is also consider a
diluent gas. For safety, the gases were providgdedCVD system from a central gas
supply, and gases are delivered to the laboratpmdxical grade stainless steel pipes.
Regulators, at the end of each pipe in the labgratmntrol the pressure of the gas and

ensure to feed the system at constant pressuia).l b

Figure 3. 2. CVD mixing-delivery unit. Nylon pipes(blue) deliver the gases to MFCs, which control théow
rate. The red arrow shows the flow direction for asigned gas through the diaphragm valve which is corected
to one end to MFC and four-way pies in the other. fie flowing gases mix in the four-way connector andnter
reaction chamber through inlet end.

The CVD system is connected to a pressure regulatdlylon pipes. The mixing-
delivery unit consists of MFCs (MKS Instruments 9A7B), one for each gas, which

controls the pre-set volumetric flow rate. Each Mi&s calibrated for a specific gas, so
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each gas has its manufacture designated and ¢adbkéFC. Each gas line is isolated
from the other gas lines by a diaphragm valve. §ases, each with its designated
volumetric flow rate, were mixed in a four-way cewtor, one way for each gas and the
fourth one is for the inlet line which is a flex@bmm in diameter stainless steel pipe
(Figure 3.2). A three-zone clam-shell furnace (PR90/600H Lenton Eurotherm)

provides energy to start the growth reactions. filveace heated by silicon carbide
elements with a maximum temperature of 120Gnd a 60 cm isothermal zone length.
The reaction chamber is a fused silica tube 129amg, with 2.2 cm inner diameter,

and 0.3 cm wall thickness (Figure 3.3).

Quartz Tub

e
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Figure 3. 3. Reaction chamber (25 mm quartz tube)ohded with a metal substrate fitted inside a clamkell
furnace (energy source).

The reactant gases are extracted from the reachiamber through a two-stage rotary
vane pump (Edwards RV12). The pump ultimate pres@i2 x 1¢ mbar and it is

connected to the chamber outlet via a flexiblengtas steel tube to minimize the effect
41



of pump vibration on the reactor. A capacitancesguee gauge is fitted between the
outlet end and the pump to monitor the reactorgqumesduring the CVD process. The
CVD rig is connected and disconnected from the piuypa manual in-line lever

operation isolation valve. Both reaction chambedseare connected to the inlet and
outlet by stainless steel fittings and O-rings taimtain a good vacuum during the

process (Figure 3.4).

W
Pressure Gauge

N CERAVAC

~ Outlet

[ — —

Figure 3. 4. Exhaust unit, which removes by-productases out from the outlet end. Quartz tube connest to
exhaust unite via stainless steel fitting. Isolatio valve mounted between the reaction chamber and tary
pump. Pressure gauge located in the way between teit and isolation valve to monitor chamber pressure
during the growth process.

3.3. Growth procedure
In this study, five different concentrations of pep-nickel alloy were used as catalytic
substrates for CVD graphene growth. The substtetes their composition tabulated in

Table 3.1. All the substrates have the same thgsk®®0um and were obtained from
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two different suppliers, Goodfellow (Cambridge, Und Alfa Aesar (Haverhill, MA,

USA) respectively.

Table 3. 1. Substrate specifications used in thisosk.

Substrate Purity Typical Analysis (ppm) Supplier Nae

Nickel 99.98% Co 8, Cr 8, Cu 10, Fe 10, Mg 10, Mn . Goodfellow Annealet
Si 8, Til0,C 70, S 10
Coppe 99.99% Ag 70, Al 1, Bil, Cal,Cr<i, Fe 2, M Goodfellown As rollec

1,Mn<1,Na<1,Ni2,Pb2,Si2,Sn1l

Cu70/Ni3( - Cu 67.3%, Ni 31.0%, Mn 1.0%, Fe 0.7 Goodfellon As rollec
Cu55/Ni45 - Fe 2500, Mn 7500, Ni 45%, Cu balance Goodfellow rélled
Cu33/Ni67 - - Alfa Aesar

The advantage of using thick substrate foil is @&sily of handling especially under
vacuum when changing pressure due to the intraolucti process gases{ldnd CH)
because thin foils were displaced or swept awaysiyden gas flows caused by a
pressure changén addition, thin foils might bend or loss theiatihess during the
loading and unloading process. The foil substratepes, of dimensions ~ 1cm x 1cm,
were cut from a larger sheet with shears, and ongec were clipped to identify the top

and bottom face.

The CVD growth process sequence is representedyurd=3.5. The pump is switched
on first before starting the process, and it ion@mended to leave it running for fifteen
minutes to allow the oil to warm up for better aocohstant efficiency. The metal
substrate is handled with a stainless steel twemzeéroaded in the reaction chamber,
then pushed in further with a polymer stick to temtral position in the quartz tube.
The chamber is then sealed and connected to theynptimp by opening the isolation

valve gradually.
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Figure 3. 5. Schematic illustrates the experimentgrocedure of CVD growth process.

The system is then evacuated until it reaches ltimaie pressure (2xI0mbar) which
confirms that the vacuum system is operating apjatgly and there is no leak in the
system. The hydrogen flow is introduced first fomaaling purposes at a volumetric
flow rate of 2.6 sccm. Once the hydrogen startBow, the system pressure jumps to
3.5x10° mbar (Figure 3.5). The next step is to switchl@nfurnace at a heating rate of
25 °C/min; after 40 minutes it reaches the target alimgéemperature of 100C. The
sample is then annealed under flowing fdr 30 min at 1000'C. Annealing of the
substrate is considered a vital process in CVD lggap growth since it reduces the

native surface oxide and enlarges the grainSize

The growth process begins as soon as methane istéethe reaction chamber with the
reactor pressure increase to 0.1 mbar because girésence of a flow of methane at
5.2 sccm. The CH H, ratio is 2:1 by volume which gives an overall aarkio-
hydrogen atomic ratioRgn) of 0.2. These process conditions have previosklywn
good results for graphene growth on a copper fith #ihe same CVD rig as used in this

work ¢ so it has been adopted as the standard growttiitmons used in this work
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unless otherwise stated. The appropriate growtle tiraries based on the substrate
composition, with an increase in the nickel contesguiring increases in the growth
time. The growth stage finishes when the methéowe i stopped and the substrate is
allowed to cool down either naturally (slow coolingt a rate of 2C/min or by
opening the shell furnace and letting the furnacedol down (fast cooling) at a rate
367 °C/min. Cooling the sample from the growth tempetio room temperature is
carried out under a flowing hydrogen atmospherensure no oxidation of the substrate
occurs. When the system reaches room temperaterdydrogen flow is stopped, and
the system is isolated from the pump by closingisbéation valve. The introducing of
argon flow increases the chamber pressure and iimdlaches atmospheric pressure

(1013.2 mbar) then the chamber is opened and thplsainloaded for characterisation.

CVD is a vapour transfer process, which is atomigti nature,i.e. the deposition
species are either atoms or small molecules or @ the combination of both.
Hence the process is susceptible to any changetheinreactor gas atmosphere.
Alterations of the feedstock purity, substrate cosifion and even the gas pipelines
may give unexpected results. Figure 3.6 shows dnéhase cases when the gas
pipelines became contaminated during the work @ ghoject for unknown reasons.
The contaminant substance swept by gas flow stiadime lines and enters the MFCs
and mixed with reactive gases and as a resultgthghene growth reaction pathway
was diverted(Figure 3.6(a)). Figure 3.6(b) shows the normalodétjpn inside the
quartz tube after consecutive runs. The growth teatpre (1000°C) is near the
melting point of the copper substrate and togewign the low growth pressure and
high vapour pressure of solid copper leads to 8aamt metal evaporation, and
deposition on the inside surface of both quartztebds. Furthermore, after several
growth cycles, the inside of the outlet surfac¢éhatend of the quartz tube is decorated

with carbon (Figure 3.6(b)), which is a normal als#éion for low pressure CVD

45



growth''”. Therefore, inspection of the quartz tube endgeeially the outlet end) gives

a good indication if the gas chemistry is not as iheant to be, Figure 3.6 (c) and (d).

_ Carbon deposit

Figure 3. 6. (a) Optical spectroscopy image of theontaminated copper substrate. (b) Outlet end of th quartz

tube decorated with copper and carbon from continuas CVD use. (c) Contamination during atmospheric
pressure CVD (APCVD) growth, it is evident from figure formation of some unknown liquid by-product. (d

One of the cases shows a yellow residue from liquid/drocarbon previous APCVD run. All presented cass
CVD graphene fail to grow.

3.4.Film Characterization

Graphitic films can be analysed without transferatalielectric substrate, which is a
good way to investigate the effect of the substate growth conditions on the
deposited film. Raman spectroscopy and SEM can ded uo provide sufficient

understanding of the number of graphene layerskisig order, electronic structure,
and surface coverage. GDOES was also used for etengepth profiling, which

delivered necessary information regarding the satesbulk role.
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3.4.1. Raman Spectroscopy
Raman spectroscopy is one of the main charactemsttchniques used to probe both

the electronic and structural characteristics abca allotropes.

The Raman Effect, named after the discoverer S¥.Raman® is an inelastic

scattering of photon by vibrational phonon of taenple'*®. When the photon and the
material interact, the photon can lose part oéitsrgyims. (whereh is Plank constant
andwscis the photon frequency) by transferring it to Haenple and creating a phonon
of energyiQ (Q is the vibration frequency); this process calléak8s (S). However, if
the material transfers energy to the absorbed phictothe emitted photon has higher
energy than the absorbed photon, which happens tilegohoton absorbs phonon, then
the process is called Anti-Stokes (ASJ. Raman scattering provides a good tool to
probe the properties of materials, since each maateas unique vibrational modes. The
phonon dispersion of SLG graphene includes sixdires: three acoustic (A) and three
optic (O) of which one optic (O) and one acousfi Yibrating out-of-plane (0), while
the remaining two optic and two acoustic are vibgatin-plane (i) which are either

longitudinal (L) or transvers (T) photon modes (Fig3.7)**°.

Graphene spectra under Raman spectroscopy mosily thinee characteristic peaks: D,
G and 2D, at around 1350 &m1580 crit and 2700 ci respectively®>. The G band
refers to the doubly-degenerated optical phonoh® @nd LO) at the Brillouin zone
centreI” and it is coming from the first order Raman scattg process. However, D
band originate from double-resonance processes)ving degenerating one iTO and
one defect near the K point. On other hand, 2D baords from a double-resonance

process and is generated from two iTO phono mdeigsire 3.8).
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Figure 3. 7. Phonon dispersion relation of graphenshowing the iLO, iTO, oTO, iLA, iTA and oTA phonon

branches. Figure from 1%,

G D 2D

defect

iTO phonon iTO phonon

h+

Figure 3. 8. First-order Raman process (G band), @phonon second order double- resonance Raman prase
(D band) and two phonons second order double resonee Raman process (2D band). Adopted frorf?>

Raman spectroscopy is a very accurate techniqueHharacterizing graphene atomic
structure and electronic properties, because #@i® bandgap makes all the incident
wavelength resonance. The number of graphene laggrde determined by Raman
spectroscopy because G band intensity increasds wireasing the number of
graphene layers, due to more carbon atoms takimgipathe vibration mode?®

Moreover, defects in graphene structure are alsssiple to detect by Raman

spectroscopy, because D band is activated by dEfedthe use of Raman technique in
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graphene research has been extended to includetiegr@ stacking ordef* strain

detection in graphené>*?®and graphene functional groug$**®

In this work, coverage and uniformity of graphifitms derived from CH-H, gas
mixtures were acquired using a LabRAM HR Evolut®aman system (Jobon Yvon)
with a 488nm wavelength laser and 50 x, normal vmgrklistance, objective lens. The
scan covers a range from 1200 trto 3000 crit in which all the graphene
characteristic peaks lie. The laser power was s&0% with a neutral-density filter
(ND) 10% and the acquisition time was 30 s. All twlected Raman spectra were
analysed and fitted by LabSpec 6-Horiba Scientfaftware. The G to 2D peak
intensity map ratiolgp/lg) in conjunction with a 2D peak full width at hatfaximum
(FWHM) and shape was used to determine the numb@raphene layers present.
Range was set fdep/lg from 1.4 to 0.7 and 2D FWHM from 45 to 60 ¢for BLG.
l,o/lc higher than 1.4 and FWHM of 2D peak less than 45ems considered as
indicating a monolayer or single layer grapheneGglwhile I,p/lg less than 0.7 and a

2D peak FWHM of 60 cihwas considereds indicating a few layer (FLG}®**

3.4.2. Scanning electron microscopy (SEM)

The basic components for any SEM are an electronsgatem to generate accelerated
electrons, an electron probe which is a lens systedna detector to collect the electrons
scattered from the specimen. When electron beaikesta specimen it will interact
with its surface and scatter from the near-surtag&. The scattering volume takes a
pear-shape which is known as the interaction voluAke a result of this process,
different signals are emitted, of which the mospamant are backscattered electron
(BSE), low energy secondary electrons (SE) andacteristic X-rays (Figure 3.5}

Electron energy, specimen atomic number and deos$ithe specimen determine the
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scattering length. The interaction between inconfiagj electrons and specimen atoms
lead to elastic and inelastic electron scatteriBfastic scattering occurs when the
electron interacts with the atomic nucleus withemergy transfer, while when incoming
energetic electrons interact with the atomic etewdr inelastic scattering results with
energy transfer. Forward scattering (inelastictedag) is most dominant in these kinds
of interactions with < dbdivergence angle, unlike elastically backscattariedtrons
with a divergence angle > 90Backscattered electrons (elastic scattering) Hagh
kinetic energy, which enables them to leave theispen towards the vacuum which
gives rise to the BSE signal. Due to their low @geBEs in the bulk are absorbed
quickly by the specimen and only the electrons niber surface can be emitted.
Therefore the SEM image generated when a speciaréacs is scanned with a focused
electron beam represents both SE and BSE signaacht surface point (pixel). The
intensity of the generated electron signals is #enysitive to specimen composition and
topography. Scanning electron microscopy providésga resolution image with high
magnification, it is easy to use by trained userd i does not require special sample
preparation, merely mounting the sample on a cangustub is usually sufficient.
SEM is usually included in any CVD graphene studynteasure the graphene grain
size, graphene coverage and it gives valuable nmdton about the substrate
topography changes after growth. CVD graphene SElges show a different contrast
with different numbers of graphene layers (low casit indicates few graphene layers).
All the SEM images included in this work, were aiced with an XL-30 FEG SEM
(FEI, Eindhoven, Netherlands) with a spot size i3 a working distance of 7.6 mm

and an accelerating voltage of 8 kV.
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Figure 3. 9. Interacting of the incident electron leam with the sample, results in different kinds oemissions,
low-energy secondary electrons (SE), back-scatteredectrons (BSEs), light emission, characteristic-Xay, and
others as shown. Figure from referenc&®.

3.4.3. Glow discharge optical emission spectroscopy (GDCH

The use of GDOES for bulk analysis of metals sthetethe 1960s following Grimm
efficient dc discharge ceft®’ The application of GDOES was extended after the
development of a radio frequency (rf) mode for tibehnique, which makes analysis of
nonconductive materials possible by GDOES. Amoregatiner techniques, GDOES has
advantages of high sensitivity, speed of analysiseasy usé® It can be used for both

thin film analysis, and it can also provide bulkptteinformation down to > 10000 nm

(Figure 3.109**
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Layered Formation of a Surface - Schematic
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Acronym  Technique Information
depth/nm

SIMS Secondary Ion Mass Spectrometry 1
AES Auger Electron Spectroscopy 2
XPS X-ray Photoelectron Spectroscopy 2
GD-OES  Glow Discharge Optical Emission Spectrometry 6
EDX Energy Dispersive X-ray Analysis 5000
WDX Wavelength Dispersive X-ray Analysis 5000

Figure 3. 10. Schematic drawing showing the surfackyered formation with the depth analysis techniges.
Figure from3*

In glow discharge, two electrodes are placed ipacs filled with noble gas (usually
Ar) and a voltage is applied to generate a pladinahe plasma is generated under low
pressure (ranging from 100 to 1000 pa), and itastecally neutral, however, it is not
homogeneous. Gas positive ions move under theeinfe: of an electric field toward
the cathode (Sample under test) and bombardmeheaurface causing sputtering. All
the particles (ions, electrons, gas atoms andeseattatoms) undergo different types of
collisions (Figure 3.11). Full Details of these lsibns is unclear, which make
understanding the glow discharge plasma difficlhen sputtered atoms leave the
sample surface, they quickly slow down to thernmdesis due to collision with gas
atoms. Therefore, they either go back to the sartacsputter the sample by itself. The
sputtered atoms can get excited as a result ofiai@o with electrons or metastable gas

atoms. The excited state of the cathode atomsmimdast for a long time because they
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lose energy by emitting characteristic wavelengtiotpns corresponding to the
elements present in the cathode. Therefore, depthpasition information can be
obtained by sputtering layer-by-layer from the &rgnhaterial and the characteristic

wavelengths emitted are record&d
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ORO I o o i
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Figure 3. 11. Glow discharge processes. Phase lagiha generation and sample surface bombardment. P&
Il, sample surface sputtering. Phase lll, emittingof characteristic wavelength by the excited and dexcited
process. Adopted front®.

The elements depth profile of the CVD graphenegoeréd by HORIBA Jobin Yvon
(Kyoto, Japan) RF GDOES. The test specimen doesrewiire any pre-treatment
except that the size should be >1.5°@nd flat to be able to be held in a designated
position under vacuum. Cu, Ni and C compositionsewdepth profiled with emission
lines 325, 341 and 156 respectively. Argon flashinge is 30 s and sputtering time as
well, so the whole run for one sample takes 1minuieresult curve shows sputtering
time (secondsys intensity (volt), which is possible to converttit concentratiorvs

depth, however, for accurate quantitative compmsitiata, the GDOES depth profiler
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needs to be calibrated for each of the three elesn@rinterest which were beyond the

scope of this work.
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4. CVD of graphene on pure metals

4.1. Introduction

The interest in graphite synthesis stretches laatine>®. The first significant work
focused on attempts to transform amorphous carbographite. Some researchers
proposed that high temperature (36@03500°C) **’ be enough to convert amorphous
carbon to crystalline graphite. While others thdugist heat is not sufficient alone.
However, this was all theoretical ideas with noeskpental supporjl38. Acheson (U.S.
Patent, 568,323, Sept.29, 1896) successfully ctenvecheap and common carbon
materials such as coke or mineral coal to grapbitg his initial work had a very low
yield of graphite. However, by mixing carbon witkt3ron oxide, the yield of graphite
produced increased. Acheson was unsure of theofdten oxide in the improvement,

but he assumed that it had a catalytic effect.

In a parallel study, Banerjee studied the formatbpyrolytic carbon (carbon material
deposited from gaseous hydrocarbon compounds dabsiunderlying substrates at
temperatures ranging from 1000 K to 2500"® by hydrocarbon gas decomposition
over metallic surfaces compared with non-metallidacces. The results show the effect
of substrate composition on the crystallinity ofrgytic carbon films prepared on
active catalysts such as Nickel and f8nThe recent interest in graphene research and
the CVD growth of graphene film has led to a reagal of these early studies.
Graphene can be simply grown by thermal decompositif hydrocarbon gases on
transition metals, including Rtf, Ir**2, F€® P£44 RuM Ni**® and CA4*. This chapter
presents a study of the CVD growth of graphitimélon catalytic pure metal substrates

of Cu and Ni.
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4.2. Interaction of carbon with transition metals

The reactivity of transition metals toward carb@m ®e classified into three degrees of
reaction intensity: weak (e.g. Cu, which is conesede relatively inert to carbon),
moderate (e.g. Ni, which can dissolve a substarigntity of carbon into solid
solution) and strong (e.g. Ti, which reacts strgngith C to form a stable carbide
phase). The reactivity of transition metals witlmbzan is governed by their electronic
structure. Overlapping of the transition metaisrbitals with thep-orbital of carbon is
the pathway for carbon-transition metal reactiodscording to this, the number of
electron vacancies in tlteorbital has a significant impact on transition nhe¢activity.
Metals with nod-orbital vacancies (e.g. Cu and Au) can only desah negligible
amount of carbon in their bulk structure, unlikes tbase of metals with available
vacancies (e.g. Ti) that can react and form stahhbide with variable carbon/metal

ratio (Figure 4.1}*".

The hypothetical mechanism for the growth of carbtiatropes by catalytic CVD is
believed to start by adsorption of hydrocarbon dbahspecies at active free catalyst
surface sites, with the reaction initiating by digation of hydrocarbon molecules to
liberate carbon as a reaction prodtiét Metals with high reactivity to carbon (e.g. Ti)
are considered to be poor catalysts for graphitm tleposition because it becomes
deactivated in a short time by the formation of thetal carbide. The strong carbon-
metal bond blocks free catalyst surface activessited no more hydrocarbon species
adsorption is possibl&*’. Figure 4.1 shows the relative enthalpy of formmatand
carbon/metal ratio for the stable carbide phasa amction of the number of electrons
in the d-orbital. Moving from left to right in the figurecarbon-metal reactivity
decreases as is clear from the trend in carbide dfdarmation. So far, the transition
metals successfully used as substrates for CVDhgragrowth are Ru, Ir, Pt, Ni, and

Cu. Ru is a widely studied catalyst, because ®fcéarbon solubility (0.34 at% at
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1000°C) which is between Cu (0.008 at %) and Ni (0.9)at% Moreover, its single-
crystalline hexagonal closet-packed (hcp) structing forms after heating, ensures
flatness and reduces graphene grain bound&fieshe mechanism of graphene growth
in Ru (0001) as proposed by McCarty group is theesas in Ni.e. diffusion of the C
adatoms to the bulk continues until reaching thpematuration limit*>***2 The
number of graphene layers can be controlled in Rumanipulating the growth
temperature, which in turn controls the C solupifit> Ir has a 0.041 at% carbon
solubility **° which is useful for the self-limiting growth of.& and BLG. However,
due to the large difference in thermal expansiomween Ir and graphene, (Ir
contraction after cooling is 0.8%), the graphenedpced is defected by wrinklég"
The mechanism of CVD graphene growth on Ir (1113imsilar to that of Ru(0001),
which is limited by the diffusion of C from the maébulk to the surface after reaching
supersaturation concentratidf”. Unlike Ni, Ru, and Ir, the mechanism of CVD
graphene on Pt is similar to that of Ga chemisorption growth, due to low C solubility
in Pt (0.0043 at%}****> All of the mentioned catalysts (Ru, Ir, Pt, NihdaCu) are
characterized by low or moderate reaction intensith carbon, which means they do
not form carbides that make them suitable substride CVD graphene. However,
Cu and Ni are most commonly used as a substraggdphene growth, because of their
cost and available grain size. In addition, bothadd Ni can be readily removed from

the graphene film through chemical etching. Figgie shows that the catalytic activity

of Cu and Ni is dissimilar because they have athffit electronic structure.

This explains the difference in carbon solubiliglues for Cu and Ni. According to
Figure 4.2(a)-(b), which displays the phase diag@mi-C and Cu-C respectively,
carbon solubility in Ni is higher than in Cu, and 0.183 w% and 0.004 w%

respectively.
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Figure 4. 2. Carbon —metal phase diagram calculatebly Pandat®’.(a) Cu-C system.(b) Ni-C system.

4.3. CVD growth of graphene on Copper
Graphene films were grown on Cu substrates usiagtindard low pressure chemical
vapour deposition (LPCVD) growth parameters desdtilm methodology chapter (see

Figure 3.5) unless otherwise stated. This CVD syst@as used for previous projects in
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Manchester'® in which case first experiments were used to awpce these

experiments using identical growth conditions inlihg the same substrate.

Raman spectroscopy results from LPCVD grown graplmm25um thick Cu substrates
are shown in Figure 4.3. Raman map of the peaksitieratiosl,p/lg (Figure 4.3(a)) in
conjunction with a map of the 2D peak full-widthlfhenaximum intensity (FWHM)
map (Figure 4.3(b)) indicates the presence of gleigraphitic layer covering the Cu
foil surface. Thd,p/lg range is ~ 1.5 - 2 and the 2D FWHM is in the rang? — 37,
which is in good agreement with the reported Rafiregerprint for CVD single layer
graphené3°. The Raman spectrum (Figure 4.3(c)) reflects ¢aguires found with single
layer graphene, however, the 2D band position2§+3 cnit with ~ 13 cn blue shift
compared with the spectrum found from graphenesfitransferred film onto SKI5i
substrate, which is 2700 ¢hfor the 488 nm Raman laser. The difference betviken
as-grown CVD graphene and the transferred filmldeen recognised previously and is
reported in the literatur€®*® The reason behind this shift is mainly becauseat
grown graphene is under strdfif"***and doping'®>. Following the reported literature
values oflp/lg and 2D FWHM that are characteristic of graphenepmalogy, it is
relatively easy to determine the percentage coeeriggraphene with a different
number of atomic layers. Figure 4.3(d) shows tl@&a#® of the surface is covered with

SLG and only 2 % has BLG coverage with no signldsF
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Figure 4. 4. Raman maps of CVD graphene grown at0DO ‘C, 30 minutes growth time and a pressure of
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When thicker Cu substrates (500 um) are used utideisame growth parameters,
Raman spectroscopy mapping produces results taatiferent from those found with
the thin (25um) copper foil. It is clear from Figure 4.4(a)-(at BLG dominates the
coverage. Referring to the pie chart (Figure 4} (the thicker substrate surface is
covered with 16 % SLG, 74 % BLG and 10 % FLG. Cioated with coverage with

Raman spectra of the three different graphenesli¢éabA, B and C on thep/lg map.

SEM micrographs (Figure 4.5) reveal the differernice®pography between the two Cu
substrates used in this study. Films were growrnhen25 pm thick copper foil show
uniform contrast with almost full surface coveraged a few darker contrast points.
While it is pronounced from the images that thenfijrown on the 500 pum thick Cu
substrate (Figure 4.5(b)) show dark contrast amdjidar grain shapes, furthermore, it is

discontinuous.

@ (6)

Figure 4. 5. SEM micrograph of graphene grown at 100 ‘C, 30 minutes growth time and a pressure of
0.1mbar on (a) 25um copper thick. Scale bar:20pm.nkert higher magnification of the same area. Scale
bar:10pum. (b) 500um thick. Scale bar:20pum. Insert igher magnification image. Scale bar:2pum.

When growth time is increased from 30 minutes t0 dbnutes, graphene grown on the
thin Cu foil still shows uniformity and almost tleame graphene quality as for 30
minutes growth time (Figure 4.6(a)-(c)). This isisstent with reports in the literature

that SLG is not a catalyst for further hydrocarli@romposition, therefore as soon as a
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full SLG coverage graphene film is achieved, th@psw surface loses its catalytic

activity****63
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Figure 4. 6. Ramanl /I, 2D band FWHM maps and spectrum of CVD graphene gmwn at 1000°C, 150
minutes growth time and a pressure of 0.1mbar on $0um copper foil (a)-(c) and 25um (d)-(f).
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Figure 4. 7. Statistics bar graph shows a number ofraphene layersvs coverage percentage for graphene
grown on 25 pym and 500 pm at different growth perids (30 minutes and 150 minutes).
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However, Raman maps of the films grown on thickf@Llindicate FLG and even a few
graphite points when the growth time is increased fimes, Figure 4.6(d)-(f). The
FWHM of the 2D band map shows that the range ~60ci0' is dominant.
Furthermore, ~80 % of,p/l¢ ratio is between ~0.2-0.8 with a few poirsl.5. To get

a clear judgment of the behaviour on both substyajeaphene layers statistics from
both thick and thin foils are presented in onedtert (Figure 4.7). It is clear that the 25
pum thickness Cur foil shows almost no change wiheneixposure time is increased.
However, 500 um thick Cu substrate shows a sigmtichange in the percentage of

FLG coverage as exposure time is increased.

4.3.1. Impact of copper substrate thickness

The effect of copper substrate thickness on thebeuraf graphene layers grown during
CVD deposition has not been previously reportetthéobest of the author’'s knowledge.
This might be attributed to the fact that the ieflae of carbon solubility in copper is
neglectable and that graphene growth is mainlybated to the catalytic decomposition
of the hydrocarbon on the copper surfaceAnother possible reason is the cost of thin
foils compared with thick ones and, possibly, mongortantly, the time required to
etch a thin foil (when transferring graphene) isslghan for a thick foil. This is
supported by surveying the literature on CVD gragghdilm growth on copper
substrates (Figure 4.8). This survey reveals tB&b 8f published literature used 25um
thickness copper substrates with fewer reports ®@flZb pm substrates. However,
Fange et al. studied the effect of copper substhat&ness on BLG formation on the
outside surface of a copper enclosure. Their resoalhfirmed that by reducing substrate
thickness from 125 um to 57 um, more carbon diffasdccurs from the inside to the
outside surface, which leads to an increase in ragee of trilayer and quadlayer

films!64,
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Figure 4. 8. Pie chart shows the percentage of compsubstrate thickness used in CVD graphene growths
reported in the literature 165-1%

Further investigation of the effect of copper stdust thickness on the mechanism of
CVD graphene growth required more study of différeopper substrate thicknesses
under the same growth conditions. Two further coppstrates were added to the
study, ordered from the same supplier, with thiclsnealues of 250 um and 1000 um as

indicated in Table 4.1.

Table 4. 1. Copper foils used in CVD graphene growtstudy.

Thickness (um) Supplier Purity Product number Pre-teatment
25 Goodfellow 99.9% CU000359 As received
250 Goodfellow 99.99% LS467111 As received
50C Goodfellown 99.99% LS45992. As receivel
1000 Goodfellow 99.99% LS445218 As received

Figure 4.9 shows Ramahp/lc map, 2D FWHM map and SEM images for four
different copper substrate thicknesses. ReadingaRamaps and looking at SEM
images, the variation in graphene coverage withpepghickness is clear. Further
analyses of the data in Figure 4.9 are requiredefme the number of graphene layers

on the surface.

64



lo/ls 2D FWHM

500 um 1000 um

250 um
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Figure 4. 9. Raman spectroscopy,b/l ¢ and 2D FWHM maps with SEM images (scale bar:10pmgf catalytic
CVD graphene grown at 1000C, 0.1 mbar and 30 minutes on 25um, 250um, 500 pnmaa 1000 um copper
thicknesses.

Figure 4.10 shows the percentage of SLG surfacerage of the graphene film with
different layer thickness, based on the Raman spxipy map (Figure 4.9), plotted
against substrate thickness. This shows the effesubstrate thickness on graphene
number of layers. SLG coverage shows a decreaseindgteasing substrate thickness,
declining from 98 %, for 25um thick copper foil, 16 % for 500 um and 1000 pum
foils. However, both BLG and FLG coverage increaseth increasing substrate

thickness.

65



I ! I [ I l_
100 - 1.36
b |
“J1.19
e 80- ]
T A~ - 11.02 5
o . | =4
2 0.85 =
S 60- 85 ¢
o 1 c
0] 068 ©
Q o
O 404 | c
o)
g 0.51 2
0] ©
3 0.34 O
O 204 .
0.17
0 1 T T T T T T T T T r 0.00
0 200 400 600 800 1000

Substrate thickness (um)

Figure 4. 10. Distribution graphene coverage's copper substrate thickness. Blue dash line calcukd carbon
content for each copper thickness.

4.3.2. Possible growth mechanism

To interpret the increase of graphene layers numiirincreasing substrate thickness
we inspect the Cu-C phase diagram (Figure 4.2fd)growth temperature (100°GE)
the equilibrium C content in Cu is low) and expesitally, the value reported by
McLellan is 0.005 wt.%*°. Lopez et al. measured carbon solubility by anroved
combustion analysis, which shows values 50 timeallemthan reported data (1.4 £ 0.1
wt.ppm at 1016C) **°. From this, he modified the Cu-rich side in the Cequilibrium
phase diagram as depicted in Figure 4.11. Carblubitty in copper might be very
low and is usually neglected for small copper vadsnie.g. the 2im thick substrate),
however, when the copper substrate thickness isesgdts effect should be considered.
Considering Figure 4.10, the amount of dissolveth@a increases with increasing
copper volume. For example, a 1 cm x 1cm area®fRth um thick copper substrate

can dissolve 0.03136 pg of carbon at 100@taking the carbon solubility value as 1.4
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wt.ppm ). However, the same area of the 1000 purstgatle can dissolve about 1.2544
g under the same conditions. To fully cover ¥ ofrcopper substrate by SLG requires
3.81x16° carbon atoms, which is about 0.08 pg of carboris Value can be used to
estimate how many layers of graphene can form tr@rdissolved carbon in the copper

volume. For the 25um substrate, the dissolved caimbulk can form 0.4 SLG that is
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Figure 4. 11. Equilibrium phase diagram of the Cu-Csystem at the Cu rich sid&° with the schematic diagram

of proposed graphene growth cycle on Cu. During arealing process, carbon concentration inside Cu bulk
assumed zero. Carbon liberated at 1000 by thermal-catalytic decomposition process and st dissolve value
related to Cu thickness.

less than the amount required for complete SLG ramee Therefore, this might suggest
that the majority of the graphene film forms thrbusurface reaction growth, which
agrees with our experimental results and literauaieies™’. However, the amount of
carbon dissolved in the 1000 pm thick substratiificient to grow 16.47 SLG layers,

assuming the carbon segregates to the surfacegdrooling. The proposed film growth
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cycle is shown schematically in Figure 4.11 in cmation with the part of the Cu-C
phase diagram of most interest for our experimeotalditions. During heating and
annealing under hydrogen, the copper substratesisnged to have zero carbon content.
When methane gas is passed through the CVD reattt®00°C, carbon starts to be
liberated by catalytic-thermal decomposition at siieface and diffuses into the metal
bulk. Given sufficient time, the carbon will fulsaturate the metal. When the precursor
gas flow is stopped, and the sample starts codiavgn to room temperature, the carbon
solubility value decreases, and carbon diffusesatda/the metal surface. Therefore, the
influence of carbon solubility increases when thiessrate volume increases and in turn

the amount of carbon that diffuses from bulk-tofgce increases as well until the

saturation limit is achieved.

Figure 4. 12. SEM images of graphene grown on 25un250um, 500um and 1000pm thickness copper
substrates at 1000C, 0.1 mbar, 2:1 CH;: H, and 40second growth time. Scale bar: 10pum.
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Based on this hypothesis copper substrates withlesnthickness will saturate quicker
than those of high thickness. To test this, growhes were reduced as much as
possible and growth performed under the same psocamnditions (pressure,
temperature and CHH, ratio) on the same substrates. With a short grotirtie (40
seconds), copper substrate thicknesses of 25 pon 26 500 um, and 1000pm shows
different film grain size and coverage. From SEMmgraphs, the estimated grain size
is~4 um, 1.8 um, 0.85 um, and 0.75 um for the@5 250 um, and 500 um and 1000
pum substrate thickness respectively. Furthermandase coverage also changed with
substrate thickness,e. larger surface coverage (~80 %) was observed tior t
substrates, while a smaller area coverage was dedofor thick substrates (Figure

4.12).

4.3.3. Growth at different temperature and pressure

It is clear that the use of different thicknesspapsubstrates has a significant influence
on the morphology of the CVD grown films. If ouroposed mechanism of the
diffusion of C into the substrate, followed by i@jen of carbon on cooling, is correct
we would expect the substrate temperature and gessyre to both influences the

morphology of the grown films.

CVD experiments were carried out using the same: €kl ratio by volume (2:1) and
growth time (30 minutes), with the growth perfornmmakr a range of temperatures (600
- 1000°C) and with background pressure between 0.1 arfifar. For low pressures
of 0.1 mbar, at 600C the Raman spectra of the films only show a G pgtosition
~1594 cm' and a D peak at ~1361 eémvith no sign of a 2D peak (Figure 4.13). This
Raman feature is believed to be a fingerprint obarhous carbd. Interestingly, the

intensity of the G band and D band both decreasefid@ 'C and had completely
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vanished at 800C. This is probably because the carbon desorptitmat this growth
temperature is larger than the adsorption ratetalilee evaporation of copper from the
surface®®. SEM images (Figure 4.13) shows that surface renigly begins at 70fC
with obvious steps forming at 80G. Increasing the growth temperature to %0Gnd
1000°C, graphene starts to grow which is indicated &y @and 2D Raman bands in
conjugation with the SEM images. The increase efgiowth pressure to 0.65 mbar, at
600°C and 700C growth temperature leads to the growth of amauph®, however, at
800 - 1000 C we observe a 2D peak, which indicates graphemetron the surface

(Figure 4.13).

0.1 mbar 0.65 mbar
| |
— T T 1 ] T — T T
%, - 4 : o
1 ¥ o 1 1 ©
: A o
PR T i M Gl PSR e I S I el il
, 18
o
= ] ©
iy -A—L—A—-—d\—‘r—k——- @
= ntriarnsraneinel) i ) P T
&, ]
= (&)
= 1S
o
g =
E | . ®
c L1 | ! P I T N S
£ ©
©
4 11 S
0 SRV WYV 3 ; \/\./LN
NI R N
- o
{ 1 = 1
PR R B R . B | - L A
1500 2000 2500 3000 1500 2000 2500 3000
Raman shift (cm”) Raman shift (cm™)

Figure 4. 13. Panel shows Raman spectrum and corpgsndence SEM micrograph for CVD graphene grown
over a 500um copper substrate. The growth conditianare as follows: temperatures 600.000°C, pressure 0.1
and 0.6 mbar, CH;: H, ratio 2:1 and exposure time 30 minutes. Scale basum.
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Since growth pressure in the CVD system is comtdolby flow rate,i.e. increasing
total gas flow rate increase the chamber presgugegfore, increasing growth pressure,
is accompanied by an increasing carbon concemtratithe reactor. At 80(C growth
temperature and 0.1 mbar background pressure,aphgne growth occurs because the
carbon desorption rate is higher than the adsorptite. However, when the pressure is
increased to 0.65 mbar, the concentration of camboreases as well and therefore the

adsorption rate is higher than desorption f4te

4.4. CVD growth of graphene on Nickel

Repeating the same growth conditions with 500 piektNi substrate shows a thicker
graphitic film forming on the surface. Raman spestopy and SEM images confirm
the growth of a graphite layer (Figure 4.14). Thebon solubility in Ni is much greater
than in Cu, and this difference influences the fgmwth times. We have noticed that
no growth occurs on the Ni surface before 210 mimsich is different from Cu

substrates which require very short growth times &fmin.

(a) (b)

Raman intensity (a.u.)

Ni

1400 1600 1800 2000 2200 2400 2600 2800 3000

Raman shift (cm™)

Figure 4. 14. CVD graphene on 500 pum Nickel substi@ at 1000°C, 0.1 mbar, CH,: H, 2:1 and 210 minutes
growth time. (a) a 100 point Raman spectrum (insert2D band fitting). (b) SEM image. Scale bar: 5 um.
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Weatherup et al. defined this period before thewgtoof a graphitic film on the

catalytic surface as the “incubation perié® This is the time required to saturate the
substrate with carbon before any nucleation procass take place. The incubation
period is related to the ability of the Ni substrab dissolve a specific amount of
carbon, which in turn is highly dependent on thiesstate thickness. Therefore, growth
performed under the same conditions with differémtknesses of Ni shows a linear
relationship between a substrate thickness andittie needed to achieve a surface
saturated with carbon (Figure 4.15). The mechafsn€VD graphene growth on Ni is

a diffusion-segregation proces®. the Ni bulk acts as a carbon reservoir that, durin
the cooling process, segregates carbon to thecsurfaerefore controlling the amount

of carbon that segregates from the bulk to theasarhas great impact on the produced

graphitic film.
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Figure 4. 15. CVD of graphene on three different Nfoil thickness, 25um, 250um and 500 pm. The red mieer
is 1um Ni /SiG/Si film substrate. Blue dash line calculated carbo content for each nickel thickness. Growth
conditions, 1000C, 0.1 mbar, CHy: H, 2:1.
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One of the strategies used to control the Ni b@gervoir effect is to reduce the
reservoir volume itselfi.e. grow on a low thickness substrate. Growing oruced Ni
thicknesses (250 pum and 25 pm) shortens the inoubabhd hence the growth time,
however, the graphitic film quality is the same doehigh carbon amount that is
dissolved and precipitates on the substrate su(feigere 4.15). The dissolved carbon
in Ni can be reduce by reducing Ni thickness, tfeeeg by using thin film technology
1um thick Ni films were deposited by magnetron tgririg on SiO2/Si surfaces. One of
the advantages of using thin films is the abil@yfdrm a flat Ni surface, which does not
need any further surface preparation proce¥sddoreover, using thin catalytic films is
a good technique to control the number of segrelgagtaphene layeré®® Raman
mapping results from CVD graphene grown on 1um ig&i film is presented in
Figure 4.16. It is clear from the collected Ramafl ratio that the distribution of the
number of graphene layers is improved compared tivéghmassive Ni foil (Figure 4.14)
which was almost completely covered with grapHfi@m thel,p/Ic map, the coverage
is estimated to be 70% FLG, 20% BLG, and 10% SLGe hon-uniform surface
distribution of SLG, BLG and FLG is attributed teetpolycrystalline nature of the film
because the graphene flakes strongly depend oarttherlying Ni grain sizé® It is
evident from SEM micrographs in Figure 4.16 (d)4tegt the Ni film grain boundary
density is high (grain size range 5.6-39.5%ymwhich in turn can serve as nucleation
sites for FLG and a pathway for carbon diffusiowaed the bulé®*> The grain size
of the Ni thin film deposited by sputtering dependspreparation conditions (substrate,
substrate temperature, and pressure). Furthermonealing at high temperature ~ 1100

“C under hydrogen might increase the grain &ze

Segregation of carbon to the Ni surface has beetest intensively by Blakely and co-

workers’4112:205
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Figure 4. 16. CVD of graphene on 1um Ni/SigSi film substrate. (a) moreover, (b) 12D/IG and ® FWHM
Raman maps respectively. (c) Raman spectrum labetlen the map. (d) and (e) SEM images of graphene/Ni
thin film. Scale bar: 20um and 5pum respectively. Gowth conditions, 1000°'C, 0.1 mbar, CH,: H, 2:1 and 30
minutes growth time.
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Figure 4. 17. Schematic diagram shows the dependen®f the three Nickel surface coverage states on
temperature. Graphene segregates at I (segregation temperature) and graphite precipitateat Tp
(precipitation temperature) point .
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Their work identified three different states; l@arbon coverage, which is comparable
to the concentration of carbon in bulk, this usualppens at high temperature. Carbon
monolayer coverage, which forms at the intermedieteperature, the stability of this
phase is over ~ 100°Gbetween 1100 Tand 1000 €. The third phase is graphite
precipitation that covers the surface at low terapge (Figure 4.17). Blakely
attributed graphene formation on the Ni surfacehigh temperature to the greater

binding energy or entropy/carbon atom in the graplié

Ramanathan and Blakely evaluated the equilibriumcentration of adsorbed carbon
atoms from a ClH, gas mixture on Ni (111) surfaé®. Their calculation is based on
Dunn, McLellan and Oates solubility data and Eiz¥gband Blakely equilibrium
segregation dat&’. In a system containing a G, gas mixture in equilibrium with
Ni, carbon may exist in three locations: in the phase, on the Ni surface and in the Ni
bulk. Assuming the carbon in all these states igquailibrium, the carbon solubility

limit and segregation limit in terms of gases p@rtpressure can be expressed

respectivel§
In(pcn, /Ph,) = —13.36 + 0.95/kTp 41
In(pcy, /ph,) = —13.72 + 0.89/kTs 4.2

Figure 4.18 is a plot of equation (4.1) and (4.@)sus the reciprocal of temperature.

The diagram is divided into three zones:

1. Three-dimensional graphite precipitates,
2. Dilute surface coverage

3. A condensed monolayer phase in between (1) and (2).

To get more advantage from the diagram, experimergles collected from the

literature are plotted on the diagram. Scattergzbemental points reveal that working
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in graphite precipitate zone is more likely, inéhgl even this work (the red marker).
This might be attributed to the fact that usin@a pcra/p’2 ratio needs, in principle,
long growth times that eventually allow the bulkbtecome fully saturated with carbon,

which segregates upon cooliff
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Figure 4. 18. Experimental solubility’®” and segregation curvé” of carbon in Ni with respect to CHy/H,, partial
pressure at a different temperature. Scatter markes are experimental CVD data collected from literatue
86,145.203,208-21%2ad marker belongs to this work.

Working in the dilute surface coverage zone in ugogfion with low growth
temperature (900C) has also been reported by some grdfipehe benefit of reducing
growth temperature is to lower carbon solubilitarf@on solubility is 0.25 and 0.19
wt.% at 1000C and 900C H, respectively). Experiments in very dilute hydrdmar
atmospheres (6 sccm GHL400 sccm bwith pepd/p’az ~ 0.004) show no film growth
(Figure 4.18), which is attributed to insufficiecérbon released during the exposure

period to hydrocarbon.
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4.4.1. Impact of cooling rate
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Figure 4. 19. Experimental data collected from liteatures®145203298-214cattered on cooling rate vs ChiH,

partial pressure.

Controlling the cooling rate of the Ni substrateidg graphene growth has a significant
impact on controlling the segregation proc&%8“ Figure 4.19 shows the effect of
cooling rate and hydrocarbon concentration on éseilting graphene film uniformity.

At low methane concentration®c(/p’h2 ~ 0.004), the solute concentration to be
segregated upon cooling is not sufficient to prangtaphene formation on the Ni
surface. However, increasing methane concentrgigqn/p®, 0.005-0.0055) results in

the formation of 1-2LG, if the samples are cooleder low cooling rates, which helps
to segregate carbon under equilibrium condifil@ns Further increase of methane
concentration results in FLG at low and high cogplrates (Figure 4.19). The effect of

Ni thickness is also clear, for this work, 1um &@® pm Ni substrates were subjected
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to the same growth conditions; in this case, tienINi film promoted 1-ML graphene,

while the 50Qum Ni foil gave graphite.
Slow Cooling

Sample Depth (a.u.) ——

—
p -
C conc (a.u.)

150

100

50

Intensity (V)

PR ST N T SN U T U T S S A W T T S N T W S A A Y MY S A S A A

- T .
5 10 15 20 25 30
Sputtering time (s)
Fast Cooling

~

(e}
N
C conc (a.u.)

Sample Depth (a.u) ——

100 ]

Intensity (V) "**-,.

50 -

Intensity (V)

4 5 g T
N ) ', A 0.5 1.0 1.5 20 25 3.0 3.5 4.0
g i Sputtering time (s)

I
5 10 15 20 25 30
Sputtering time (s)
Figure 4. 20. GDOES Ni and C depth profile for CVDgraphene grown at 1000C, 0.1 mbar and CH;: H, 2:1.
Cooling rates slow (27C/min) and fast (376 C/min). Three identified regions, | (surface), Il Gubsurface) and

111 (bulk). Top 2-dimensional schematic diagram shavs C diffusion in Ni with accordance to GDOES resttl
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To explore the effect of cooling rate in more detaio Ni foils (500 um) were exposed
to the same growth conditionpcg4/p2H2 0.0204 at 100(°)C) but cooled down at slow
(27 °C /min) and fast (376C /min) cooling rates. Both samples were analysét w
GDOES technique to see the difference in depthilprir the elements of interest (Ni
and C). Figure 4.20 shows the difference betweew sind fast cooling rates. The
surface to the bulk region was scanned using a&80nsl sputtering time. Interestingly,
the depth profile shows three regions: region reeent the surface, Il the subsurface
and 11l the bulk. Cooling the substrate slowlynfrd 000 C down to room temperature
encourage more carbon atoms to diffuse toward tinlace, which is clear from the
depth (thickness of the graphitic film) of the @il compared with fast cooling .
Region 1l is characterized by the Ni intensity i&sing gradually until it reaches a
constant value, which is the bulk. Moreover, théssuface region is a Ni-C solid
solution rich in carbon, which feeds the grapHilim on the surface during the cooling
stage215. At fast cooling rates, the subsurface thicknasfvie times smaller than at
slow cooling, which in turn explains the variation graphitic film thickness on the

surface.

4.4.2. Effect of growth pressure

In CVD, the partial pressure of the precursor gas & considerable influence on the
resulting product$'®2!8 The effect of methane partial pressure on grotivite has
been investigated. The growth pressure is conttdlig the total gas flow rate, by
maintaining the Cll H, ratio fixed. The growth time shows a nonlineardegbur with

growth pressure, Figure 4.21.

Based on the Knudsen equation (equation 4.3) isorgagas pressure significantly

increases the number of gas flux molecatés
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P
J=3.51x%1022— 43
VMT

WhereJ is flux in molecules/cfisec., P is gas pressure in Torr, M is the gas cutde
weight in g /mole, and T is the reactor temperatiwreKelvin. However, not all
molecules that strike the substrate take partergtiowth process, because they need to

stick (adsorb) on the surface first,

Therefore, calculating the adsorption-isothermédach growth pressure will highlight
the time-pressure trend. According to the Langnauisorption-isotherm model for a
single adsorbate case, methane surface cove@gean be calculated from the
equation:

KeunCH4

—_— 4.5
1+ KequPcha

Ocha =

Where Pchsa is methane partial pressure in Pasc#ls,is the chemical reaction

equilibrium constant, expressed by:

K= kforwalrd 4.6

kreverse

Moreover k is the chemical reaction rate for the forward eskrse direction:

E
k=Aexp (— ﬁ) 4.7

A is the pre-exponential factor, for forward react{@adsorptionA= 10 (1/pa.s) and for
reverse reaction (desorptiod= 10" (1/s), calculated according to Transition-State
Theory?'® E is the activation energy barrier, for methane &dapon Ni is 0 (J/mole),
and for desorption is 37550 (J/mol&y. R gas constant (J/K.mol) and T is the

temperature in Kelvin.
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The results of the methane adsorption coverageledlon are presented in Figure 4.21.
It is obvious from Figure 4.21 that methane coveramcreases exponentially with
increasing partial pressure. In fact, surface carancentration related directly to the

number of methane molecules stick on the metahsarfsurface coverage).
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Figure 4. 21. Effect of growth pressure on CVD grapene growth time. Blue solid line is a calculated athane
coverageo.

Consequently, high carbon surface concentrationwages short growth timese.

210 minutes at pressure 0.11 mbar reduces to 25tes using 0.65 mbar pressure.

4.5.Conclusion

In conclusion, chemical vapour deposition of graghen two pure metals (Cu and Ni)
having the same thickness has been performed a@&ndesulting films characterised.
CVD graphene on 500um Cu leads to ~ 74% BLG comgawith 96% SLG on 25um

under the same growth conditions. The effect oftidokness on film composition is

significant as revealed by Raman spectroscopy fdata four different Cu thicknesses.

SLG coverage declines with increasing Cu thicknegsle both BLG and FLG
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coverage increases. We attribute this behaviotingajuantity of dissolved carbon that
increases with increasing Cu thickness. On theroiand, CVD of graphene on Ni
needs longer growth times (up to 210 minutes), Wwisaequired to achieve the surface
or subsurface saturation condition. Raman fingetprdf the films on Ni substrates
confirm they are graphite. The mechanism of graphgrowth by CVD on Ni is
diffusion—segregation, where substrate thicknesyan solubility and cooling rate all
have an impact on the grown film. GDOES depth pesfof Ni and C from the sample
cooled at low and fast rates identified three zorlde surface which is almost a
graphite film; subsurface, which is a C rich C-Mlii@ solution, and the bulk which is a
Ni rich C-Ni solid solution. The subsurface zonepamxds during slow cooling and
shrinks with fast cooling, which in turn influencbge segregated graphite layer on the

surface.
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5. CVD of graphene on Cu-Ni alloys

5.1. Introduction

Copper and nickel are adjacent elements in theogheritable; moreover, their atomic
numbers (29 for Cu and 28 for Ni) and atomic wesd®3.54 for Cu and 68.71 for Ni)
are very close. They are also completely mutuallytde in both the liquid and solid

state as shown in their equilibrium phase diagf@nFigure 5.1.

Nickel is commonly used as a catalyst in the stesforming reaction to convert natural
gas, such as methane, to hydrogen and carbon diokidwever, poisoning of the
catalyst occurs by the deposition of elemental @lvis a challenging problem for its
use?'722% Catalyst surface deactivation by C depositionteen intensively studied in
the past and one method found useful to increasedtalyst lifetime by alloying it with

a less active metal for hydrocarbon decomposisaoh Cu?.
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Figure 5. 1. Cu-Ni phase diagram. Adopted fronf?.
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The catalytic activity of Cu -Ni alloys for hydrogation reactions has been investigated
intensively 2% Dowden and Reynold found that Ni activity towabgnzene
conversion declines rapidly after adding Cu to dley and they attributed this to Cu
valence electrons filling the Ni 3d-band holes (Fig5.2(b)>

(@)

0.35
|
—e— Experimental

0.30

0.25

0.20 4
0.15 1

0.10

Carbon wt.%

0.05 4

0.00

0 20 40 60 80 100
Cu wt.%

—_
(o)
S

804 "o
60 -
40

20 - Q

Pass conversion of benzene %

Copper (at.%)

Figure 5. 2. (a) C solubility in Cu-Ni alloy as mesured experimentally 2> and calculated by Pandat™’. (b)
Effect of Cu content on Ni activity in benzene hydogenation at 1 atm and 106C %%,

Both theoretical studies and experimental resutgehfound that alloying Ni with Cu

decreases C solubility in the Cu-Ni system (Figbt2 (a)). Combining the high
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catalytic activity of Ni with the low C solubilitpf Cu is a promising route to control a
number of layers of graphene during film growthe Xt al. reported the growth of 300
pm domain size AB-stacked BLG with the Cu vapousisaance on 25um thick
electrodeposited Cu85-Ni15 alléy’. Liu and co-workers achieved 95% SLG graphene
coverage on a 300 nm Cu94.5-Ni5.5 film substrateydver, by increasing the Ni
content to 10.4 % the produced graphene was 89% BY. Ruoff et al. have
investigated the CVD of graphene on commercial GNBF.8*° and Cu90-Ni1G*®
alloy; they found that the thickness of precipithtgraphene is influenced by both
growth temperature and cooling rate. Cu-Ni allap fiim have been previously used to
synthesize graphene, Jeon et al. found that thebeurof graphene layers can be
controlled by controlling the Ni content in the ®lithin film %", Prior studies using
Cu-Ni alloys as a catalytic substrate for CVD grapd are limited both in number and
composition range studie@*2** therefore further study is required. In addititn
studying the feasibility of CVD growth of graphemie Cu-Ni alloy substrates, this work

will also provide a better understanding of theerof C solubility in catalytic solid

substrates.

This chapter presents results from experimentierCvD growth of graphene on Cu-
Ni alloys with composition Cu weight percent 70,&td 33 with the balance weight of
Ni. These experiments are compared to films growden similar conditions on pure

Cu and Ni substrates.

5.2. Results

5.2.1. Raman spectroscopy
Figure 5.3 shows thé&p/lc and 2D FWHM Raman maps acquired from 100 points

covering a 40-80 pfrarea of graphene films grown on Cu-Ni alloy suitsss, of three
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compositions, at 0.11 mbar growth pressure,180nd CH: H, gas ratio 2:1 by
volume. Theyp/lg data, together with the 2D FWHM maps, confirmsdbeninance of
FLG coverage over the surface of the Cu-Ni alldye Ibp/lIg values range ~ 0.4-0.6 for
Cu70-Ni30 substrate, 0.2-0.4 for Cu55-Ni45 and @@9for Cu33-Ni67. Furthermore,
the 2D FWHM ranges are ~ 40-60 ¢m60-90 crit and ~40-45 cih for the Cu70-

Ni30, Cu55-Ni45 and Cu33-Ni67 substrates respelgtive
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Figure 5. 3. Ramanlp/lg, 2D band FWHM and Raman spectrum for Cu-Ni alloys.Growth conditions are
1000°C growth temperature, 0.1 mbar growth pressure andast cooling rate.

The variation in thd,p/lg ratio between the three Cu-Ni alloy concentratioas be
identified from the Raman spectra data in Figui2 2 relatively high D peak was
observed in the Cu55-Ni45 spectrum, which is uguadl indication of structure defects
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and edges in graphene. However, no such bandsseerein the films grown on the

Cu70-Ni30 and Cu33-Ni67 substrates.

A noticeable change in thep/lg ratio occurs when the growth pressure increases to
0.65 mbar. Looking at Figure 5.4, the values ofitttensity ratio are ~ 0.45-0.9, 0.2-1.3
and 0.5-0.9 for Cu70-Ni30, Cub5-Ni45 and Cu33-Ni6idbstrates respectively.
Graphene number of layers statistics, acquired fRaman spectroscopy results, are

presented in Figure 5.5.

Cu70-N

— B / =0 kLl . 23

Figure 5. 4. Raman }p/lg and 2D band FWHM Cu-Ni alloys. Growth conditions ae 1000 °C growth
temperature, 0.65 mbar growth pressure and fast cdiog rate.

The effect of Ni content is noticeable on the graphilm thickness. Moving from 0 %
to 100 wt. % Ni, the coverage of BLG declines, whihe coverage of FLG increases.
The C solubility for the corresponding alloys is@included in Figure 5.5 for a better
understanding of the results. The increase of Gbddl that occurs with increasing Ni
content is reflected by the increasing thicknesthefgraphene film. By increasing the

solubility of C, the ability of the substrate tassiblve C into the bulk increases. In fact,
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introducing Ni increases not only C solubility balso increases its catalytic activity

towards hydrocarbon decompositiGfi>:

m SLG e BLG FLG

100

80
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Coverage (%)

20

0 20 40 60 80 100
Ni content (wt. %)

Figure 5. 5. Effect of Ni content on the thicknessf CVD graphene. Coverage percentage of FLG increas
with increasing Ni content in Cu-Ni alloy. A number of graphene layers coverage calculated based onRan
I,p/lg. The orange dash line represents the C solubilitgata. Growth conditions are 1000°C growth
temperature, 0.65mbar growth pressure and fast cowig rate.

Further evidence for the role of C solubility inntmlling CVD graphene deposition is
the influence of growth time. Figure 5.6 shows tinee required to grow a graphitic
film against Ni content and compares it with thepemmental C solubility values for
each alloy. It is clear that incubation time, whichthe time elapsed before the
appearance of graphene layers on the surfaceaseigy increasing carbon solubility
of the Ni alloy. This observation is consistenttwihe proposed mechanism of CVD
graphene growth on Cu-Ni alloy being a diffusioreqgipitation process. When the

hydrocarbon interacts with the metal surface, Qikerated from the hydrocarbon
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structure due to breaking the C-H bond and hereénttubation time required for the C

to diffuse into the alloy until it reaches a criticoncentration or saturatioti>*>
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Figure 5. 6. Effect of Ni content on growth time. fie area under the curve (grey shade) represents the
incubation zone, which shows no growth on the surt®. The blank white area is the growth zone where
graphene starts to cover the metal surface. The redash line is the experimentally measured Cu-Ni C
solubility values for correspondence alloy from ref®2. Growth conditions are 1000°C growth temperature, 0.1
mbar growth pressure and fast cooling rate.

It is noticed that the trend of the growth timehwiespect to Ni content, is not changed
by growth parameters, e.g. when the growth pressuracreased to 0.65 mbar the
relative behaviour on each composition substratesdwt change, even though the
incubation time is reduced because of the high i@ewotration in the gas phase (Figure

5.7).

89



- }

_— §

£ ]

)

£ 154 %

C

je)

©

O 104

-}

(&]

£
5 - [
0 T T T T T T T T T T
0 20 40 60 80 100

Ni content (wt.%)

Figure 5. 7. Ni content in Cu-Ni alloy versus incuétion time. Growth conditions are 1000°C growth
temperature, 0.65 mbar, growth pressure and fast ading rate.

5.2.2. Effect of cooling rate

Cooling rate of the sample found to play a criticdé in controlling the amount of C in
the diffusion-precipitation process. As demonstdiar pure Ni substrates in chapter
four, the amount of C precipitated on the surfazadases if the C dissolved in Ni
mixture cools down slowly. Growth conditions are tsame as stated previously.
0.11 mbar total pressure, 1080 growth temperature and 2:1 ¢€HH, gas ratio. The
growth time is as presented in Figure 5.6 excepCiowhen 30 mins were used. SEM
images for CVD graphene grown under the same dondibut with different cooling

rates show a clear diversity in terms of surfacescage (Figure 5.8).
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Figure 5. 8. SEM images panel demonstrates the efteof cooling rate on graphene coverage for differg Cu-
Ni alloy concentrations. Growth conditions are 1006C growth temperature, 0.1 mbar growth pressure and
fast cooling rate. Growth time as presented in Fige 5.6.
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The graphene surface coverage percentage was detdriny using Image J (Java
based image processing programme) to analyse thei®Bges in Figure 5.8 for the

Cu-Ni alloy substrates, as well as the pure meftss data is plotted in Figure 5.9.
Under fast cooling conditions, the graphene filrovgb a transition from high coverage
with Cu-rich substrates to low coverage with Nhricompositions. However, during

slow cooling conditions, the behaviour reversedwtv graphene coverage on Cu-rich
alloy substrates and greater coverage with Ni-althys. CVD graphene coverage on
pure metals (Cu and Ni) is also affected by cooliate, however, the difference
between slow and fast cooling rate is not so markedrder to determine the reasons
for this transition in behaviour with cooling raté, is necessary to ascertain the
composition of the alloy (Cu, Ni and C content) &éath the surface on which the

graphene film is grown.
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Figure 5. 9. Cu-Ni surface coverage at slow coolingte 27°C/min and fast cooling rate 376'C. The calculation
based on SEM images in Figure 4.8 using Image J swfire. Growth conditions are 1000°C growth
temperature, 0.1 mbar growth pressure and growth tne as presented in Figure 5.6.
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5.2.3. GDOES results

GDOES was used to carry out concentration-deptfilpranalyses. The advantages of
using GDOES for depth profiling is its high prodegsspeed (~ 1min per one run), and
the analysis depth range is a few micrometres, lwisicot easy to perform with other
techniques such as depth profiling secondary iossnspectroscopy (SIMS§®. The
sample to be analysed is mounted as a cathoderent diurrent plasma. Argon ion
bombardment removes the sample surface atoms, wehiehn the plasma by diffusion.
Characteristic wavelengths emitted from the excidms are recorded by the
spectrometer. By sputtering layer by layer and mdiog the resulting wavelength
signal, it is possible to measure the variatiomlloy concentration using GDOES as a
sample depth probe. The concentration of the ssleetement is proportional to the

measured emission intensities, which expressequat®n 5.3*"
L = a/l(E)CE,M 5.1

wherel g v is the intensity of the emission line of elemEnC », is the concentration
of the element and, g, is a constant. The constant is determined by regidn using
standard samples with a known concentration of dleenent of interest; however,
preparation of the standard sample is expensivealfemnative method is to use the as
received Cu-Ni foils as a standard, although teduces the absolute accuracy of the
data. The correlation between sputtering time amdpde depth was determined using
optical profilometry to determine the sputtered ttep Thus, even if the intensity-
sputtering time curve not converted to its equintleoncentration-depth scale, the
variation in element line emission with respectsfuuttering time can still provide
important information about the relative concembratdepth profile of the elements

studied.
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GDOES is a destructive analytical technique becatrdging the sample surface atoms
forms a crater (Figure 5.10 (a)). Measuring thetlleg the crater provides valuable
information of how the concentration of the desiedeiment changes with depth below
the surface. Figure 5.11 shows the calculated esjiugt rate for one of the Cu-Ni alloys
used in this study. The sputtering rate for purasChigher than that for pure Ni, which
is in agreement with the work of Hirokawa et*alHowever, the Cu-Ni alloys show

different sputtering rate, with the highest valaarid for Cu55-Ni45 (Table 5.1).

Figure 5. 10. (a) An optical-laser image of the ctar created after 30 s depth profile measurement bGDOES
for Cu33-Ni67 samples. (b) Crater depth through A-Bline calculated by laser interferometry.
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Table 5. 1. Sputtering rate for the Cu-Ni alloys ued in this study calculated from crater depth measted by
laser spectroscopy after 30 s sputtering time.

Ni content wt.% Crater Depth (um) Sputtering Rate um/s)
0 4.83 0.161
30 4.9¢ 0.16¢
45 5.10 0.170
67 4.8¢ 0.16z
100 4.32 0.144
0.180
0.175
@ 0.170 }
E 4
2 0.165-
9 ]
2 0.160
2
= ] 1
O 0.1554 l
S |
Q.
O 0.150
0.145 %
0.140 T T T T T T T T T T T
0 20 40 60 80 100

Ni content (wt.%)

Figure 5. 11. Sputtering rate of Cu-Ni alloys, Ni sows the lowest value and the Cu55-Ni45 shows higie
Growth conditions are 1000°C growth temperature, 0.1 mbar growth pressure andast cooling rate

Figure 5.12 showing the sputtering time-intensityfiie for the three elements; Cu, Ni
and C beneath the CVD graphene film grown on Cwéihg fast and slow cooling
rates. There is a clear difference between thalpsobbtained at the different cooling
rates. After fast cooling rates, the profile shastable and smooth plasma intensity for
both Cu and Ni, except at sputtering time < 2 semghthe emission lines intensity
increase, which is attributed to the influencetaf free surfacé”®. The depth profiles

obtained after slow cooling shows an interestingngje in the recorded intensity. For
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Cu70-Ni30 substrates, at sputtering time 2.5 dcaiohg a depth just below the surface,
the Cu intensity decreases and the Ni intensityesses significantly. However, after
10 s the Cu and Ni intensities revert back to tfadls and parallel profile seen with
rapid cooling. However, this effect decreases asNhcontent of the alloy increases:
with the Cu55-Ni45 substrate, the Ni intensity peéskoroader, and the Ni-rich alloy

(Cu33-Ni67) shows almost stable Cu and Ni plasnensities over the measured depth

for both cooling rates.
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Figure 5. 12. GDOES intensity-sputtering time profie for Cu, Ni and C in Cu-Ni alloys at slow and fascooling
rate. Growth conditions are 100°C growth temperature, 0.1 mbar growth pressure andyrowth time as stated

in Figure 5.6.
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The change in Ni plasma intensity near the surféte the highest Ni content substrate
is very small, and for Cu, it is not detectableeTBDOES composition depth profile

data from the Cu-Ni alloys is summarised as follows

1. The plasma intensity of Cu and Ni at the surfacawsays higher than the bulk
(the flat intensity region) regardless of the coglrate.

2. After fast cooling rates, the plasma intensity peos smooth and flat for both
Cu and Ni signal.

3. Slowly cooled samples exhibit disturbances in Cdi ldnintensity at the surface
and subsurface, indicating a local change in attmyposition.

4. The intensity/composition changes with Ni contem, it is more obvious for

the Cu70-Ni30 substrate alloy than for Cu33-Ni67.

The gradual increase in GDOES intensity near tifasel for both Cu and Ni has been
reported previously for Cu-Ni alloys; this is bekeel to be due to the change in the Cu-
Ni composition close to the free surfa&>® The change in surface and subsurface
composition of Cu-Ni alloy has been studied experitally and theoretically, with the
results confirming that the Cu-Ni alloy surfaceaisvays Cu-rich®>*?*3 Figure 5.13
shows Cu-Ni alloy bulk vs surface composition dtetdent temperatures collected from
literature; it is clear from Figure 5.13 that tha-Ri alloy surface is Cu-rich due to Cu
segregation. Moreover, the concentration of Cuhatadlloy surface is influenced by
both the working temperature and the bulk alloycamtration (Figure 5.14). However,
these studies of the Cu segregation phenomena 4Ni @Quixture were all performed

under atmospheric conditions.
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In low-pressure CVD conditions, during annealingd agrowth at 1000°C, Cu
evaporates from the alloy surface, due to the pmiyiof the working temperature to
the Cu melting temperature (1088). The low background pressure (0.11 mbar) also
further facilitates Cu evaporation. Therefore, tencentration of Cu at the surface
decreases. However, the simultaneously Cu diffusfom bulk to the Cu depleted
surface occurs to keep the system equilibratedrettve, when the growth terminates
and the sample cools down at a fast cooling rat876°C/min) the GDOES depth
profile for all the three samples is flat and steashich reflects composition

homogeneity.

Time is an important parameter to achieve segregagiquilibrium; this is simply

demonstrated by the approximate solution of ditfastquatiorf>*

Dt
c® =28 [— 5.2
I T

wherec® andc® are concentrations at the surface (in%grand bulk (in crii) of the
segregated aton) is the interdiffusion coefficient of an atom an@ the segregation
time. Therefore, according to equation 5.2, becatlme composition change is
proportional to the square root of the elapsed tithe characteristic composition will
be a function of cooling rate and at high coolimges sample homogeneity is not
achieved. Interdiffusion coefficient (D) of the segated element has a significant
influence because it determines how fast the atiffursds in the alloy. For Cu in Cu-Ni
alloys, it is found that the diffusion coefficieoft Cu reduces with increasing Ni content

255257 (Figure 5.15).

99



-19

Ex im | .

- 20 L Cu Ni Interdiffusion
E B 4 @ Ilijimaetal
el O A o Heumannd Grundhoff
E 21 | Fitted Results j *
TE' — — D (Cu-Intrinsic) y & 4
g D (Interdiffusion) g
2 . ! ' ]
] #+xeses [ (Ni-Intrinsic)
g
o -23
&
3 24
=
= 25
= ' Y
- i

=26 . 1 B - A 1

0 20 40 60 80 100
Cu (molar fraction [%])

Figure 5. 15. Calculated Cu-Ni interdiffusion at 100 °C, the interdiffusion decreases with increasindNi
content e in the alloy composition. Figure fronf>>.

The C depth profile for all Cu-Ni alloys in thisusly shows higher bulk intensity at fast
cooling rates compared with the slow cooling rdtigure 5.12. This may be due to
short C segregation time during cooling rate. Meegpthere is an increase in C signal
intensity with respect to Ni content also obser¥egure 5.16, where the C signal is
compared for all the substrates studied. For thhpgee of a deep investigation of the
relationship between the incubation time and theo@tent in the substrate, the C
intensity at sputtering time 30 s (which is farnfrdhe substrate surface) is plotted
against the Ni content for both fast and slow gaphate in Figure 5.17. This shows that
the fast cooled samples have C contents in accoedaith the reported C solubility of

the alloy. However, the C intensity difference tnsiderable between fast and slow
cooled samples, with the C content of the slowed@amples being significantly lower

than the solubility limit.
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Figure 5. 16. GDOES C intensity-sputtering time préile in Cu-Ni alloys. Growth conditions are 1000°C
growth temperature, 0.1 mbar growth pressure, fastooling rate and growth time as stated in Figure B.
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Figure 5. 17. GDOES C intensity versus Ni conteniof fast and slow cooled samples. Growth conditionare
1000°C growth temperature, 0.1 mbar growth pressure andyrowth time as stated in Figure 5.6.

The data shown in Figure 5.17 agrees with the pmepodiffusion-perspiration
mechanism for Cu-Ni alloy substrates. The C saiybiimit represents the quantity of
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C that diffuses into the substrate during the iatidn time. When the maximum
solubility concentration is achieved growth of drape on the surface is possible. If the
sample is cooled down fast, then the amount ofaf ¢hn diffuse back to the surface is
small, however, at the slow cooling rate, the galbstremains at an elevated
temperature sufficiently long to allow C to diffusawvards the surface. The difference
in composition between the surface, subsurfacethadulk of Cu-Ni alloy leads to
change in C solubility and diffusivity within theame substrate. Consequently, a
diffusion barrier might be developed, preventing #egregation of C from the bulk
towards the surface under same conditions, possRplaining the low graphene

coverage observed at the slow cooling for Cu70-NiB@ Cu55-Ni45 substrates.

5.3. Conclusion

CVD of graphene on Cu-Ni alloy substrates showsmtimate relationship between the
film thickness and the Ni content. With increasMigcontent, the percentage of FLG,
coverage increases and reaches full FLG coveradg)fb% Ni. This is attributed to the
increase in C solubility with increasing Ni conteifhe substrate surface coverage is
highly affected by the sample cooling rate afteawgh. Cu-rich substrates require fast
cooling to achieve a good surface coverage; orother hand, slow cooling is needed
for Ni-rich substrates. The GDOES results reveat the subsurface region of the Cu-
rich substrate shows a change in composition, aithincrease in Ni concentration,
which might develop a diffusion barrier against i€qgipitation to the surface. The trend
of C intensity of the region far from the surfaddlwe fast cooled samples, replicate the
C solubility trend. The C intensity of slowly codlsamples is much less than the fast
cooled one, which is due to short precipitationiqgueicompared with the slow cooling

rate.
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6. CVD process simulation

6.1.Introduction

This chapter is dedicated to the simulation of @¢D growth of graphene. The
simulation includes fluid flow dynamics, heat triersand gas phase chemistry for the
CVD reactor. Fluid flow calculation is essential@/D because it indicates how the
velocity and pressure are distributed in the CVRroher, which significantly affects
the CVD kinetics. Heat transfer was included beeati$ias a significant influence on
the fluid flow calculations. For example, the dénsif gases changes with temperature
which results in a sequence changes of the velocityases, furthermore to visualise
the temperature uniformity distribution within ti&3/D reactor. By combining results
of the fluid flow and heat transfer calculationkg tresidence time could then be

calculated.

The simulation performed by COMSOL Multiphysics &.2wvhich is a simulation
software with the ability to solve different phyaigroblems based on finite element
analysis (FEAJ® FEA is a numerical method presented for the firse in 1956 to
solve partial differential equation problems. Imsinly used to address the problems in
heat transfer; structural engineering, fluid medt®naerodynamics, and electrostatics
by dividing the system into small elements desctibg partial differential equations
that are connected to each other by nodes whichlema approximate solution of the

problem to be obtained®.

CVD graphene on Cu-Ni alloy is a catalytic growttogess,.e. the reaction between
the precursor gas and the substrate surface gowbmdfilm growth. Therefore,
investigating of this part of growth is based osults of the gas phase chemistry

modelling. The importance of gas surface reactmouwation is to indicate the carbon

103



surface concentration. For the next section, timailgsition methodology and results will
be presented in detail, and it will be covering tbBowing topics: thermodynamics,
fluid flow, heat transfer, kinetics of gas phasect®ns and kinetics of surface

reactions.

6.2. Thermodynamics

In any CVD system, the thermodynamic analysis shael initially considered as it is
vital step in determining whether the reaction mkfest can take place or not at the
given temperature and pressure. The Gibbs fregygrmdrthe reaction is the essential
parameter, the more negative value, the more fieatib reaction to happen, with any

positive energy meaning that the reaction canncti6t

MTData was used, which is a thermodynamic softvpaekage developed by National
Physical Laboratory (NPL). MTData is a single caigp program based on Fortran
code and calculates the equilibria of a given maitiponent system using Gibbs
energy minimisatiorf°®. The software can calculate the phase equilifri@.cand G-
hydrocarbons and has 185 species in its databampireF 6.1 showing the
thermodynamic calculation results of 2:1 by volu@td, and H gas mixture under 0.11
mbar and temperature range 25 - 1200CH, starts to crack at ~ 25, leading to an
increase in bl concentration, and reaches its equilibrium comegion at ~ 450°C.
However, CH continues to decompose with increasing temperatme reaches its
lower value at 1208C. GHg is present between 300-88D and vanishes at > 1060.

At the growth temperature (10GC) the most stable and dominant active species is
C,H; followed by GH,. At ~ 600°C the gas phase contains £8sHs, C;H2 and GH,,
All these hydrocarbons are known to be able to groraphene at low

temperature§®292261.262 ho\wever experimentally at this temperature, rapgene was
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observed on the Cu-Ni substrates with graphene seemon Cu at temperature800

°C in both this study (Figure 4.13) and Lewis evatk. '

107

10°

Mole fraction

10*

10°

10°®

107 T

T T T T -
200 400 600 800 1000 1200

o

Temperature (°C)

Figure 6. 1. Gas phase composition over a range témperature at 0.1 mbar pressure calculated using
MTData. The calculation omitted solid carbon from the gas composition as it is assumed that graphenegth
is a surface process.
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Figure 6. 2. Gas phase composition with solid carlboincluded in the thermodynamic calculations. The oly
significant gaseous species besides ¢&hd H, are H, C,H, and CHa.
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The thermodynamic calculation in Figure 6.1 omitsetild C, however, if C is included
in the calculation, all the active hydrocarbonsisarexcluding GH, and CH. The solid
C deposit starts to show at ~ 3D and equilibrated with the gas phase at ~ %00

Figure 6.2.

Based upon the thermodynamic results (Figure @&)carbon supply to the substrate
from the gas phase is not provided just by,®dt there are also a contribution from
other species which have a higher C: H ratio thay (&.g. GH, andC4H). The
difference in the chemical potential between thi he gas phase (Figure 6.1) and C
chemical potential above the substrate surfaceu(€ig.2) is the driving force for
growth, and can be calculated $5§2°°:

Pc
Au=—RTIn|— 6.1
PC

Where R is the partial pressure of C in the gas phasePghis the equilibrium vapour

pressure of the solid.

Driving force (KJ.mol™)

: , : , :
600 800 1000 1200
Temperature (°C)

Figure 6. 3. Driving force for deposition versus tmperature for Rcy 0.002, 0.02, 0.2 and 0.25.
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Figure 6.3 showing the driving force of graphenewgh calculated for four &, 0.002,
0.02, 0.2 and 0.25. The driving force is sensitv€ concentration in the feedstock, at
high C content the possibility of growth is highhile at low C content the possibility is
low because the etching by H is high. A§#0.2 it seems that at ~ 960G the growth

driving force reaches its maximum value and demsis most likely.

The deposition of the graphitic film in a typicantperature and pressure is, in fact, a
competitive reaction process between three eleméitsH and O?° At high H
concentration, the lifetime of the unstable surf@geposit is short due to etching by H
atoms'”’. However, a C rich gas mixture gives a thick aefédtive graphitic filnf*®. It

is found that adding O to the C-H mixture can hinttee growth process due to the
formation of CO or C@ The source of O in CVD reactor is typically thesidual O
from the substraté®”, and from the atmosphere (even if the system ikiwg under

low pressure there is residuaf).

Therefore it would be useful if the boundaries MBCgraphene in equilibrium with C-
H-O gas phase composition could be determined.r&igu4 is the C-H-O phase
diagram constructed based on Bachmann flleEach side of the triangle represents
the atomic fraction of the binary system in the gasipositionj.e. O-C, C-H, and H-O.
All the points in the phase diagram are experimentak collected from literature of
CVD graphene which combined with experimental woflCVD of diamond collected
by Bachmann. The C-H-O phase diagram divided iht@& regions, the diamond
growth region which is lying in the CO line. Thisgion identified by Bachmann based
on the CVD of diamond experimental work. The diachgnowth region split the C-H-
O phase diagram into two halves, the lower half el graphene or diamond grow.
The upper half is the graphene growth region, whistboundary laying in C-H axis

and starts from X = 0.33, which belongs to CVD of graphene usingmeatic
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hydrocarbon (GH12) 2’ this is the lowest H fraction reported for CVDaghene, and
ends at X = 0.9996 which is the highest H fraction reporteuichi characterise by no

graphene growth.

O diamond
O graphene

0.1 ® no graphene growth
QO undiluted compound

HO ———

X =0/(O+H)

Figure 6. 4. C-H-O ternary phase diagram of CVD ofdiamond which is updated to CVD graphene. The open
black circles are experimental data for CVD diamondcollected by Bachmann®®. The red open circles are
CVD graphene data from literatures®:92:95.107.145,203.204,208-214218 271-2%ha gpen blue circles are undiluted
compounds. The solid red circles for no graphene gwth. The grey shaded area is the CVD diamond regis,
and the light red shaded area is the CVD graphenesgion.

The highest reported fraction of O which succe$s&hows graphene growth by CVD

is Xo = 0.4%"®where the data point is lying on the CO line.
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The use of O in the CVD gas phase composition shmespected enhancement due to
the strong tendency of O to react to C which thelynamically is favourable and

leads to etching of carbon and controlling the drorate®’”.

Figure 6.5 shows an enlargement of the C-H-O coiinethis small region especially
between X = 0.98 and 0.9996 is preferred to graphene growhis is because using a
high fraction H prevents the formation of C in tjes phase and hence avoids snowing

in the reactor.

0.90

\Y
e}
—
G
S
X 0.025
1.00 \__ négrowrth at X,=/0.8996
H // — 7 — 7 >— 0.000 0
0.000 0.025 0.050 0.075 0.100
—_—
X_=0/(0+H)

Figure 6. 5. Enlarge of the H rich corner of the CH-O phase diagram. At H:C ratio 0.9996 no graphene
growth recorded.

The C-H-O phase diagram gives the limits of CVD gragheihich is useful in mapping

future work. As stated earlier, the thermodynamaéculation is an essential step in
CVD process, however, it has a limitation: firstihe calculations assume that the
system is under thermodynamic equilibrium, themeftine software based on the

embedded database predicts products which experityeare not found, such asd
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diamond and liquid hydrocarbon. The user omitsuimeecessary product depending on
his/her experimental knowledge which creates uagest in the reported calculation.
The second limitation, it is difficult to calculatee deposition rate of the solid film
under consideration, because the rate is primaetermined by chemical kinetics.

Therefore, kinetics calculation is urgently neetiedalculate the growth rate.

6.3. Fluid flow and heat transfer

6.3.1.Setting COMSOL Multiphysics

1000 °C
0.1 mbar

Inlet Outlet

— s
(CH/H,) (By products)

+—22cm———>p

Substrate Quartz tube

Figure 6. 6. Sketch drawing shows the CVD reactorepmetry with it operation conditions. The reactor § 125
cm long and 2.2 cm diameter, the red shaded areapeesent the isothermal zone of the reactor which i60 cm
long and heats up to 1006C. The grey shaded areas are the cold zones whialbgcted to natural convection.
The substrate position in the middle of the isothenal zone and the system is working under 0.1 mbargwth
pressure. The reactant gases introduced to the sgsh through the inlet and leave the chamber under
rotary pump action.

Figure 6.6 shows a 2-D schematic diagram of thekiwgrconditions of the CVD
reactor to be modelled. The reactor is 125 cmngtle and 2.2 cm in diameter with a 60
cm length heating zone at 10%D. The reactor has an inlet point, where the gasuns

is introduced to the system, and an outlet poinhected to a mechanical pump which

brings down reactor pressure to 0.1 mbar. TheImsatsstrate (1x1 cm) located in the
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middle of the heating zone and the gap betweemhakttem surface of the substrate and
the quartz wall is ~ 3 mm. Moreover, the two paftshe quartz tube laying outside the

heating zone subjected to natural convection viighlaboratory atmosphere.

Based on this sketch, the 2-D space COMSOL geonoétitye model is built including

the real reactor dimensions and working conditions.

The next step after building the geometry is meghie. breaking down the geometry
into nods. The geometry meshed to 55819 elemenfisuofdifferent types, triangular,

guadrilateral, edge and vortex, Figure 6.7.
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Figure 6. 7. Image snapshot of the middle of theathermal zone after the geometry meshing processhe total
number of elements is 55528 divided by 49696 triantar elements, 5835 quadrilateral elements, 2964 gel
elements and 12 vertex elements.

Fluid flow and heat transfer interfaces coupledtoon-isothermal flow Multiphysics
interface, because according to ideal gas lawpgaerties affected by temperatdfé
By using this modelling environment embedded in CRIDL, it is possible to visualise

the change in gas properties when temperature ehang
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The fluid flow interface in COMSOL based on Navi&tiekes equations which in this

work take the formi’®

PV = V.| =pI + u(Vu + (V)T) — % u(. u)z] +F 6.2

where:

p is the density (kg/m), u is the velocity vector (m/sh, is the pressure (Pdj,is the
volume force vector (N/ﬁ), T is the absolute temperature (K), p is the dynamic

viscosity (Pa.s) andis the identity matrix.

The heat -transfer and fluid interface in COMSOkdxhon the flowing equation:

aT _ T dp dp
pCyp (a + (u. V)T) =—-V.q)+1u:S—- ;ﬁ | (a + (u. V)p) +0Q 6.3
Where:

p is the density (kg/f), G, is the specific heat capacity at constant pressure
(J/kg.K), T is absolute temperature (K),is velocity vector (m/s)q is heat flux by
conduction (W/rf), p is pressure (pa},is the viscous stress tensor (f8)s strain-
rate tensor (1/s) an@ contains heat sources other than viscous heatithgy). Sis

given by:
1
S = > (Vu + (Vw)?) 6.4

The fluid input parameters are calculated for a,Blkl gas mixture using equations
(6.5)-(6.8)%"° for the same mixing ratio stated in the experimechapter (Chiand H
2:1 by volume respectively). The specific heataistant pressure and volumg, C,,
are calculated by equation 6.5.

_ xlel + szyz

Coyrpiy = 6.5
YT x My + x, M,
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WhereC, is the specific heat to be calculatel C, or C, M andx is the molecular
weight and mole fraction of the pure gas respeltiviehe density of the gas mixture is

presented in equation 6.6.

Pmix = X1P1 T X202 6.6

The thermal conductivity and the viscosity of thixtore, knx and ix respectively, are

estimated by equation 6.7.

XiYi
Ymix = ZZ = 6.7

j= 1% Dy ij

Where y,ix is the properties to be calculategtlor pmix), @,,;; is a dimensionless

constant which is given by equation 6.8.

1 M. -1/2 yi 1/2 M. 1/4 2
@ --=—<1+—l> 1+(—l) (—’) 6.8
YU o\2 M; i M;
The required input mixture properties are listedlable 6.1. The physical properties
values of gas mixture were entered into the modeha equation with respect to

temperature to enable the model to work with heatsfer consideration over a range of

temperature.

Table 6. 1. Gas mixture properties, all the listedalues are calculated for 2:1 Ck: H,.

Property Symbol  Unit Value

Dynamic viscosity u Pa.s (-2 x10™)T?2 + (6 x 1078)T + (3 x 107%)
Ratio of specific heat Y - 1.335
Heat capacit G J/(kg.K) —0.0008T? + 4.2083T + 1783.5
Density p kg/m3 0.01114P,/8.1225T
Thermal conductivity k W/(m.K) (=3 x1078)T?% + (0.0006)T + 0.0309
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For the metal substrate and quartz tube, the pllygioperties are assigned from

COMSOL materials library itself.
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Figure 6. 8. The difference in pressure between thalet and outlet of the CVD reactor. The pressure
measurement performed under a flow rate range 0-75ccm of CH, and H, with a mixing ratio 2:1.

The heat transfer in fluid Multiphysics calculatistarts from the inlet point all the way
through the outlet point; however, it needs a mfee temperature and reference
pressure to start with. The pressure of CVD reaistoneasured for both the inlet and
outlet ends, which have a different flow rate, F&g6.8, the difference in pressure is
obvious between the two ends. The reference temperset at 28C, which is the inlet

temperature, and the reference pressure is theprdssure at a total gas flow rate for

experiment under study.
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6.3.2Results

Figure 6.1 shows the gas velocity distributionhe tnlet point, the gas mixture travel
inside the feeding pipeline at a velocity ~ 6 nisgler the experiment working pressure.
The gas velocity reduced to ~ 2 m/s when entergjtiaetz tube due to expansion in gas

volume.

10

Figure 6. 9. Gas velocity distribution at the inletpoint. The velocity scale bar units are m/s.

The velocity of gas increase, as soon as it leattiegcold zone and enter the isothermal
zone, due to the increase in its kinetic energyr wémperaturé®® Figure 6.10. The
arrows length in Figure 6.10 is proportional to gakcity, with the maximum velocity

in the centre of gas stream ~8.5 m/s and the mimimear the quartz walls. The gas
velocity distribution changes when the gas mixtaresses over the substrate (Figure
6.11) where the velocity increases above the satesand a stagnant gas zone is created

under the substrate.
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Figure 6. 10. Gas velocity distribution, at the pait between the cold and hot zone. The gas velocitycrease
rapidly when enters the isothermal zone. However,he gas velocity near the reactor wall is ~ 0 m/s.h&
velocity scale bar units are m/s

Figure 6. 11. The gas velocity distribution at theniddle of the isothermal zone where the sample i®dated.
The gas velocity is at maximum in the centre of gastreamline. The gas in contact with the substrates steady
due to the boundary layer creationThe velocity scale bar units are m/s.

Gas velocity profile along the tube axial lengttonfi inlet down to outlet point, above
and below the substrate demonstrate the changelacity when the gas crosses over
the metal substrate (Figure 6.12). Above the samsyitace the velocity peaks at ~ 9.8
m/s, while velocity under the sample reaching aimar velocity of ~ 0.8 m/s. The

difference in gas velocity between the top andbbom faces of the sample creates a
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difference in mass delivery between thdre, the mass flow rate at the top face is

higher than the bottom face.
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Figure 6. 12. Gas velocity profile from the inlet® the outlet point for different two heights: abovethe substrate
(top face) and beneath the substrate (bottom face)he velocity of gas on the top face of the substeis higher
than the velocity of the gas stream. However, theelocity beneath the sample is very low.
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The variation in delivered mass between the sulestap and bottom face results in
difference in the growth rate of the graphitic filmhmich is confirmed experimentally in

literature?®* and this work, Figure 6.13.

Figure 6. 13. The difference in growth between topnd bottom substrate face of Cu33-Ni67. The SEM inges
clearly show the difference, where graphitic film gows on the top face (a), while the bottom face stws a bar
Ni (b). Growth conditions are 1000°C growth temperature, 0.65 mbar growth pressure, fat cooling rate and
growth time 25 min.

The pressure profile of the CVD reactor, Figure46.4dhows a drop in gas pressure
between the inlet and outlet, however, the presdtop is sharp at the isothermal zone

due to change in gas volume.

Based on the fluid flow and heat transfer calcalasj the residence time of gas
molecules can be estimated from the average gasmixelocity (~ 8.9 m/s) and found
to be 0.067 s. The residence time is an impoftator in gas phase kinetics and will

be used in the next part calculations.
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Figure 6. 14. The CVD reactor pressure profile. Thepressure difference is clear between the inlets autlet
point. The gas pressure decreases further insideéhsothermal zone.

6.4. Gas-Phase Reaction kinetics

CVD system is considered as a plug flow reactoR(P&r continuous tubular reactor,
where chemical reactions continue while the gasturéxis flowing down the axial
length of the reactor. Thus, the reactor geomdepgth of CVD reactor) directly
influences the gas phase kinetics, the longer oeaitte more time to readte. longer

residence tim@&2

The gas phase chemical kinetics modelling was pmadd using the reaction
engineering interface provided in COMSOL 5.2a. &ldgantage of using PFR model is
to calculate the chemical species composition @&cifipd residence time (which
calculated previously from fluid model). After addithe reaction engineering interface
to the model component tree, a reversible reagfionp was created that contained 36
chemical reactions and 19 species. The reactiodstla species in this study were
based on experimental work literature of pyroly#i€H,. The mechanism of pyrolysis

of CH, is intensively studied, due to the importanceamfwersion the natural and cheap
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CH. to more valuable hydrocarbdfts The reactions were selected based upon Olsvik
experimental work at 1008C in the presence of 4>*?%¢ Table 6.2 list all the 36
chemical reactions included in reaction engineeiniteyface model with their activation

energy (E), pre-exponential factor (A) and the terapure exponent (n).

Table 6. 2. Elementary chemical reactions used the model284_286.i

Eqgn. Reaction A (mol/crs) n E (J/mol)
1 CH,;=CHz+H 3.51x10° 0 435344
2 CH,+H=Ck;+ H, 2.25x1(¢* 3 367(3

3 CH;+ CHy= GoHg 1.01x10° -0.64 0

4 CoHg+ H = GHs+ H, 5.54x1¢ 3.5 2165¢

5 CHg+ CHy= CHs+ CH, 0.55 4 34727
6 CoHs= CoH,+ H 2.00x1(* 0 16618«
7 CHy+ CHy= GHy+ Hy 1.00x10' 0 133952
8 C,Hy+ CH;= CHs+ CH;, 6.62 3.7 39817

9 CHs+ CH;= GH; 3.31x10" 0 32295
10 CHy+ H=GHs+ H, 1.32x1(° 2.5¢ 51312
11 GH3;= CH,+ H 1.93x10°® -4.783 214001
12 CHs+ CoHz= CgHg 1.00x1(* 0 0

13 GH;= CHg+ H 1.58x10°¢ 0 159068
14 CsHg= CsHs+ H 1.00%x1(* 0 36836¢
15 GHs= GH,+ CH; 3.16x10° 0 151533
16 CsHs= CsH,+ H 5.00%x1(° 0 14651(
17 GHs+ H=GH,+ H, 1.00x10° 0 0

18 CsHg+ H = GHs + H, 3.16x1(M 0 1883’
19 GH3+ CHs= CHe 1.26x10° 0 0

20 CoH3+ CHy= C4Hg+ H 5.00x1(* 0 30621
21 GH,+H=GH +H, 6.02x10" 0 93348
22 C,H,+ CHy= CH + CH, 1.81x1(M 0 72418
23 GHs+ H = GHs+ H, 1.00x10" 0 62790
24 C4Hs= C4H,+ H 1.00%x1(* 0 17330(
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25 GH + H=GH, 1.81x10" 0 0

26 C,Hs+ CH,= CHs 1.10x1(*2 0 1674«
27 CH+ CHy= CHs+ H 1.80x10° 0 43534
28 C4Hs+ CH,= CeHg+ H 6.02x1(12 0 3767«
29 GH,= CHz+H 1.00x10° 0 452088
30 C,Hs+ C,H,= CHg+ CH 2.71x1(1 0 9795
31 GHs+ H = GHs 3.07x10° 0 0

32 C,Hs= CH,+ H, 7.94x1(12 0.44 37154¢
33 GHs+ H = GH,+ H, 9.64x10° 0 0

34 C,H,+ CHy= CoHy+ H 6.20x10M 0 8372(
35 GHs= CiH,+ H, 8.00x10 0.44 339694
36 CsHg+ CHy = CgHs+ CH, 1.58x1(*? 0 3687

Chemical specie: CHy, CHs, H, Hy, GHs, CHs, CHa, GHs, CH,, CH, CHy, CiHe, CsHs, CiHa,
CaHe, CiHs, CiH,, CeHe,

The chemical reaction rates calculated in COMSO& hased upon a modified

Arrhenius equatiofl”:
_ n _E
k=A.T"exp( RT) B.1

whereA denotes the pre-exponential factor (moffe)) T is the temperature in Kelvin,
n the temperature exponert, the activation energy (J/mol) and R the gas consta
(J/(mol.K)). The reactor pressure and temperaturerewset according to the
experimental conditions of this work and the res@etime value extracted from heat
tranfer and fluid flow meodel. The percentage of,Gienversion and the yield of

chemical species were calculated from the follovéngation$®®

n
Xy, = ——eonverted o 10004 6.13
nCH4.feed
n
Yy, = ——2 % 100% 6.14
’ 2 X nCH4.feed
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Figure 6. 15. Chemical species yield versus residantime for CH, and H, mixture a 2:1 by volume mixing

ratio at 1000 °C and 0.1 mbar pressure. The top x-axis scale isahcorrespondence isothermal distance. The
blue y-axis is the CH and H, yield.

Figure 6.15 shows the species yield as a functidheoresidence time for the products
and intermediates. It is obvious that the conversib CH, increases with increasing
residence time and hence is accompanied by anaseren the species yield. The
correspondence length scale is shown at the togsx-ahich suggests that chemical
species yield for all species are higher near tteebof the isothermal zone than the

inlet. The highest yield species resulting from,Ql¢composition are £, C;Hs and

122



C,H, (Figure 6.16), which is confirmed by experimeraad theoretical work in the

literatu re285,286,288—295
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Figure 6. 16. The yield of the three main speciersus residence time, €4¢ shows higher yield than GH, and
C,H,. The yield profile of the three hydrocarbons keepgncreasing down the reactor.

According to Back®’ the primary decomposition reaction of Qidsults in GHg and

H,which presented by chemical equations:

1 CH;— CHs+H
2 H+ CH;— CHz+ H,

3 2CH— CoHs

2CH4;— C;Hg+ H; (net reaction)
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At the initial stage reaction, reaction 1 is thdyasource for CH radical, and it is the

rate controlling reaction.

C,H4 is a product of gHg secondary reactions:

5 CHsz+ CHg— CHs+ CoHs
6 CHs— CHs+ H

2 H+CH— CH: + H;

C,He— CyH4+ Hy (net reaction)

C,H; production possibly follows the mechanism:

8 CH;+ CGH4— CHs+ GH3
11 CH;— CH,+ H

2 H+CH— CH: + H;

CoH4— CyH2 + Hy (net reaction)

Therefore, the production of the three primary bygarbons is due to the stepwise

dehydrogenation with the aid of#*

CH;—» CHg—>CHs; —» CH, - 2C + H
+ + +

H H H

After a very short time, the only products argHg and B, which then further
decomposes to produceH. If the residence time is long enough, thgHCyield
dominate and become the main product. So for thB €xtem under study conditions,

C,He is the main product because its yield is high imedeases down the CVD reactor
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(~ 1.96 %). The ¢H, and GH, yield increase when the residence time is incakase

(Figure 6.17).
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Figure 6. 17. Chemical species yield versus residantime of CH, and H, mixture 2:1 by volume mixing ratio
at 1000°C and 0.1 mbar pressure. The conversion of CHncrease with increasing residence time and C2H2
shows the highest yield after 3 seconds. The blueayis is the CH, and H, yield.

The GH; yield reaches 39.96 % near the isothermal zonletoatt 3 s residence time,
this long residence time is reported for atmosgheressure growth for the same CVD
system®’. The thermal decomposition of Gli$ strongly dependent on residence time
and temperature, increasing temperature above A2@dth a short time 16's results

in the production of €hydrocarborS®. Figure 6.18 showing the product yield as a
function of temperature at 0.072 s residence tiAte1200 °C the model shows that
almost all of the CHlis converted to other products, mainly Bnd GH,, CHs, CH4

and GHa.
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values taken from figure 6.10.

Comparing the thermodynamics calculation with tireetics model, it seems that ¢H

and H reach the thermodynamics mole fraction value unilersame experimental
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conditions (pressure and temperature) after 2Qgu & 6.19) which is longer than the
calculated residence time for low-pressure CVDidytossibly achieved at atmospheric

pressure.

It can be concluded from the results of gas phasetiks model, that CHthermal
decomposition occurs continuously down the isotlmone of the reactor and not all
of the CH, feedstock is converted due to short reaction ti&dsequently, this results
in concentration difference in the @Hlecomposition products within the CVD
isothermal chamber. The difference in concentratibactive species leads to variation
in growth rate with respect to the substrate pasitnside the CVD chamber which is
experimentally confirmed. Li et al. show that theésea difference in graphene film
thickness grows by CVD at different substrate pmsitSLG film grows in a position

near the gas inlet while the thickness is increasdd.G near the gas outfeY.

According to gas phase model, thermodynamic eqiilb is not achieved at low
pressure, which is attributed to short gas resieldime (0.072 s); it requires ~ 3s to

achieve equilibrium which is possible in some atphesic pressure CVD reactors.

Therefore, the gas phase reaction in CVD is kia#lficcontrolled and depends highly

on the residence time that is determined by expntai conditionS®

6.5.Chemical surface reactions

The reaction of Clwith transition metals is believed to be a stepwisaction as
proposed by Grabke et.&P°. The dissociation of chemisorbed £bh Ni confirmed

using molecular beam study, which stated that w@éfa molecule approaches Ni

surface loses one of it H due to the molecule dedftion*°. CVD growth of graphene
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is a surface reaction proceSs where CH decompose on the substrate surface in a

stepwise manner giving C in the final stage asriteed in Table 6.3.

In this section, a simple surface reaction modepriesented, and the results are

compared with the experimental findings. The mod@ised on the following

assumptions:

The only C source is the dehydrogenation of,®cause its concentration is
higher than the other hydrocarbon in the gas pliaseording to gas-phase
reaction model). Furthermore, the surface reaati@chanism of other species,
like CoH,, not fully known®*%

The rate limiting step is assumed R6, as suggestean et al>*® due to its
high energy barrier.

Steps R1-R5 assumed in quasi-equilibrium.

The graphene growth on the surface happens only whén the bulk reach
threshold concentration (saturation) which assumid be solubility
concentratioff?

According to assumption 1V, the life time of sua€ is very short due to the
diffusion, therefore C coverag®{) can be safely neglectede. it can be
assumed that all the surface C diffuse to the latilla very fast rate which is

confirmed by experimental observations and liteeait?

Therefore, the model aims to estimate the timeirequo reach the C solubility

limit for a given substrate thickness. Csyrrace = Csaturation = Csotubitity -
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Table 6. 3. Proposed surface reactions mechanismtivihe rate equations.

Reaction Chemical equation Rate
R1 CHy gy + S © CHy kiPcya0s — ki 0chy
R2 Hyg) + 25 © 2H kyPy,0, — k310,60,
R3 CHysy + S © CHys) + Hes) k30cha0s — k31004304
R4 CHs(sy + S © CHys) + Hes) k4Ocy30s — k3'0ch20y
RS CHys) +S © CHes) + Hg) ksOcyz205 — k3'0cy0y
R6 CHes) + S © Cis) + Hs) keOcn0s — kg'0.0y
R7 Cis)y = Cipuk) -D (46(5) — C(Bulk))

tsubstrute

D: diffusion coefficient (crfis), (g): gas phase, (s): surface , t: substrat&rthss in cm.

The following equations express the surface cowefegrtion ©) for the species Ckl

H, CH;, CH; and CH:

Ocra = K1Pcrabs

Op = vV Py K, O

_ K3Pcpy 05
Ocus = 5.,
H
0. — Ky Pcys3 Os
CH2 = g —
H
_ K5Pcy,0s
fon =g,
H

6.16

6.17

6.18

6.19

6.20

substituting each value with its correspondencklyie
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— K1K3PCH4- 65

Oca 6.21
Y, PHZKZ
K1K3K4PCH4 95
= 6.22
CH2 PHZKZ
K K3Ky K Prpab
oy = 146384 53/CH4- S 6.23
(P2 Ky )72
substituting equations (6.21)-(6.28)the rate-limiting step (R6) gives:
2 1/2
KiK; K4K5PCH465 ecgs(szHz)
r =k P < 6.24
(KZPHZ) 6
where K-Kg is equilibrium constant which is expressed as:
K = kforward 6.25
kreverse
k is the reaction rate calculated using the follayArrhenius equation
k=A ( £ ) 6.26
= Aexp RT .

A is a pre-exponential factor, E activation eneirgyJ/mol) and R gas constant, 8.3144

(J/K.mol).

Os is a fraction of free (unblocked) surface sitessuaning all the species take part in

surface coverage, the summation of all fractionsaétp 1:

substituting equations (6.16), (6.17) and (6.2124pin (6.27) and solve f@s:

1
Os = 6.28
Lt KoPonn t JPR + FiKaPars | KiKaKiPeys | KiKaKaKsPos

vV Pu2K> Pz K, (Pu2K; )3/2

The activation energy values for the reactions Blake tabulated in Table 6.4, the pre-

exponential factors values of surface reactions assumed 1x16 (s?) which is

generally used when the experimental value is muwk 4% While the pre-
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exponential factors for molecular adsorption (resct R1 and R2) are set
1000 (P&.s") *%* and for dissociative adsorption of; lén Ni set to 0.01 based on

experimental work™.

Table 6. 4. List of forwarding and reverse activatin energies (kJ.mof), for surface reactions model.

Reaction Cu Ni Cu90-Ni10 Cu50-Ni50
E E E E E E E E
R1 0 1.9297%:3 0 1.9297" 0 1.9297" 0 1929.7"
R2 29%¢ 62.8%% 0 9215¢ (95 309) same values as Ni according to ref.312
R3 126.4%  86.84F¢  87.802°" 86.84°1 100.34%¢ 74.289*  127.36%  120.606°%
R4 121,57  51.136"¢  67.54%" 60.786% 89.731%¢ 38.504%C  74.204%%  43.419%
R5 89.731¢  38.594% 33.77% 66.575% 63.68% 20.9F%  44.383%%  44.383*
R6 190.08* 38.6% 128.33%%  78.153%® 148.59%% 34.74%  157.27%%  71.398%
6.5.1Results

Figure 6.20 show that for Ni, it takes 216 min ¢éach the C solubility value, which is
in excellent agreement with the experimental okstgsa (210 min). Moreover, the
model agrees well in terms of time required witlspect to Ni substrate thickness.
However, the model does not match the exponensahy of the growth time with
respect to gas pressure when Ni substrate is &3gdr¢ 6.21). The model predicts an
exponential behaviour at different growth pressou¢ the predicted incubation time
three times higher than the experimental obsematand the divergence increase when
the growth pressure increase. This might be ategibuo the fact that the model is
working only on CH as a C source, however, according to thermodynantckinetic
calculations (Figures 6.1 and 6.15 respectively),ifcreasing growth pressure the

concentration of other species other tharn, Significantly increase.
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Figure 6. 20. Surface reaction model prediction ofhe incubation time of three different Ni foil thickness in
comparison with experimental results. Growth conditons are 1000°C growth temperature, 0.1 mbar growth
pressure, 5.2 and 2.6 sccm flow rate of GHand H; respectively and fast cooling rate.
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Figure 6. 21. Surface reaction model prediction ofhe incubation time of 500um Ni foil thickness at dferent
growth pressure in comparison with experimental reslts. Growth conditions are 1000°C growth temperature,
2:1 by volume flow rate of CH, and H, respectively and fast cooling rate.
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Therefore, at high-pressure reaction rate needetadjusted by including C coming
from other species such asHg, C;Hs and GH, which their catalytic decomposition

reaction not proposed so far.

Figure 6.22 shows the model prediction for the sabes listed in Table 6.4 together
with the experimental results from this study, ith@ubation time prediction agrees well

with the actual time required experimentally fastivork.
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Figure 6. 22. Model and experimental results of CVyraphene on Cu-Ni alloy. Growth conditions are 100°C
growth temperature, 0.1 mbar growth pressure, 5.21ad 2.6 sccm flow rate of CH and H, respectively and fast
cooling rate.

6.6. Conclusion

The CVD growth process of graphene on a Cu-Ni allag investigated theoretically

from both a thermodynamic and kinetic perspectina. the thermodynamic viewpoint,

two cases were considered; the thermodynamicsigdls phase with no solid C being
present and the thermodynamics with solid C inalude the gas phase, two regions

have been recognised, below 8D and above 806C. The first region shows the
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constant concentration ofs&s and GH,, with no growth shown on Cu-Ni surface. The
CsHs and GH4 concentration start to decline at a temperatu06°C which is the
start of the second region in whichH; and GH, are dominated, and graphene grows
on Cu. The estimation of the deposition drivingce®from thermodynamic equilibrium
showed that the maximum value of driving force weached at > 80%C, explaining
why growth is only experimentally observed to stirtthis temperature under these

conditions™®,

The gas phase kinetics simulation showed that HgcGnversion was ~ 2.15 % and the
active species concentration increase downstreahts, ©;H, and GH, are the main
CH, decomposition species and their concentratioreas® with residence time, which

rise as an important factor in CVD growth.

The microkinetics of reactions on Cu-Ni surfacesveh a good agreement with the
experimental results. However, the model fails tonim the experimental findings at
different growth pressure. At high pressure, th@ceatration of the hydrocarbons
produce from Chl cannot be ignored and essentially need to be takeraccount in
microkinetics of surface reactions. Unfortunatéhe microkinetics surface mechanisms

of the G hydrocarbons are not fully known until today.
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7. Conclusion

In this thesis, the role of C solubility on the @itb of CVD graphene has been
investigated using a range of growth substrateb ditferent carbon affinities. The

CVD growth of graphene was first performed on pNreand Cu, and then merged in
Cu-Ni alloys where all the substrates have a 50QMhickness. The alloys comprised O,
30, 45, 67 and 100 wt. % Ni with a balance of Cuclwigave Cu-Ni substrates of C
solubility values of 0.004, 0.03, 0.1, 0.158 ant83. wt. % respectively. The deposition
of the graphene was performed in a hot-wall reaatater growth conditions: 0.1 mbar
pressure, 1008C temperature and a feedstock ofCH, 2:1 by volume. The deposited
films are characterised in situ on the growth swbstby Raman spectroscopy and

SEM.

The results of CVD graphene on pure Cu showed arage of 16% and 74% SLG and
BLG respectively over the 500 um Cu thick, but 984G coverage over the 25mm,
under the same growth conditions. The study wasneixto include 250 and 1000 um
Cu thick substrates and showed a correlation betwiee Cu thickness and graphene
coverage. The SLG coverage decreased, and the Biv®rage increased with
increasing Cu substrate thickness. The possibldaeapon is that increasing Cu
thickness allows more C to dissolve in the bulkjolbmight then diffuse back to the
surface upon cooling. Expanding the growth parameipace shows that no graphene
grows at temperature below 98D at 0.1 mbar pressure on the 500 um Cu thick, lwhic
is confirmed by Raman spectroscopy and SEM reddttsvever, by increasing growth

pressure to 0.65 mbar, defective graphene gro@8GiiC.

On the other hand, pure Ni promoted graphitic ghowith long incubation period (210

min), due to high C solubility in Ni. Furthermotey decreasing the Ni thickness down
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to 25 um, the growth time reduced to 30 mins aneédi relationship were found
between the incubation time and Ni thickness. Meeeogrowth at different pressures
was found to exponentially reduce the incubationeti which could be attributed to

increasing the number of adsorbed methane moleounlése Ni surface.

Chapter 5 showed the results of the CVD graphepaimgron Cu-Ni substrates. The
deposited graphitic films were mainly FLG at stamdgrowth conditions, while by
increasing growth pressure to 0.65 mbar, graphenerage improved to BLG. It is
found that the CVD graphene quality is sensitivéhi Ni content in the Cu-Ni matrix;
the SLG and BLG coverage decreases while the Flu@rage increases with a higher
Ni content in the catalyst substrate. Also it igrfd that the trend of incubation time and
C solubility is the same with respect to Ni conteémtthe Cu-Ni systemj.e. the
incubation time and C solubility increase with i&sing Ni content in the Cu-Ni
substrate. In addition, the incubation time is wtliwith increasing growth pressure;
however, the incubation time and C solubility bebaw with Ni content did not

changed.

Cooling rates of the Cu-Ni samples after growthamother area investigated; it was
found that the substrate surface coverage hasnaittcan point with respect to Ni
content in the alloy. The surface coverage of tbei€h substrate was found to be > 90
% when it cools down at a fast rate (3@8min), while the surface coverage reduced to
< 20 % at slow cooling rates (2€/min). However, the Ni-rich substrates showed the
reverse behaviour. Involving GDOES to depth prafiie carbon content as a function
of depth in the substrate found that at a fastiogahte all the substrates have constant
bulk composition. However, at a slow cooling ratiee Cu-rich substrates show a
subsurface composition inhomogeneity representedinoyeasing Ni, while this

behaviour is not observed in Ni-rich substratesie Thhomogeneity in the subsurface
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composition results in C solubility variation withithe same substrate, which could
establish a diffusion barrier against C precipaatio the surface. The GDOES also
revealed that the bulk C concentration is highertfe fast cooling rates than for the
slow cooling samples. This result supports the @sed diffusion—segregation

mechanism of CVD graphene on Cu-Ni substrate.

CVD is a complex process because of the contributibmany parameters, such as
growth temperature and pressure which play an itaporole in the thermodynamic of
the CVD process. Other parameters, such as CVD lobiageometry, gas residence
time, gas flow rate, substrate material and thisknsubstrate surface area and carbon
solubility are mainly the kinetic controlling paraters. Therefore the final chapter
showed the results of modelling the CVD processfuth thermodynamic and kinetics
parameters. The gas phase thermodynamic modelinghe experimental growth
conditions (1000C, 0.1 mabr and ClH, 2:1 by volume) showed that the difference
in C chemical potential between the gas phase #ogeathe substrate reaches its
maximum at 906C ,which is considered the driving force of defiosi Moreover, the
thermodynamic modelling also revealed the role xfgen in the CVD growth of
graphene beside C and H. The experimental datalfterature was scattered on the C-
H-O phase diagram to map the graphene growth bosddt was found that the
growth boundaries ratios of H and O werg X 0.9996 and ¥ = 0.4 respectively,
where no growth was recorded below these values.highest published C ratio was

found to be X% = 0.666.

Modelling the kinetic part included a fluid and h&@ansfer models. The kinetic model
revealed that the velocity of reactant gas on dpeface of the sample was higher than
the bottom face, which results in a differenceiim fcoverage between the two faces.

No growth observed on the bottom surface whilettipewas fully covered. The kinetics
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of gas phase was also investigated, and it wasdfdliat thermodynamic equilibrium
cannot be reached under growth conditions for shusly, due to the short residence
time. However, thermodynamic equilibrium would behi@ved with longer residence
times, which might be at atmospheric pressure.idrethermodynamic equilibrium of
the gas-phase leads to a variation in the condentraf active species inside the CVD
reactor which increases down the reactor axialtfenbhe differential concentration of
the growth active species leads to a differential the growth rate which is

experimentally approved.

The final part of the modelling is the surface teatbased on the assumption of £H
dehydrogenation, which showed good agreement betwd#e model and the

experimental results in terms of the incubatioretitHowever, the model did not match
the experimental findings at high growth pressuhéctv might be because other active

species take part in the growth process which t@éé considered in future work.
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8. Further Work

The Cu-Ni alloys system adopted in this work susfidly demonstrate the impact of C
solubility on the CVD graphene growth. The CVD o@ghene field would benefit from

the deeper understanding of the role of C solybilt the catalytic substrate on the
growth mechanism, which could be consider for bestébstrate selection. Also, this
study provides a tool to control the graphene nunidfelayers by controlling the

solubility of C and the thickness of the substraithe comprehensive model
(thermodynamic and kinetics) presented in thisstcould be applied to other CVD

systems to aid synthesis of graphene coating tprasted applications.

Further work is still required to investigate in raaletail the effect of Cu thickness on
CVD graphene. In this work, the Cu thicknesses wwed25, 250, 500, and 1000 um,;
the range could be extended to include more theses such as 100 and 300 um, to
fill the gap between the 25um and 250um and builtulla understanding of the
influence of thickness on CVD graphene. Furthermooetributing more thicknesses in
the study would highlight the impact of Cu thickeem the graphitic film thickness,

which might be a new way to control the numberraiphene layers.

The three Cu-Ni alloys used in this work showed itifeience of C solubility on the
mechanism of CVD graphene; however, involving moweNi concentration would add
more details to the study. Another factor needseanvestigated, the Cu-Ni substrate
thickness, because the dissolved C is directly gntamal to the thickness of the
substrate. Therefore, it would be a good way tarobthe amount of dissolved C that
takes part in graphene formation in the subseqoealing stage. Moreover, further
growth parameters need to be explored such as mgiki atmospheric pressure and

growth using different CkiH, ratios.
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GDOES proved to be a good technique for the elesneulk analysis; however, the
results need to be interpreted to concentratiorthdspale, which would give more
useful information about the diffusion coefficiemnd diffusion depth. This could be
achieved by calibrating the GDOES machine usingndsted samples with known

concentrations of the elements within interest.

The gas phase kinetic model presented in this weds 36 chemical equations and 18
chemical species; furthermore, increasing the cbainequations and species would
enable the model to cover a longer residence tintié the thermodynamic equilibrium
point was reached. The gap between the surfacéaesienodel and the experimental
results at higher pressure might be due to exduthe contribution of the other gas
phase species. Therefore, broadening the assuntptimelude not only Clibut also
other high concentration species is required torawvg the surface reaction model at

different growth pressures.

Finally, merging all the model parisg. fluid flow, heat transfer, gas phase kinetics, and
surface reactions in one single COMSOL file woulel \ery useful to estimate the
growth time. Using the new Apps feature in COMSQlowes the creation an easy
application based on this work simulation, whichl Wwe available to everyone to use

and improve effectively.
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