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II.  Abstract 

CHEMICAL VAPOUR DEPOSITION OF GRAPHENE ON COPPER-NICKEL 

ALLOY 

Samir Habeeb Al-Hilfi 
Doctor of Philosophy 

The University of Manchester 
30th September 2017 

 
Among all the methods of produce graphene, chemical vapour deposition (CVD) is the 
most promising route, due to the high quality of the graphene film produced and the 
large scalability. The mechanism of graphene growth by CVD on a metal substrate is 
believed to be controlled by its solubility for carbon with precipitation dominant at high 
carbon solubility and surface diffusion at low solubility. This thesis is exploring the 
impact of C solubility in the catalytic substrates, on the CVD growth of graphene. Cu-
Ni alloys show complete solid solubility across their composition range and can be used 
to explore the influence of C solubility on graphene growth. Graphene is grown on Cu-
Ni alloys of composition Cu, Cu70-Ni30, Cu55-Ni45, Cu33-Ni67 and Ni in a hot-wall 
CVD reactor.  

Firstly, the growth was achieved on pure metals (Cu and Ni) using CH4 as a C source 
and the produced film was characterised by Raman spectroscopy and scanning electron 
microscopy (SEM). The C profile within the substrate bulk was measured by glow 
discharge optical emission stereoscopy (GDOES). The latter showed the difference in 
bulk C content between Cu and Ni, which reflects the influence on the graphitic film on 
the surface. 

The CVD growth of graphene on Cu-Ni alloy showed a transition from bilayer graphene 
(BLG) to few layer graphene (FLG) surface coverage when the  Ni content increased, 
which is accompanied by an increase in the diffusion of  C in the bulk and incubation 
time.  The cooling rate showed a significant effect on the graphene surface coverage; 
however, the influence varied with Ni content.  

The fluid flow simulation indicated that the gas velocity beneath the substrate is very 
low which results in a lower mass transfer to the bottom substrate surface. Gas-phase 
kinetics simulation reveals the impact of gas residence time on the concentration of 
active species; moreover, the concentration increases down the stream of the flowing 
gas. Finally, the surface reactions of the CH4/H2 mixture model showed a good 
agreement with the experimental observations under low growth pressure; however, it 
failed at high growth pressure.  
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1. Introduction and Aims 

Chemical vapour deposition (CVD) is considered the most promising method of large-

scale production of graphene film 1. Since the first successful attempt of CVD growth of 

graphene by Somani in 2006 2, there was an extensive research effort to produce large 

areas of graphene for industrial applications. Even though a 30-inch single layer 

graphene (SGL) was produced by CVD method 3, the mechanism of graphene formation 

is still not fully revealed. The graphene growth by CVD route was proposed to be either 

surface adsorption or C segregation process based on the C solubility of the substrate 

material. However, a study focusing on the role that C solubility plays in the growth of 

graphene film by CVD is needed. 

This thesis has two aims. The first is the understanding of the role that C solubility has 

on graphene growth by CVD. The methodology adopted in this work is to grow a 

graphitic film on catalytic substrates using Cu-Ni alloys, as a model catalyst system, 

which have C solubility values between Cu and Ni C solubility values.  

The second aim is to simulate the CVD process including fluid flow, heat transfer, gas-

phase chemistry, and surface reactions. Rather than calculating the fluid flow 

parameters, in this thesis fluid flow package (COMSOL) was used to visualise the fluid 

behaviour at any point in the reactor, in particular on the substrate position, to give a 

better understanding of the contribution of the fluid flow in the deposition process. 

Further, this thesis investigates the gas phase kinetics in the CVD reactor, which 

highlights the impact of reactor geometry.  Developing an understanding of the role of 

C solubility in CVD graphene will not only assist in a better knowledge of the growth 

mechanism of graphene, but it control the number of graphene layers which is an 

important aspect in electronic applications. Furthermore, modelling fluid dynamics, heat 
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transfer, gas-phase chemistry and surface chemistry and their impact on the growth 

mechanism will help in controlling growth process and assist in on other CVD reactions 

design.     
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2. Literature Survey 

2.1. Carbon allotropy 

Carbon compounds make up 95% of all known chemical compounds, due to the 

tendency of carbon to combine with both electronegative and electropositive elements 

and moreover its ability to bond with itself in different configurations 4. The electronic 

configuration of carbon atoms is [He] 2s22p2 with four valence electrons in the ground 

state. Carbon tends to hybridise in one of three known forms: sp, sp2 and sp3 (Figure 

2.1). The sp3 bond structure forms when four valence electrons are oriented in orbitals 

parallel to the vertices of a tetrahedron. This allows the formation of four strong σ-

bonds with the neighbouring atoms at an angle of separation of 109.5o. Diamond is an 

example of a material formed from sp3 carbon hybridization. In the sp2 configuration, 

however, three of the valence electrons are arranged in a plane parallel to the vertices of 

a triangle. This enables each carbon atom to covalently bond with three adjacent atoms 

in the hexagonal network through three σ-bonds in a plane with an angle of 120o 

between them, while the fourth valence electron is assigned to the π orbital that lies 

perpendicular to the σ-bonding plane. The π-bond is significantly weaker than the σ-

bond. Graphite is an example of a material formed from sp2 carbon, with three strong σ-

bonds in the X-Y plane and one weak π-bond normal to the plane which holds the 

adjacent graphite layers together. In the third configuration, sp, where two valence 

electrons form a σ-bond along the ± x-axis, with the remaining two electrons lying in 

the y and z-direction forming the pπ bond, an example of sp hybridization is found with 

the alkynes (C2H2). The variety in carbon hybridisation is reflected on the physical 

properties of carbon forms, i.e. sp3 diamond is transparent, mechanically strong and an 

insulator. In contrast, sp2 graphite comprising layers stacked on top of each other by 

weak Van der Waals forces (π bonding) is grey, soft and electrically conductive.   
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Figure 2. 1. Illustration of carbon atom ground and hybridise state with the bonding orbitals for sp,sp2 and sp3 
hybridization. Adopted from 5. 

 

 

Figure 2. 2. Carbon allotropes classification based on their hybridization and type of bonding 6. 
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Carbon allotropes classified according to their dimension; (zero-dimension) 0D, (one-

dimension) 1D, (two-dimension) 2D and (three-dimension) 3D (Figure 2.2). Fullerenes, 

nanotubes, graphene, and diamond are examples of the stated dimension classification 

respectively 6. 

 

2.2. Graphene 

2.2.1. Electronic structure of graphene 

Graphene is a single graphite layer where the atoms are arranged in a hexagonal 

(honeycomb) crystal lattice. The strong covalent bond between carbon atoms in 

graphene results from atoms sharing one s and two p orbitals of the neighbouring atoms, 

to form a sp2 bond with a bond length of 1.42 Å. The graphene cell comprises two 

interpenetrating triangular Bravais lattices, A and B, with one carbon atom per sub-

lattice (Figure 2.3(a)). The reciprocal lattice of graphene crystal is also hexagonal with a 

high symmetry.  The centre point of the reciprocal lattice is defined as ᴦ and the corner 

points are denoted K and K'. A simple tight-binding Hamiltonian can describe the 

electronic structure of graphene crystal (Figure 2.3(b)), where the electronic wave 

functions from different atoms overlap. σ-bands are neglected in the calculation because 

σ- and σ★- energies are far from the Fermi level. By symmetry, the overlap between 

pz(π) and s , px and py bands is zero. In contrast, overlapping unhybridised 2pz electron 

orbitals of nearest carbon atoms form π- and π*- bands, which intersect at the corners of 

the Brillouin zone (K and K' points) to create a conical energy spectrum called the Dirac 

cone 7. The bottom half of the energy cone is fully occupied with electrons (valence 

band), while the top is empty (conduction band). Graphene is considered a zero-

bandgap semiconductor or a semimetal material where the Fermi level (EF the zero 

energy reference in Dirac cone defined by K and K') is reduced to the six corners of the 

Brillouin zone. Graphene quasi-particles show a linear dispersion relation (the relation 
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between energy, E, and momentum, ℏk, at K and K') as if they are massless relativistic 

particles: 

���� = ±ℏ�																																																																																																																																	2.1                                                                                                              

where νF is the Fermi velocity (~ 106 m/s) and k is the momentum. It is well known that 

electrons in all condensed materials follow Schrödinger's equation and that any 

relativistic effects are unimportant. However, the case of graphene is different because it 

follows Dirac's equation (they act like a zero-mass particle at constant velocity). 

Therefore, graphene has a variety of interesting electronic properties, including a high 

charge mobility µ (200000 cm2/Vs) 8 and an ambipolar electric field effect 9,10.  

 

 

Figure 2. 3. (a) Graphene crystal structure composed of two sub-lattices A and B. (b) Brillouin zone of 
graphene. (c) Band structure of graphene calculated by tight-binding Hamiltonian shows a linear electronic 
structure that represents Dirac cone at Brillouin zone corners (insert).  Figure from 9 

 

2.2.2. Optical properties  

Monolayer graphene absorbs 2.3% of incident light over a wide wavelength range11 thus 

making it difficult to detect by optical microscopy on transparent substrates (e.g. glass) 

or opaque substrates (e.g. metal). Many reports confirm graphene on Si/SiO2 can be 

imaged by optical microscopy due to interference phenomena 3,12. Monolayer graphene 
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has a constant absorption coefficient at wavelengths from 300 to 1000 nm, and it is 

maximum at 250 nm due to the transition of the unoccupied π* states 13 (Figure 2.4). 

Graphene’s unique optical properties are a result of the linear electronic structure, and 

these fascinating properties have various applications, especially if the optical and 

electronic properties are combined together. 

 

Figure 2. 4. UV-vis spectra of CVD graphene transferred by roll-to-roll layer-by-layer technique on a quartz 
substrate. The inset shows the UV spectra of graphene films doped with HNO3. The right inset shows optical 
images of the transferred layers (1×1 cm2). Figure from 3. 

 

2.2.3. Mechanical properties  

The first experimental measurement of the mechanical properties of single-layer 

graphene was reported by Lee et al. 14 in 2008, who used an atomic force microscopy 

(AFM) to indent graphene placed over an array of circular wells (Figure 2.5). The 

graphene showed a nonlinear elastic stress-strain response with Young’s modulus of E 

= 1.0 TPa, a third-order elastic stiffness of D = -2.0 TPa, and an intrinsic strength of σint 

= 130 GPa. These superior mechanical properties are promising for application in 

composite. The mechanical properties of composite materials are found to depend on 

the concentration of the reinforcement phase (graphene) 15, the dispersion state of 

graphene 16  and the length to the thickness ratio (aspect ratio) of the reinforcement 



15 

 

materials 17,18. The increase in the graphene concentration increases tensile strength of 

the graphene-polystyrene (PS) composite as shown in Figure 2.6(a) 19.  

 

 

Figure 2. 5. Measurement of suspended single layer graphene mechanical properties. (a) Scanning electron 
microscopy (SEM) image of graphene flake covering an area of an array of circular wells.  (b)AFM image of 
nanocontact mode of one membrane, the blue line is a height profile. (c) Schematic of AFM  nanoindentation 
technique. (d) AFM of a fractured graphene. Figure from reference 14. 

 

 
Figure 2. 6. (a) Stress-strain curve of graphene-polystyrene (PS) nanocomposite with different graphene sheet 
contents. (b) Effect of graphene sheet content on Young modulus and tensile strength. Figure from 20. 

 

The graphene oxide (GO)/polymer composites show an enhancement in mechanical 

properties. For instance in a GO/PVA composite the elastic modulus and strength was 

found to increase by 76 % and 62 % respectively by adding 0.7 wt.% of GO 20. This 
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high specific increase is due to the functional groups on graphene surface leading to a 

high level of dispersion of graphene in polar solvents and enhanced polymer-graphene 

interaction. 20. 

2.2.4. Thermal properties  

Carbon allotropes have a broad range of thermal conductivity (K), from 0.01 W mK-1 

(for amorphous carbon) to more than 2000 W mK-1 (for diamond and graphene), Figure 

2.7 21. The heat transfer in solid materials is governed by acoustic phonons and 

electrons; therefore the thermal conductivity is contributed by both electrons (Ke) and 

phonons (KP). The electronic contribution (Ke) to the thermal conductivity in metals is 

very high because of a large number of free carriers. For example, the thermal 

conductivity of copper at room temperature is ~ 400 W mK-1, and the Ke contribution is 

almost 98 % of this total. In carbon materials, thermal conductivity is usually due to the 

lattice vibrations and therefore the phonon contribution, despite graphite's metal-like 

properties. This results from the strong covalent sp2 bonding and Ke can be significant if 

the materials are doped with impurities21. The first experimental study to measure the 

thermal conductivity of single-layer graphene was reported by Balandin and co-workers 

22. Figure 2.8 illustrates the method used; a suspended single-layer graphene flake was 

heated by a 488 nm laser and the change in the local temperature was monitored by 

measuring the shift in the G peak position. The thermal conductivity value measured by 

this method was ~ 4840 – 5300 W mK-1, which is higher than the values recorded for 

single-wall carbon nanotube (SW-CNT), ~ 3500 W mK-1 23, and multi-wall carbon 

nanotube (MW-CNT),3000 W mK-1  24. This interesting property attracted researchers to 

couple graphene with polymer matrices, such as epoxy resin 25, polypropylene (PP) 26, 

polyvinyl chloride (PVC) 27 and polycarbonate (PC) 28 to enhance heat transfer for 

electronic circuit applications. However, enhancement in thermal conductivity is not as 

dramatic as electrical conductivity, because the difference in thermal conductivity 
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between graphene and the polymer is 4 in the order of magnitude  (Kgraphene/Kpolymer), 

while for electrical conductivity (ρgraphene/ρpolymer) it is approximately 15-19 in the order 

of magnitude 29. 

 

Figure 2. 7. Diagram of the reported thermal properties values of carbon allotropes. The axis is not to scale. 
From reference 21. 

 

 

Figure 2. 8. Schematic of optothermal Raman method to measure graphene thermal conductivity. The 488 nm 
focused laser light generates a heat wave inside single-layer graphene which then propagates toward the heat 
sinks. Figure from reference  22. 
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2.2.5. Electrical properties 

The intrinsic electronic behaviour of graphene is a semi-metal or zero bandgap 

semiconductor behaviour, due to the contact of the conduction and valence bands at the 

six Dirac points 30. Furthermore, the linear dispersion relationship between momentum 

and energy enables the charge carriers to travel with zero effective mass (m★) with a 

Fermi velocity ~ 106 ms-1. The band structure of graphene is responsible for its unique 

electronic properties including its high charge mobility at room temperature (~ 15000 

cm2 (Vs)-1) 31 and room temperature Hall effects 32. However, the zero bandgap 

electronic structure of graphene is not suitable for nano-electronic applications. It is 

theorised that a band gap in graphene can be opened via three possible routes:  geometry 

restriction by reducing the size of a large graphene sheet into one dimension direction; 

using AB stack Bilayer graphene (BLG); lastly by subjecting graphene to strain. 

Theoretical predictions claim that graphene’s band gap can be modified by reducing 

large-area graphene in one dimension, i.e. forming graphene nanoribbons 33,34. It is 

found that the band gap is inversely proportional to the width of nanoribbons for types, 

zigzag and armchair.  It is experimentally proved that a bandgap of 200 meV can 

achieve for nanoribbon width below 20 nm 34. 

Table 2. 1. Graphene bandgap opening ways. Table from 35. 

Graphene type Size Bandga
p 

Remarks Ref. 

SLG†† on SiO2 LA* No Experiment and theory 31,36 

SLG on SiO2 GNR† Yes Experiment and theory, gap due to lateral confinement 33,34 

BLG on SiO2 LA Yes Experiment and theory; gap due to symmetry breaking by 

perpendicular interlayer field 

37–39 

Epitaxial SLG LA Yes 

No 

Experiment and theory, gap due to symmetry breaking 

Experiment and theory 

40 
41 

Epitaxial BLG LA Yes Experiment and theory 42,43 

Epitaxial SLG, BLG GNR Yes Theory 43 

Strained SLG LA Yes Theory; gap due to level crossing 44 

*LA: large area, †GNR: graphene nanoribbon,  ††SLG: single layer graphene  
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BLG 39, is a promising way to achieve a bandgap despite it is initially being a gapless 

band structure, however, when an electric field is applied normal to the BLG, a band 

gap opens up to 200-250 meV for high-applied fields 37. Finally, the influence of strain 

on a graphene sheet has been simulated as a mean to tune the band gap. However, a 

uniaxial strain of ~ 20 % is required, which is difficult to achieve experimentally 45,46. 

Table 2.1 is a review of reported possible ways to open graphene bandgap. 

 

2.3. Graphene synthesis methods 

 

Figure 2. 9. Schematic plot shows graphene different synthesis methods with their correspondence mass-
production price and quality. Figure from  47. 

 

Since the first successful report of the isolation of graphene from graphite in 2004 31, 

several methods have been proposed for graphene synthesis.  All the established 

methods lie in one of the two categories; top-down or bottom-up. For the top-down 

approach, graphene fabrication starts with three-dimension bulk graphite with the aim of 
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isolating individual two-dimension graphene sheets (e.g. chemical exfoliation and 

mechanical cleavage). In contrast, the bottom-up approach involves growing the 

graphene sheet from its constituent building blocks (atoms or molecules) on a 

supportive substrate, such as in the chemical vapour deposition method. Figure 2.9 

shows the main techniques used to produce graphene which will be presented briefly in 

the following paragraphs.   

 

2.3.1. Chemical Exfoliation 

Synthesis of graphene by chemical exfoliation of graphite has three main routes: direct 

sonication of graphite in an organic solvent or surfactant solution 48,49 , electrochemical 

exfoliation of graphite 50 and intercalation-exfoliation of graphite 51 (Figure 2.10).  

Chemical exfoliation includes two steps: the first step is to increase the spacing between 

graphite layers, therefore reducing the van der Waals forces between each layer to 

produce a “graphene-intercalated compound (GIC)”. The second step is to exfoliate the 

GIC to graphene and this typically achieved by either rapid heating or sonication 52. 

Single layer graphene oxide is considered an example of the chemical exfoliation     

route 53. 

Boehm et al. found in 1962 that few carbon layers can be produced by reducing a 

dispersion of GO either by chemical or by thermal methods 54. The process of graphite 

oxidation goes back to 1859 when Brodie first oxidized graphite using potassium 

chloride and nitric acid 55. Staudenmaie, forty years later, enhanced Bordie’s technique 

by adding sulphuric acid to get a low pH and feeding potassium chloride in multiple 

parts over the reaction course 56. The Hummers method is the most common one used to 

oxidize the graphite 57. Based on the Hummers method, graphite oxide can be 

synthesised by using concentrated sulphuric acid, potassium permanganate and nitric 

acid as oxidants 29. Ruoff et al. prepared monolayer graphene by the reduction of 
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graphite oxide in 2006. Ruoff’s method consists of strongly oxidizing graphite powder, 

followed by ultrasonucation in aqueous solution to separate the GO layers to 

monolayers and finally treating the resulting GO monolayer with hydrazine (N2H4) to 

form graphene 58.   

 

 

Figure 2. 10. Schematic shows the three routes of graphene exfoliation. Figure from reference 59. 

 

2.3.2. Mechanical cleavage 

The mechanical cleavage method (or as the media calls it the “Scotch Tape method”) is 

considered to be the first successful method used to isolate graphene layers from 

graphite 57. 

Novoselov et al. used 1mm thick platelets of highly-oriented pyrolytic graphite (HOPG) 

that were etched in an oxygen plasma to prepare mesas (5 µm deep and a  various 

square size from 20 µm to 2 mm) 31. A 1 µm thick photoresist wet film spun over a glass 
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substrate is used to attach the mesas by pressing the structure against the film. After 

attaching the mesas to the photosensitive film, it is easily peeled off from the HOPG 

structure. Scotch tape is then used to repeatedly peel off flakes of graphite from the 

mesas. The final retained thin flakes were released in acetone and were later captured by 

dipping a silicon wafer in the solution, followed by washing in water and propanol.       

Geim and his group reported another method which is as similar as drawing with chalk 

on the blackboard 60. Two fresh surfaces of layered crystals, e.g. graphite, were rubbed 

against each other and the result is a variety of flakes attached to the surface. These 

layers were found to consist of few-layers and monolayers of graphene. Following this 

work, several attempts were made to enhance the efficiency of the mechanical 

exfoliation, such as involving ultra-sonication 61, an ultra-sharp diamond wedge 62 , 

electrostatic force 63 and a transfer printing technique 64. Mechanical exfoliation is a low 

budget technique, and the quality of produced graphene is high; however, controlling 

the produced graphene layer is challenging, plus the flakes are randomly distributed on 

the substrate. Therefore, this method is suitable for research but not for commercial 

production.   

 

Figure 2. 11. Mechanical exfoliation of graphene by repeated peeling of HOPG using scotch tape. Figure    
from 29. 
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2.3.3. Epitaxial growth of graphene on SiC surface 

The epitaxial thermal growth of a graphite layer on a single crystal silicon carbide was 

first reported by Bommel et al. in 1975 65. Epitaxial growth of 1-3 graphene sheets thin 

film, was first reported by De Heer et al. in 2004 on a single crystal 6H-SiC (0001) 

surface 66. Epitaxial refers to a process of depositing a single crystalline film onto the 

surface of a single crystal substrate. Moreover, if the deposited film is of the same 

substrate material it is called a homo-epitaxial layer, and if it is different from the 

substrate materials (like graphene), it is called a hetero-epitaxial layer 66. This process is 

very attractive for the semiconductor industry because it produces graphene on silicon 

and thus there is no need to transfer the graphene to another substrate after growth. The 

process takes place under ultra-high vacuum conditions (UHV) and high temperature 

(1200 °C); when SiC anneals under these conditions silicon atoms evaporate and leave 

carbon atoms which in turn arrange to form a graphene layer 29,67. Therefore the nature 

of the graphene film depends on the annealing temperature and time. This method is 

very promising for the electronic industry, but it has many drawbacks. For example, the 

graphene produced is rotationally disordered, and the vertical roughness of the graphitic 

film is not uniform 68. Due to the high temperature high vacuum conditions, the 

production of large area graphene and controlling its physical and electronic properties 

are challenging 29.    

 

2.3.4. Chemical Vapour Deposition (CVD) 

Chemical vapour deposition (CVD) is used to manufacture powders, coatings, fibres 

and monolithic components. Most metals and non-metallic elements such as carbon and 

silicon can be made by CVD, as well as a large number of compounds including 

carbides, oxides and nitrites. CVD is defined as the deposition of a solid resulting from 

chemical reactions in gasses on hot surfaces 69 . 
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The CVD dates to the latter part of the nineteenth century, when Sawyer and Man filed 

a patent in 1880 for their work to improve the quality of an illuminating conductor for 

electric lamps by covering it with carbon from hydrocarbon decomposition at high 

temperature 70. In 1896 Aylsworth successfully deposited refractory metal by heating a 

substrate in a vapour containing the desired element 71. It was not until the 1930s when 

further progress was made, when deposition of some materials and compounds was 

commercially demanded 72. 

CVD of graphitic films on metal substrates was first reported by Lang in 1975 73.  He 

found that by flowing ethylene (C2H4) over a hot platinum surface, a graphitic layer 

formed. In 1979, Blakely et al. reported the formation of a graphite layer on Ni by 

doping Ni (111) single crystal at high temperature 927-1027 °C followed by fast cooling 

74,75.  They found that the carbon coverage is dependent on temperature, with optimum 

deposition when temperature is as close as possible to equilibrium conditions. 

Since the successful experiment to isolate a single graphene layer, a number of 

synthesis methods were proposed. However, CVD is considered the most promising 

method for synthesizing large areas of monolayer and few-layer graphene.  

The first successful attempt to grow graphene using CVD was reported by Somani and 

his group in 2006 by using camphor (C10H16O) as a carbon source, and Ni foil as the hot 

substrate; and this resulted in the deposition of a few-layer graphene (FLG) with an 

interlayer spacing of 0.34 nm 2. Even though the graphitic film was very thick, it 

showed the promise of the synthesis of monolayer graphene by CVD.  

The breakthrough was by Ruoff et al. who reported the CVD of single layer graphene 

on Cu substrate 1.  A 25 µm thick Cu foil was annealed in a hydrogen (H2) atmosphere 

at 1000 °C, followed by introducing methane (CH4) at low pressure. The resulting 

deposited graphitic film was ~ 95 % SLG with a small percentage of FLG. The 
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graphene film was found to be continuous over grain boundaries and Cu surface steps. 

Therefore, the CVD route can potentially meet the thin film applications demands for 

graphene, in terms of cost, quality and scalability.  For example, CVD graphene film as 

large as 30-inch  of 95%  SLG coverage has been reported by Byung et al. 3.    

Given the focus on this thesis on CVD growth of graphene, the background literature 

will be reviewed in detail.  The following sections will examine the key factors which 

influence the growth: thermodynamics, kinetics, temperatures, pressure, carbon 

precursor, role of hydrogen and substrate.   

 

2.3.4.1. The thermodynamics of CVD 

The thermodynamic aspect of CVD is essential to understand the chemical reaction 

products (it should be noted though that thermodynamics calculates the final 

equilibrium state of the system and not the steps and rates taken to achieve it). The 

uniformity and the quality of the resulting film are determined by the feasibility of the 

possible chemical reactions in the CVD process. It is important to know which reactions 

might take place so that a suitable precursor can be selected. Minimization Gibbs free 

energy of the gas-solid system is the basic thermodynamic calculation to determine the 

appropriate CVD phase diagram 76,77. This is useful to predict the equilibrium phases 

existing under the processing conditions of pressure, temperature and reactant 

concentrations. The first step of every designed CVD process is to evaluate the 

feasibility of its chemical reactions. By calculating the Gibbs free energy (∆Gr) of the 

reaction, the feasibility can be concluded. If the ∆Gr is negative, then the reaction could 

occur while the positive value means the reaction cannot take place. Moreover, in some 

CVD processes several possible reactions can take place (all reactions are 
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thermodynamically feasible); in which case  the reaction which has the lowest negative 

value should be considered, since it will be more stable 78.  

 

2.3.4.2. Kinetics of CVD 

The Kinetics and mechanisms of CVD have been studied by many researchers, and their 

results give a better understanding of the deposition processes. The complexity of the 

CVD processes is a real problem for its kinetic study. Other factors also make kinetic 

calculations difficult, including the type of gas flow inside the reaction chamber, local 

temperature variation, concentration of reactant gases over the substrate and geometric 

effects of the chamber. Mass transport and surface kinetics are considered to be the rate-

limiting factors. If the mass transport process is slow, i.e. if the reactant species diffuse 

slowly from the bulk gas flow to the substrate then it will be the rate-limiting process 

and vice versa 77–80. Figure 2.12 summarizes the growth kinetics inside the CVD 

chamber.  

 

Figure 2. 12. Kinetics of CVD,(1) Delivery of reactant to the CVD chamber; (2) Intermediate reactions in the 
bulk gas stream; (3) Diffusion through the boundary layer,(4) Absorption of reactants on the substrate 
surface; (5) Reactions at the substrate surface; (6) Diffuse out of the by-products through the boundary layer; 
(7) Removal of the by-products. (Reproduced from 80) 
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The diffusion of the reactant species from the main flow through the boundary layer is 

the rate-limiting step for the mass transport process. The reactant flux according to 

Fick’s 1st law can be expressed as: 

J� = −D��RT �C�� − C��δ � 																																																																																																												2.2 

where  JA is the flux of species A, DAB is the diffusivity, CAB is the bulk concentration, 

CAS is the concentration at the surface, R is the gas constant, T is the absolute 

temperature, and δ is the boundary layer thickness. The boundary layer appears when 

the gas flow is laminar (which is the ideal case in all CVD reactions). The reactant 

concentration and the gas velocity are zero at the substrate surface, and they increase at 

the mainstream; the distance between high and zero concentration is the boundary layer 

thickness δ which can be calculated: 

δx = 5.00��� 																																																																																																																																						2.3			 
where Re is Reynolds number (Re <2300 for laminar flow) and x is the local distance 81.  

The average boundary layer can be calculated by applying the above equation for the 

substrate length: 

!̅ = 103 #μ%&'LρU 																																																																																																																												2.4 

where L, is the length of the substrate, µmix is the gas mixture viscosity, U is the 

mainstream velocity, and ρ is the density of the gas.  

According to Chapman-Enskog theory 82, the binary diffusivity DAB of reactants can be 

calculated using the following equation: 

,-. = 0.0018583012 3 14- + 14.678-.9 Ω;.-. 																																																																																							2.5 
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where T is the absolute temperature, M is the molecular weight, p is the pressure, σAB is 

the collision diameter and ΩD.AB is the collision integral. 

The CVD kinetics (mass transport and surface kinetics) are illustrated schematically in 

Figure 2.13. Cg and Cs are the concentrations of gas in bulk and at the substrate surface 

respectively. It is clear from Figure 2.13 that the concentration of gas drops from the 

bulk to the substrate surface, therefore the flux of the gas is approximate: 

J<= = h<?C< − C�@																																																																																																																								2.6 

                                                                                                                                   

 

Figure 2. 13. Schematic diagram of the growth process model 80. 

 

where hg is the mass transfer coefficient. The approximate flux gas consumed at the 

surface is related to the rate constant for the slowest surface reaction: 

J� = K�C�																																																																																																																																																2.7 

  where Ks is the rate constant of the slowest surface reaction. 

So according to equation 2.6 and 2.7 the two kinetic processes can be summarized as: if 

KS >>hg then the system is under mass transfer control because the mass transfer is very 

low from the bulk to the surface through the boundary layer. In contrast, if hg  >>KS 
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(this normally happen when Cg ≈ CS) then the process is under surface reaction control. 

Figure 2.14 shows schematically how the reaction kinetics contribute to the deposition 

rate 76. Moreover, the rate of the surface reaction increases with increasing temperature 

and the mass transfer of gas phase increases with increasing pressure 80. 

 

 

Figure 2. 14. Schematic diagram illustrating the effect of temperature, pressure and kinetics on the growth 
rate. 80 

 

2.3.5. Parameter space of CVD graphene 

2.3.5.1. Temperature 

Temperature plays a vital role in the CVD growth of graphene, since thermal energy 

supplies the energy required to decompose the carbon source and to prepare the 

substrate surface as well. For graphene to grow on Cu and Ni, the deposition 

temperature range is typically between 800-1000 °C. Hokwon et al. reported that a low 

growth temperature led to high nucleation density of graphene and poor graphene 

coverage on the Cu surface 83. Furthermore, increasing the deposition temperature and 

time (up to 1000 °C and 30 min respectively) decreased the nucleation density and 
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formed continuous graphene films as shown in Figure 2.15. However, increasing 

temperature can also lead to poor quality graphene films, as Lili Fan et al. found that 

growth at temperatures near the melting point of substrate resulted in holes in the 

graphene film.  These holes are believed to be due to the evaporation of the copper 

damaging the depositing film 84.  For Ni, the use of  a low deposition temperature <460 

°C leads to nickel carbide (Ni2C) formation, which slowly diffuses into the bulk metal at 

high temperatures 85. Most studies suggest that using 1000 °C for graphene growth on Ni 

is suitable, since at that temperature the solubility of carbon increases. A subsequent fast 

cooling rate is then crucial, to precipitate the carbon atoms out of the bulk to form 

graphene 86–91. 

 

 

Figure 2. 15. High-resolution scanning electron microscope (SEM) images of graphene nuclei grown on Cu for 
different growth temperatures and times. Scale bar: 1 µm. Figure from 83. 

 

2.3.5.2. Carbon precursors  

Methane (CH4) is the most common short chain hydrocarbon used as a carbon source in 

the CVD of graphene. Unsaturated hydrocarbon such as  acetylene (C2H2) have been 
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used as a carbon source and is found to reduce the minimum growth temperature 

required for graphene down to 650 °C, since C2H2 has a lower decomposition 

temperature than methane 92. Furthermore, Petera et al. , reported a CVD graphene on 

Ni substrate at growth temperature below 600 °C by using ethylene (C2H4) as a 

precursor 93. Also toluene (C7H8) has been used as a liquid carbon source through a 

bubbler or evaporator for low pressure CVD, due to its low decomposition temperature 

(500-600 °C) and low toxicity compared to benzene (C6H6)
 94,95. A recent breakthrough 

was reported by Ham et al., who successfully grew continuous graphene film on Cu 

using C6H6 as a precursor at temperature range 100-300 °C under atmospheric pressure. 

After 5 minutes growth time the SLG coverage was 100 % 96.  Solid carbon sources 

have been used as well such as poly(methyl methacrylate) (PMMA) 97, graphite 98, food, 

insect parts and solid waste 99. The advantages of using solid carbon sources are the 

growth temperature can be lower (~ 800 oC), it is less expensive and safeter compared 

with expensive flammable gases like CH4.  Recently Ruoff et al. successfully grew 

graphene on Cu substrate with no precursor but only a trace of C from the vapour of the 

pump oil 100 . 

 

2.3.5.3. Growth Pressure 

Growth pressure is an important controlling parameter for the CVD of graphene. 

Growth at atmospheric pressure ensures a rapid diffusion rate of carbon species to the 

metal substrate, which makes the carbon surface precipitation difficult to control. 

Graphene growth on Cu under low pressure shows a self-limiting monolayer of 

graphene, while at high pressure non-uniform multilayers form 101. Moreover, the 

kinetics of deposition is changed with pressure, i.e. the rate-limiting step in atmospheric 

pressure will be the surface reaction, while in low pressure (vacuum) the diffusion of 

carbon species from the bulk to the metal surface is the rate-limiting step. Furthermore 
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low pressure and high temperature normally contribute to sublimate the metal which 

leads to lower nucleation density 102,103. 

 

2.3.5.4. Role of Hydrogen 

The reaction mechanism of graphene growth using CVD method tends to be more 

complicated if the role of hydrogen (H2) is taken into account. Libo et al. found that 

using CH4 alone without H2 gave good results and the graphene quality decreased with 

increasing H2 partial pressure 104. Maria et al. proposed that the dissociative 

chemisorption of H2 and dehydrogenation of CH4 compete on available sites on the 

catalyst (Ni or Cu) which dampens graphene growth 105. Moreover, Yi Zhang et al. 

suggested that etching graphene with H2 has a strong effect at different temperature, 

which can clean out the surface from graphene through reversing the growth process 

and forming hydrocarbon radicals (Figure 2.16) 106.  

 

 

Figure 2. 16. SEM images of graphene/ Si/SiO2 etched by hydrogen at different temperatures: (a and b)        
700 oC; (c and d) 800 oC; (e and f) 900 oC; (g and h) 1000 oC.  Figure from 106 

 

On the other hand, Vlassiouk proposed that the presence of H2 is very important for 

graphene growth since it facilitates the required methyl (CH3) radical formation, which 

is considered a necessary step in the graphene reaction path. Moreover, graphene 
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growth under high H2 partial pressure leads to well-defined hexagonal islands and this is 

because the hydrogen removes the unstable graphene edges, while under a moderate 

partial pressure the graphene has irregular islands shapes (Figure 2.17) 107. Hydrogen 

shows a different role in the mechanism of graphene growth on Cu and Ni because the 

solubility of H in Cu and Ni is different. The diffusion coefficient of hydrogen in Ni is 

lower than in Cu (2×10-4 cm2 s-1 and 5×10-4 cm2 s-1 for Ni and Cu respectively) 108.  

 

 

Figure 2. 17. Influence of hydrogen partial pressure on graphene average size grow at atmospheric pressure 
CVD on Cu foil at 1000 oC and 30 minutes growth time. The SEM images shows the difference in grain size 
with correspondence hydrogen partial pressure, increasing hydrogen partial pressure is critical to control the 
grain shape. Scales bars are10 µm (top two images) and 3 µm (bottom two images). Figure from 107. 

 

Therefore, hydrogen recombines and desorbs from the Ni surface very fast, which is not 

the same behaviour with Cu according to equation: 

H�s� + H�s� → H9 ↑ +2=																																																																																																									2.8                                                                                                  

The (s) indicates the free site on the metal surface, due to this there are always free sites 

on the Ni surface to decompose hydrocarbon and liberate C atoms which diffuse in bulk 

metal 105. 

 



34 

 

2.3.5.5. Substrate 

The CVD of graphene is a catalytic process, with the transition metal substrates acting 

as a catalyst material. By definition, a catalyst accelerates reaction without itself being 

consumed in the reaction. The catalyst provides a low activation energy pathway to 

avoid slow reaction rates, compared with the uncatalysed reaction  109 (Figure 2.18). 

Catalyst materials are either homogeneous, where catalyst and reactant are of the same 

phase (all solids or liquids), or heterogeneous, when catalyst and reactants are in a 

different phase. A catalytic CVD of graphene process is a heterogeneous system 

because the catalyst (metal substrate) is solid and the mixture is gas.  

 
Figure 2. 18. Schematic diagram shows the energy profile difference between catalytic and non-catalytic 
reaction 109. 

 

There are factors which determine the suitability of different metal for use as a substrate 

for CVD of graphene. Since the graphene need to be transfer for its metal substrate by 

etching away the metal, the relative cost of that metal substrate become important from 

an industrial perspective (Cu is much cheaper than Pt). The other consideration is the 

catalytic activity of the substrate toward decomposition of hydrocarbon to produce 

active carbon radicals (CxHy). This is an important step in lowering the activation 

energy of cracking the hydrocarbon gases and prevents the growth being run under 
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snowing conditions. For instance, by using platinum as a catalytic substrate for CVD 

graphene, the growth temperature is lowered to 750 °C due to the strong catalytic 

activity to decompose methane 110. In contrast, CVD of graphene on Cu requires a high 

growth temperature (1000-1040 °C) close to the melting point of Cu ( 1084 °C) due to 

the poor catalytic activity of Cu. Carbon solubility is also a vital factor that controls the 

graphene growth on metals; in fact, a graphene growth mechanism depends primarily on 

the carbon solubility.  For example, Cu has low carbon solubility (0.001-0.008 wt. % at 

1084 °C) plus low activity toward hydrocarbon decomposition. Therefore, graphene 

grows on Cu mainly due to the surface reaction which normally gives SLG. However, 

the solubility of carbon in Ni is considerably higher (~0.183-0.25 wt.%) which results in 

FLG graphene growth  by segregation/ precipitation of carbon during the cooling     

stage 111. 

 

2.3.6. Mechanism of CVD graphene growth 

In general, the mechanism of graphene growth on transition metals includes two steps. 

The first step is the dissolution of the  carbon source into the metal, and the second step 

is the segregation of carbon atoms during cooling to form graphene by precipitation102 

(Figure 2.19). Segregation is heterogeneity in the composition, which corresponds to 

one phase in the phase diagram. On the other hand, precipitation shows inhomogeneity 

as a result of equilibrium phase separation. Blakely et al. studied first the segregation of 

graphene on the Ni surface; they found that monolayer graphene forms as the first step 

by segregation, followed by excessive precipitation leading to graphite formation 112.  

The proposed mechanism of graphene growth over Cu and Ni starts by the 

chemisorption of the carbon source (hydrocarbon usually methane) on the transition 

metal surface 74. The empty d-shell in the transition metal’s electronic structure 
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encourages the chemisorption of hydrocarbon on the metal surface which is ready to 

accept an electron. Following that, the dissociation of the hydrocarbon occurs by 

dehydrogenation to liberate carbon adatoms which will ultimately diffuse into the bulk 

metal. When the concentration of carbon atoms reaches a threshold for nucleation (the 

case with a Cu substrate), or during the cooling process (the case with a Ni substrate 

where the solubility of carbon in Ni decreases), the graphene precipitation/segregation 

occurs (Figure 2.19). The diffusion of carbon atoms out of the bulk metal does not stop 

until it reaches the equilibrium condition, even if the gas phase carbon source is turned 

off  102.      

 

Figure 2. 19. Cartoon illustrates mechanisms of graphene growth by CVD technique on Cu and Ni. 
Hydrocarbon gas (methane) adsorbs on the metal surface and dehydrogenates to liberate carbon atoms which 
form graphene lattice either by surface isothermal growth (CVD of graphene on Cu), or carbon atoms diffuse 
into the metal bulk and segregate upon cooling to form graphene  (CVD of graphene on Ni). Figure from 94. 

 

The solubility of carbon in metal substrates plays an important role in determining 

which mechanism (precipitation/segregation) follows. For Cu, with a very low 

solubility of carbon, graphene forms after hydrocarbon dissociation and no further 

graphene will form if the carbon source is turned off  113. The story with Ni is different; 

since the solubility of carbon in Ni is high, the path of graphene deposition starts with 
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chemisorption, dissociation, diffusion of carbon into the bulk metal and finally diffuses 

out during cooling to form graphene on the surface. 

Graphene has incredible properties, which makes it promising for a number of 

electronic applications such as touch screens, smart windows, flexible displays, solar 

cells and supercapacitors 114. However, to unlock outstanding graphene properties, an 

appropriate synthesis method required. CVD is the most suitable route to produce 

graphene regarding large areas, quality, and cost. Nevertheless, there are still challenges 

which need to be solved, such as controlling the number of layers and graphene grain 

size. Therefore, studying the CVD graphene growth mechanism is essential to improve 

and control graphene film quality. Ruoff et al.  111 used isotopic labelling of the C 

precursor to study the CVD growth of graphene mechanism. Their experimental work 

included introducing normal methane (12CH4) and 13CH4 to the growth chamber in a 

sequence that took the advantage of the fact that each C isotope has different Raman 

modes due to the mass difference between 13C and 12C. They concluded that the CVD 

graphene growth mechanism is either surface adsorption for metals with low C 

solubility such as in Cu, or segregation, which is accompany to high C solubility metals 

like Ni. In this work, the transition between the two mechanisms (surface adsorption 

and segregation) is investigated. The Cu-Ni alloys compositions ensure covering the C 

solubility range between pure Cu (low C solubility) and pure Ni (high C solubility); 

therefore it been used as a catalytic substrate model.    
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3. Methodology 

3.1. Introduction 

This chapter describe in detail the CVD system used in this study. The characterization 

techniques used to examine the grown graphene films are also presented with their 

physical principles outlined. Two main techniques are used, Raman spectroscopy and 

scanning electron microscopy (SEM) to characterise the carbon thin films grown on the 

catalytic surface. Raman is a quick and accurate technique for the identification of 

carbon allotropes, coupled with SEM to study the morphology of the films a better 

understanding of their properties can be achieved. Glow Discharge Optical Emission 

Spectroscopy (GDOES) was also used as a complementary analytical technique; it is 

typically used to depth profile elements with interest in this study (C, Ni and Cu).  

 

3.2. CVD system 

CVD systems are classified according to their working temperature, chamber pressure, 

the way that substrate is heated, reaction activation method, gas flow rate, deposition 

time and precursor nature (Figure 3.1)115 

However, all different types of CVD must have four basic units: 

• Precursor delivery unit: this unit supplies precursor materials to the reaction 

chamber in a controlled way after mixing with carrier and diluent gases.  

• Energy source: this provides the energy, usually heat, required to the reaction 

vessel to start the precursor’s reaction, and also to maintain a given temperature 

level during the reaction time. 
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• Exhaust gas unit: this removes the by-products and unused gases from the 

reaction chamber via pipelines and pumps. 

• Control unit:  this includes Mass Flow Controllers (MFC) which keep the 

volume rate of flowing gases constant through the process, and also include 

pressure gauges and temperature controllers. 

 

Figure 3. 1. The seven main types of CVD methods classified based on processing parameters115. 

 

The CVD system used in this study is an open flow hot wall homemade system which 

was designed to meet the four basic requirements of the CVD process.  

The gas delivery unit has three gas lines (Figure 3.2), Methane (CH4), Hydrogen (H2) 

and Argon (Ar) which are all supplied at a high purity (99.95%) (BOC, Guilford, UK). 

Methane is a carbon source for CVD graphene, which is consider a saturated, highly 
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stable hydrocarbon; it has a low C-H bond energy (~ 410 kJ mol-1) 94.  One role of 

hydrogen is to remove any native oxides on the metal surface during the annealing 

process and to dilute methane, which certainly play a role in CVD graphene. Argon is 

usually used to increase background pressure during growth and is also consider a 

diluent gas. For safety, the gases were provided to the CVD system from a central gas 

supply, and gases are delivered to the laboratory by medical grade stainless steel pipes. 

Regulators, at the end of each pipe in the laboratory, control the pressure of the gas and 

ensure to feed the system at constant pressure (1 bar).  

 

 

Figure 3. 2. CVD mixing-delivery unit. Nylon pipes (blue) deliver the gases to MFCs, which control the flow 
rate. The red arrow shows the flow direction for assigned gas through the diaphragm valve which is connected 
to one end to MFC and four-way pies in the other. The flowing gases mix in the four-way connector and enter 
reaction chamber through inlet end.   

 

The CVD system is connected to a pressure regulator by Nylon pipes. The mixing-

delivery unit consists of MFCs (MKS Instruments 1179A/B), one for each gas, which 

controls the pre-set volumetric flow rate. Each MFC was calibrated for a specific gas, so 
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each gas has its manufacture designated and calibrated MFC. Each gas line is isolated 

from the other gas lines by a diaphragm valve. The gases, each with its designated 

volumetric flow rate, were mixed in a four-way connector, one way for each gas and the 

fourth one is for the inlet line which is a flexible 6mm in diameter stainless steel pipe 

(Figure 3.2).  A three-zone clam-shell furnace (PSC 12/90/600H Lenton Eurotherm) 

provides energy to start the growth reactions. The furnace heated by silicon carbide 

elements with a maximum temperature of 1200 0C and a 60 cm isothermal zone length. 

The reaction chamber is a fused silica tube 125 cm long, with 2.2 cm inner diameter, 

and 0.3 cm wall thickness (Figure 3.3).  

 

 

Figure 3. 3. Reaction chamber (25 mm quartz tube) loaded with a metal substrate fitted inside a clam-shell 
furnace (energy source). 

 

The reactant gases are extracted from the reaction chamber through a two-stage rotary 

vane pump (Edwards RV12).  The pump ultimate pressure is 2 × 10-3 mbar and it is 

connected to the chamber outlet via a flexible stainless steel tube to minimize the effect 
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of pump vibration on the reactor. A capacitance pressure gauge is fitted between the 

outlet end and the pump to monitor the reactor pressure during the CVD process. The 

CVD rig is connected and disconnected from the pump by a manual in-line lever 

operation isolation valve. Both reaction chamber ends are connected to the inlet and 

outlet by stainless steel fittings and O-rings to maintain a good vacuum during the 

process (Figure 3.4). 

 

 

Figure 3. 4. Exhaust unit, which removes by-product gases out from the outlet end. Quartz tube connected to 
exhaust unite via stainless steel fitting. Isolation valve mounted between the reaction chamber and rotary 
pump. Pressure gauge located in the way between outlet and isolation valve to monitor chamber pressure 
during the growth process. 

 

3.3. Growth procedure  

In this study, five different concentrations of copper-nickel alloy were used as catalytic 

substrates for CVD graphene growth. The substrates have their composition tabulated in 

Table 3.1. All the substrates have the same thickness 500µm and were obtained from 



43 

 

two different suppliers, Goodfellow (Cambridge, UK) and Alfa Aesar (Haverhill, MA, 

USA) respectively.  

Table 3. 1. Substrate specifications used in this work. 

Substrate Purity Typical Analysis (ppm) Supplier Note 

Nickel 99.98% Co 8, Cr 8, Cu 10, Fe 10, Mg 10, Mn 10, 

Si 8, Ti 10, C 70, S 10 

Goodfellow Annealed 

Copper 99.99% Ag 70, Al 1, Bi 1, Ca 1, Cr <1, Fe 2, Mg 

1, Mn <1, Na <1, Ni 2, Pb 2, Si 2, Sn 1 

Goodfellow As rolled 

Cu70/Ni30 - Cu 67.3%, Ni 31.0%, Mn 1.0%, Fe 0.7%. Goodfellow As rolled 

Cu55/Ni45 - Fe 2500, Mn 7500, Ni 45%, Cu balance Goodfellow As rolled 

Cu33/Ni67 - - Alfa Aesar  

 

The advantage of using thick substrate foil is it’s easily of handling especially under 

vacuum when changing pressure due to the introduction of process gases (H2 and CH4) 

because thin foils were displaced or swept away by sudden gas flows caused by a 

pressure change. In addition, thin foils might bend or loss their flatness during the 

loading and unloading process. The foil substrate samples, of dimensions ~ 1cm × 1cm, 

were cut from a larger sheet with shears, and one corner were clipped to identify the top 

and bottom face.  

The CVD growth process sequence is represented in Figure 3.5. The pump is switched 

on first before starting the process, and it is recommended to leave it running for fifteen 

minutes to allow the oil to warm up for better and constant efficiency. The metal 

substrate is handled with a stainless steel tweezer and loaded in the reaction chamber, 

then pushed in further with a polymer stick to the central position in the quartz tube. 

The chamber is then sealed and connected to the rotary pump by opening the isolation 

valve gradually. 
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Figure 3. 5. Schematic illustrates the experimental procedure of CVD growth process. 

 

The system is then evacuated until it reaches the ultimate pressure (2×10-3 mbar) which 

confirms that the vacuum system is operating appropriately and there is no leak in the 

system. The hydrogen flow is introduced first for annealing purposes at a volumetric 

flow rate of 2.6 sccm. Once the hydrogen starts to flow, the system pressure jumps to 

3.5×10-2 mbar (Figure 3.5). The next step is to switch on the furnace at a heating rate of 

25 0C/min; after 40 minutes it reaches the target annealing temperature of 1000 0C. The 

sample is then annealed under flowing H2 for 30 min at 1000 0C. Annealing of the 

substrate is considered a vital process in CVD graphene growth since it reduces the 

native surface oxide and enlarges the grain size 107.  

The growth process begins as soon as methane is fed into the reaction chamber with the 

reactor pressure increase to 0.1 mbar because of the presence of a flow of methane at 

5.2 sccm. The CH4: H2 ratio is 2:1 by volume which gives an overall carbon-to- 

hydrogen atomic ratio (RCH) of 0.2. These process conditions have previously shown 

good results for graphene growth on a copper foil with the same CVD rig as used in this 

work 116, so it has been adopted as the standard growth conditions used in this work 
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unless otherwise stated. The appropriate growth time varies based on the substrate 

composition, with an increase in the nickel content requiring increases in the growth 

time.  The growth stage finishes when the methane flow is stopped and the substrate is 

allowed to cool down either naturally (slow cooling) at a rate of 27 0C/min or by 

opening the shell furnace and letting the furnace to cool down (fast cooling) at a rate 

367 0C/min. Cooling the sample from the growth temperature to room temperature is 

carried out under a flowing hydrogen atmosphere to ensure no oxidation of the substrate 

occurs.  When the system reaches room temperature, the hydrogen flow is stopped, and 

the system is isolated from the pump by closing the isolation valve. The introducing of 

argon flow increases the chamber pressure and until it reaches atmospheric pressure 

(1013.2 mbar) then the chamber is opened and the sample unloaded for characterisation.  

CVD is a vapour transfer process, which is atomistic in nature, i.e. the deposition 

species are either atoms or small molecules or sometimes the combination of both. 

Hence the process is susceptible to any changes in the reactor gas atmosphere. 

Alterations of the feedstock purity, substrate composition and even the gas pipelines 

may give unexpected results. Figure 3.6 shows one of those cases when the gas 

pipelines became contaminated during the work on this project for unknown reasons. 

The contaminant substance swept by gas flow stream in the lines and enters the MFCs 

and mixed with reactive gases and as a result, the graphene growth reaction pathway 

was diverted (Figure 3.6(a)). Figure 3.6(b) shows the normal deposition inside the 

quartz tube after consecutive runs. The growth temperature (1000 0C) is near the 

melting point of the copper substrate and together with the low growth pressure and 

high vapour pressure of solid copper leads to significant metal evaporation, and 

deposition on the inside surface of both quartz tube ends. Furthermore, after several 

growth cycles, the inside of the outlet surface at the end of the quartz tube is decorated 

with carbon (Figure 3.6(b)), which is a normal observation for low pressure CVD 
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growth117. Therefore, inspection of the quartz tube ends (especially the outlet end) gives 

a good indication if the gas chemistry is not as it is meant to be, Figure 3.6 (c) and (d). 

 

 

Figure 3. 6. (a) Optical spectroscopy image of the contaminated copper substrate. (b) Outlet end of the quartz 
tube decorated with copper and carbon from continuous CVD use. (c) Contamination during atmospheric 
pressure CVD (APCVD) growth, it is evident from figure formation of some unknown liquid by-product. (d) 
One of the cases shows a yellow residue from liquid hydrocarbon previous APCVD run.  All presented cases 
CVD graphene fail to grow.   

 

3.4. Film Characterization 

Graphitic films can be analysed without transfer to a dielectric substrate, which is a 

good way to investigate the effect of the substrate and growth conditions on the 

deposited film. Raman spectroscopy and SEM can be used to provide sufficient 

understanding of the number of graphene layers, stacking order, electronic structure, 

and surface coverage. GDOES was also used for elements depth profiling, which 

delivered necessary information regarding the substrate bulk role. 
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3.4.1. Raman Spectroscopy 

Raman spectroscopy is one of the main characterisation techniques used to probe both 

the electronic and structural characteristics of carbon allotropes.  

The Raman Effect, named after the discoverer Sir C.V.Raman 118, is an inelastic 

scattering of photon by vibrational phonon of the sample 119. When the photon and the 

material interact, the photon can lose part of its energy ћωSc (where ћ is Plank constant 

and ωSc is the photon frequency) by transferring it to the sample and creating a phonon 

of energy ћΩ (Ω is the vibration frequency); this process called Stokes (S). However, if 

the material transfers energy to the absorbed photon i.e. the emitted photon has higher 

energy than the absorbed photon, which happens when the photon absorbs phonon, then 

the process is called Anti-Stokes (AS) 118. Raman scattering provides a good tool to 

probe the properties of materials, since each material has unique vibrational modes. The 

phonon dispersion of SLG graphene includes six branches: three acoustic (A) and three 

optic (O) of which one optic (O) and one acoustic (A) vibrating out-of-plane (o), while 

the remaining two optic and two acoustic are vibrating in-plane (i) which are either 

longitudinal (L) or transvers (T) photon modes (Figure 3.7) 120.   

Graphene spectra under Raman spectroscopy mostly show three characteristic peaks: D, 

G and 2D, at around 1350 cm-1, 1580 cm-1 and 2700 cm-1 respectively 121. The G band 

refers to the doubly-degenerated optical phonons (iTO and LO) at the Brillouin zone 

centre Г and it is coming from the first order Raman scattering process. However, D 

band originate from double-resonance processes, involving degenerating one iTO and 

one defect near the K point. On other hand, 2D band coms from a double-resonance 

process and is generated from two iTO phono modes (Figure 3.8). 
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Figure 3. 7. Phonon dispersion relation of graphene showing the iLO, iTO, oTO, iLA, iTA and oTA phonon 
branches. Figure from  120. 

 

Figure 3. 8. First-order Raman process (G band), one-phonon second order double- resonance Raman process 
(D band) and two phonons second order double resonance Raman process (2D band). Adopted from 122. 

 

Raman spectroscopy is a very accurate technique for characterizing graphene atomic 

structure and electronic properties, because it’s zero bandgap makes all the incident 

wavelength resonance. The number of graphene layers can be determined by Raman 

spectroscopy because G band intensity increases with increasing the number of 

graphene layers, due to more carbon atoms taking part in the vibration mode 123. 

Moreover, defects in graphene structure are also possible to detect by Raman 

spectroscopy, because D band is activated by defect 122. The use of Raman technique in 
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graphene research has been extended to included graphene stacking order 124, strain 

detection in graphene 125,126 and graphene functional groups 127,128.       

In this work, coverage and uniformity of graphitic films derived from CH4-H2 gas 

mixtures were acquired using a LabRAM HR Evolution Raman system (Jobon Yvon) 

with a 488nm wavelength laser and 50 x, normal working distance, objective lens. The 

scan covers a range from 1200 cm-1 to 3000 cm-1 in which all the graphene 

characteristic peaks lie. The laser power was set at 70% with a neutral-density filter 

(ND) 10% and the acquisition time was 30 s. All the collected Raman spectra were 

analysed and fitted by LabSpec 6-Horiba Scientific software. The G to 2D peak 

intensity map ratio (I2D/IG) in conjunction with a 2D peak full width at half maximum 

(FWHM) and shape was used to determine the number of graphene layers present. 

Range was set for I2D/IG from 1.4 to 0.7 and 2D FWHM from 45 to 60 cm-1for BLG. 

I2D/IG higher than 1.4 and FWHM of 2D peak less than 45cm-1 was considered as 

indicating a monolayer or single layer graphene (SLG), while I2D/IG less than 0.7 and a 

2D peak FWHM of 60 cm-1 was considered as indicating a few layer (FLG) 129,130. 

 

3.4.2.  Scanning electron microscopy (SEM) 

The basic components for any SEM are an electron gun system to generate accelerated 

electrons, an electron probe which is a lens system and a detector to collect the electrons 

scattered from the specimen. When electron beam strikes a specimen it will interact 

with its surface and scatter from the near-surface bulk. The scattering volume takes a 

pear-shape which is known as the interaction volume. As a result of this process, 

different signals are emitted, of which the most important are backscattered electron 

(BSE), low energy secondary electrons (SE) and characteristic X-rays (Figure 3.9)131. 

Electron energy, specimen atomic number and density of the specimen determine the 
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scattering length. The interaction between incoming fast electrons and specimen atoms 

lead to elastic and inelastic electron scattering. Elastic scattering occurs when the 

electron interacts with the atomic nucleus with no energy transfer, while when incoming 

energetic electrons interact with the atomic electrons, inelastic scattering results with 

energy transfer. Forward scattering (inelastic scattering) is most dominant in these kinds 

of interactions with <  900 divergence angle, unlike elastically backscattered electrons 

with a divergence angle > 900. Backscattered electrons (elastic scattering) have high 

kinetic energy, which enables them to leave the specimen towards the vacuum which 

gives rise to the BSE signal. Due to their low energy SEs in the bulk are absorbed 

quickly by the specimen and only the electrons near the surface can be emitted. 

Therefore the SEM image generated when a specimen surface is scanned with a focused 

electron beam represents both SE and BSE signals at each surface point (pixel). The 

intensity of the generated electron signals is very sensitive to specimen composition and 

topography. Scanning electron microscopy provides a high resolution image with high 

magnification, it is easy to use by trained users and it does not require special sample 

preparation, merely mounting the sample on a conductive stub is usually sufficient.  

SEM is usually included in any CVD graphene study to measure the graphene grain 

size, graphene coverage and it gives valuable information about the substrate 

topography changes after growth. CVD graphene SEM images show a different contrast 

with different numbers of graphene layers (low contrast indicates few graphene layers). 

All the SEM images included in this work, were acquired with an XL-30 FEG SEM 

(FEI, Eindhoven, Netherlands) with a spot size of 3µm, a working distance of 7.6 mm 

and an accelerating voltage of 8 kV.   
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Figure 3. 9. Interacting of the incident electron beam with the sample, results in different kinds of emissions, 
low-energy secondary electrons (SE), back-scattered electrons (BSEs), light emission, characteristic X-ray, and 
others as shown. Figure from reference 131. 

 

3.4.3.  Glow discharge optical emission spectroscopy (GDOES) 

The use of GDOES for bulk analysis of metals started at the 1960s following Grimm 

efficient dc discharge cell 132. The application of GDOES was extended after the 

development of a radio frequency (rf) mode for the technique, which makes analysis of 

nonconductive materials possible by GDOES. Among the other techniques, GDOES has 

advantages of high sensitivity, speed of analysis and easy use133.  It can be used for both 

thin film analysis, and it can also provide bulk depth information down to > 10000 nm 

(Figure 3.10)134.  
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Figure 3. 10. Schematic drawing showing the surface layered formation with the depth analysis techniques. 
Figure  from134. 

 

In glow discharge, two electrodes are placed in a space filled with noble gas (usually 

Ar) and a voltage is applied to generate a plasma133. The plasma is generated under low 

pressure (ranging from 100 to 1000 pa), and it is electrically neutral, however, it is not 

homogeneous. Gas positive ions move under the influence of an electric field toward 

the cathode (Sample under test) and bombardment of the surface causing sputtering. All 

the particles (ions, electrons, gas atoms and sputtered atoms) undergo different types of 

collisions (Figure 3.11). Full Details of these collisions is unclear, which make 

understanding the glow discharge plasma difficult. When sputtered atoms leave the 

sample surface, they quickly slow down to thermal speeds due to collision with gas 

atoms. Therefore, they either go back to the surface or sputter the sample by itself. The 

sputtered atoms can get excited as a result of a collision with electrons or metastable gas 

atoms. The excited state of the cathode atoms does not last for a long time because they 
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lose energy by emitting characteristic wavelength photons corresponding to the 

elements present in the cathode. Therefore, depth composition information can be 

obtained by sputtering layer-by-layer from the target material and the characteristic 

wavelengths emitted are recorded135.  

 

 

Figure 3. 11. Glow discharge processes. Phase I, plasma generation and sample surface bombardment. Phase 
II, sample surface sputtering. Phase III, emitting of characteristic wavelength by the excited and de-excited 
process. Adopted from135. 

 

The elements depth profile of the CVD graphene performed by HORIBA Jobin Yvon 

(Kyoto, Japan) RF GDOES. The test specimen does not require any pre-treatment 

except that the size should be >1.5 cm2 and flat to be able to be held in a designated 

position under vacuum. Cu, Ni and C compositions were depth profiled with emission 

lines 325, 341 and 156 respectively. Argon flashing time is 30 s and sputtering time as 

well, so the whole run for one sample takes 1minute.  A result curve shows sputtering 

time (seconds) vs intensity (volt), which is possible to convert it to concentration vs 

depth, however, for accurate quantitative composition data, the GDOES depth profiler 
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needs to be calibrated for each of the three elements of interest which were beyond the 

scope of this work.     
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4. CVD of graphene on pure metals 

4.1. Introduction 

 The interest in graphite synthesis stretches back a time136.  The first significant work 

focused on attempts to transform amorphous carbon to graphite. Some researchers 

proposed that high temperature (3000 oC-3500 oC) 137 be enough to convert amorphous 

carbon to crystalline graphite. While others thought just heat is not sufficient alone.  

However, this was all theoretical ideas with no experimental support 138.  Acheson (U.S. 

Patent, 568,323, Sept.29, 1896) successfully converted cheap and common carbon 

materials such as coke or mineral coal to graphite, but his initial work had a very low 

yield of graphite. However, by mixing carbon with 3% iron oxide, the yield of graphite 

produced increased. Acheson was unsure of the role of iron oxide in the improvement, 

but he assumed that it had a catalytic effect.  

In a parallel study, Banerjee studied the formation of pyrolytic carbon (carbon material 

deposited from gaseous hydrocarbon compounds on suitable underlying substrates at 

temperatures ranging from 1000 K to 2500 K 139) by hydrocarbon gas decomposition 

over metallic surfaces compared with non-metallic surfaces. The results show the effect 

of substrate composition on the crystallinity of pyrolytic carbon films prepared on 

active catalysts such as Nickel and Iron140. The recent interest in graphene research and 

the CVD growth of graphene film has led to a reappraisal of these early studies. 

Graphene can be simply grown by thermal decomposition of hydrocarbon gases on 

transition metals, including Ru141, Ir142, Fe143, Pt144, Ru141 Ni145 and Cu146. This chapter 

presents a study of the CVD growth of graphitic films on catalytic pure metal substrates 

of Cu and Ni.  
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4.2. Interaction of carbon with transition metals 

The reactivity of transition metals toward carbon can be classified into three degrees of 

reaction intensity: weak (e.g. Cu, which is considered relatively inert to carbon), 

moderate (e.g. Ni, which can dissolve a substantial quantity of carbon into solid 

solution) and strong (e.g. Ti, which reacts strongly with C to form a stable carbide 

phase). The reactivity of transition metals with carbon is governed by their electronic 

structure. Overlapping of the transition metals d-orbitals with the p-orbital of carbon is 

the pathway for carbon-transition metal reactions. According to this, the number of 

electron vacancies in the d-orbital has a significant impact on transition metal reactivity. 

Metals with no d-orbital vacancies (e.g. Cu and Au) can only dissolve a negligible 

amount of carbon in their bulk structure, unlike the case of metals with available 

vacancies (e.g. Ti) that can react and form stable carbide with variable carbon/metal 

ratio (Figure 4.1) 147. 

The hypothetical mechanism for the growth of carbon allotropes by catalytic CVD is 

believed to start by adsorption of hydrocarbon chemical species at active free catalyst 

surface sites, with the reaction initiating by dissociation of hydrocarbon molecules to 

liberate carbon as a reaction product 148. Metals with high reactivity to carbon (e.g. Ti) 

are considered to be poor catalysts for graphitic film deposition because it becomes 

deactivated in a short time by the formation of the metal carbide. The strong carbon-

metal bond blocks free catalyst surface active sites and no more hydrocarbon species 

adsorption is possible 149. Figure 4.1 shows the relative enthalpy of formation and 

carbon/metal ratio for the stable carbide phase as a function of the number of electrons 

in the d-orbital. Moving from left to right in the figure, carbon-metal reactivity 

decreases as is clear from the trend in carbide heat of formation. So far, the transition 

metals successfully used as substrates for CVD graphene growth are Ru, Ir, Pt, Ni, and 

Cu.  Ru is a widely studied catalyst, because of its carbon solubility (0.34 at% at      



57 

 

1000 oC) which is between Cu (0.008 at %) and Ni (0.9 at%) 102. Moreover, its single-

crystalline hexagonal closet-packed (hcp) structure that forms after heating, ensures 

flatness and reduces graphene grain boundaries 150. The mechanism of graphene growth 

in Ru (0001) as proposed by McCarty group is the same as in Ni i.e. diffusion of the C 

adatoms to the bulk continues until reaching the supersaturation limit 151,152. The 

number of graphene layers can be controlled in Ru by manipulating the growth 

temperature, which in turn controls the C solubility 153. Ir has a 0.041 at% carbon 

solubility 150, which is useful for the self-limiting growth of SLG and BLG. However, 

due to the large difference in thermal expansion between Ir and graphene, (Ir 

contraction after cooling is 0.8%), the graphene produced is defected by wrinkles 154. 

The mechanism of CVD graphene growth on Ir (111) is similar to that of Ru(0001), 

which is limited by the diffusion of  C from the metal bulk to the surface after reaching 

supersaturation concentration 102. Unlike Ni, Ru, and Ir, the mechanism of CVD 

graphene on Pt is similar to that of Cu i.e. chemisorption growth, due to low C solubility 

in Pt (0.0043 at%) 144,155. All of the mentioned catalysts (Ru, Ir, Pt, Ni, and Cu) are 

characterized by low or moderate reaction intensity with carbon, which means they do 

not form carbides that make them suitable substrates for CVD graphene. However,     

Cu and Ni are most commonly used as a substrate for graphene growth, because of their 

cost and available grain size. In addition, both Cu and Ni can be readily removed from 

the graphene film through chemical etching. Figure 3.1 shows that the catalytic activity 

of Cu and Ni is dissimilar because they have a different electronic structure. 

This explains the difference in carbon solubility values for Cu and Ni. According to 

Figure 4.2(a)-(b), which displays the phase diagram of Ni-C and Cu-C respectively, 

carbon solubility in Ni is higher than in Cu, and of 0.183 w% and 0.004 w% 

respectively.   
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Figure 4. 1. Metal carbide enthalpies of formation 156 and carbon to metal ratio of the stable carbide 147 vs a 
number of electrons in the 3d-orbital for transition metals. Note N/A for Cu and Zn means they have no stable 
carbide phase. 

 

 

Figure 4. 2. Carbon –metal phase diagram calculated by Pandat157.(a) Cu-C system.(b) Ni-C system. 

 

4.3. CVD growth of graphene on Copper 

Graphene films were grown on Cu substrates using the standard low pressure chemical 

vapour deposition (LPCVD) growth parameters described in methodology chapter (see 

Figure 3.5) unless otherwise stated. This CVD system was used for previous projects in 
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Manchester 116, in which case first experiments were used to reproduce these 

experiments using identical growth conditions including the same substrate. 

Raman spectroscopy results from LPCVD grown graphene on 25µm thick Cu substrates 

are shown in Figure 4.3. Raman map of the peak intensity ratios I2D/IG (Figure 4.3(a)) in 

conjunction with a map of the 2D peak full-width half maximum intensity (FWHM) 

map (Figure 4.3(b)) indicates the presence of a single graphitic layer covering the Cu 

foil surface. The I2D/IG  range is ~ 1.5 - 2 and the 2D FWHM is in the range ~ 29 – 37, 

which is in good agreement with the reported Raman fingerprint for CVD single layer 

graphene 130. The Raman spectrum (Figure 4.3(c)) reflects the features found with single 

layer graphene, however, the 2D band position is ~ 2713 cm-1 with ~ 13 cm-1 blue shift 

compared with the spectrum found from graphene films transferred film onto SiO2/Si 

substrate, which is 2700 cm-1 for the 488 nm Raman laser. The difference between the 

as-grown CVD graphene and the transferred film has been recognised previously and is 

reported in the literature 158,159. The reason behind this shift is mainly because the as-

grown graphene is under strain 160,161 and doping 162. Following the reported literature 

values of I2D/IG and 2D FWHM that are characteristic of graphene morphology, it is 

relatively easy to determine the percentage coverage of graphene with a different 

number of atomic layers. Figure 4.3(d) shows that 98 % of the surface is covered with 

SLG and only 2 % has BLG coverage with no sign of FLG. 
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Figure 4. 3. Raman maps of CVD graphene grown at 1000 °C, 30 minutes growth time and a pressure of 
0.1mbar on 25 µm copper foil (a) I2D/IG (b) 2D band FWHM (c) Raman spectra of SLG. (d) The pie chart 
shows coverage statistics. 

 

 

Figure 4. 4.  Raman maps of CVD graphene grown at 1000 °C, 30 minutes growth time and a pressure of 
0.1mbar on 500 µm copper foil (a) I2D/IG (b) 2D band FWHM (c) Raman spectra: A FLG, B BLG, C SLG. (d) 
Pie chart shows coverage statistics. 
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When thicker Cu substrates (500 µm) are used under the same growth parameters, 

Raman spectroscopy mapping produces results that are different from those found with 

the thin (25 µm) copper foil. It is clear from Figure 4.4(a)-(b) that BLG dominates the 

coverage. Referring to the pie chart (Figure 4.4(d)), the thicker substrate surface is 

covered with 16 % SLG, 74 % BLG and 10 % FLG. Contributed with coverage with 

Raman spectra of the three different graphenes, labelled A, B and C on the I2D/IG map. 

SEM micrographs (Figure 4.5) reveal the differences in topography between the two Cu 

substrates used in this study. Films were grown on the 25 µm thick copper foil show 

uniform contrast with almost full surface coverage and a few darker contrast points. 

While it is pronounced from the images that the film grown on the 500 µm thick Cu 

substrate (Figure 4.5(b)) show dark contrast and irregular grain shapes, furthermore, it is 

discontinuous. 

 

Figure 4. 5. SEM micrograph of graphene grown at 1000 °C, 30 minutes growth time and a pressure of 
0.1mbar on (a) 25µm copper thick. Scale bar:20µm. Insert higher magnification of the same area. Scale 
bar:10µm. (b) 500µm thick. Scale bar:20µm. Insert higher magnification image. Scale bar:2µm. 

 

When growth time is increased from 30 minutes to 150 minutes, graphene grown on the 

thin Cu foil still shows uniformity and almost the same graphene quality as for 30 

minutes growth time (Figure 4.6(a)-(c)). This is consistent with reports in the literature 

that SLG is not a catalyst for further hydrocarbon decomposition, therefore as soon as a 
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full SLG coverage graphene film is achieved, the copper surface loses its catalytic 

activity111,163. 

 

 

Figure 4. 6.   Raman I2D/IG, 2D band FWHM maps and spectrum of CVD graphene grown at 1000 °C, 150 
minutes growth time and a pressure of 0.1mbar on 500 µm copper foil (a)-(c)  and  25µm (d)-(f). 

 

 

Figure 4. 7. Statistics bar graph shows a number of graphene layers vs coverage percentage for graphene 
grown on 25 µm and 500 µm at different growth periods (30 minutes and 150 minutes). 
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However, Raman maps of the films grown on thick Cu foil indicate FLG and even a few 

graphite points when the growth time is increased five times, Figure 4.6(d)-(f). The 

FWHM of the 2D band map shows that the range ~60-70 cm-1 is dominant. 

Furthermore, ~80 % of  I2D/IG ratio is between ~0.2-0.8 with a few points  ≥ 1.5. To get 

a clear judgment of the behaviour on both substrates, graphene layers statistics from 

both thick and thin foils are presented in one bar chart (Figure 4.7). It is clear that the 25 

µm thickness Cur foil shows almost no change when the exposure time is increased. 

However, 500 µm thick Cu substrate shows a significant change in the percentage of 

FLG coverage as exposure time is increased.  

 

4.3.1. Impact of copper substrate thickness 

The effect of copper substrate thickness on the number of graphene layers grown during 

CVD deposition has not been previously reported to the best of the author’s knowledge. 

This might be attributed to the fact that the influence of carbon solubility in copper is 

neglectable and that graphene growth is mainly attributed to the catalytic decomposition 

of the hydrocarbon on the copper surface 111. Another possible reason is the cost of thin 

foils compared with thick ones and, possibly, more importantly, the time required to 

etch a thin foil (when transferring graphene) is less than for a thick foil.  This is 

supported by surveying the literature on CVD graphene film growth on copper 

substrates (Figure 4.8). This survey reveals that 83% of published literature used 25µm 

thickness copper substrates with fewer reports of 50-125 µm substrates. However, 

Fange et al. studied the effect of copper substrate thickness on BLG formation on the 

outside surface of a copper enclosure. Their results confirmed that by reducing substrate 

thickness from 125 µm to 57 µm, more carbon diffusion occurs from the inside to the 

outside surface, which leads to an increase in coverage of trilayer and quadlayer 

films164. 
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Figure 4. 8. Pie chart shows the percentage of copper substrate thickness used in CVD graphene growth as 
reported in the literature165–198. 

 

Further investigation of the effect of copper substrate thickness on the mechanism of 

CVD graphene growth required more study of different copper substrate thicknesses 

under the same growth conditions. Two further copper substrates were added to the 

study, ordered from the same supplier, with thickness values of 250 µm and 1000 µm as 

indicated in Table 4.1.  

Table 4. 1. Copper foils used in CVD graphene growth study. 

Thickness (µm) Supplier Purity Product number Pre-treatment 

25 Goodfellow 99.9% CU000359 As received 

250 Goodfellow 99.99% LS467111 As received 

500 Goodfellow 99.99% LS459922 As received 

1000 Goodfellow 99.99% LS445218 As received 

 

Figure 4.9 shows Raman I2D/IG map, 2D FWHM map and SEM images for four 

different copper substrate thicknesses. Reading Raman maps and looking at SEM 

images, the variation in graphene coverage with copper thickness is clear. Further 

analyses of the data in Figure 4.9 are required to define the number of graphene layers 

on the surface.  
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Figure 4. 9. Raman spectroscopy I2D/I G and 2D FWHM maps with SEM images (scale bar:10µm) of catalytic 
CVD graphene grown at 1000 °C, 0.1 mbar and 30 minutes on 25µm, 250µm, 500 µm and 1000 µm copper 
thicknesses. 

 

Figure 4.10 shows the percentage of SLG surface coverage of the graphene film with 

different layer thickness, based on the Raman spectroscopy map (Figure 4.9), plotted 

against substrate thickness. This shows the effect of substrate thickness on graphene 

number of layers. SLG coverage shows a decrease with increasing substrate thickness, 

declining from 98 %, for 25µm thick copper foil, to 16 % for 500 µm and 1000 µm 

foils. However, both BLG and FLG coverage increases with increasing substrate 

thickness.  
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Figure 4. 10. Distribution graphene coverage vs copper substrate thickness. Blue dash line calculated carbon 
content for each copper thickness. 

 

4.3.2. Possible growth mechanism 

To interpret the increase of graphene layers number with increasing substrate thickness 

we inspect the Cu-C phase diagram (Figure 4.2(a)). At growth temperature (1000 °C) 

the equilibrium C content in Cu is low) and experimentally, the value reported by 

McLellan is 0.005 wt.% 199. Lopez et al. measured carbon solubility by an improved 

combustion analysis, which shows values 50 times smaller than reported data (1.4 ± 0.1 

wt.ppm at 1010 °C) 199. From this, he modified the Cu-rich side in the Cu-C equilibrium 

phase diagram as depicted in Figure 4.11. Carbon solubility in copper might be very 

low and is usually neglected for small copper volumes (e.g. the 25 µm thick substrate), 

however, when the copper substrate thickness increases, its effect should be considered. 

Considering Figure 4.10, the amount of dissolved carbon increases with increasing 

copper volume. For example, a 1 cm × 1cm area of the 25 µm thick copper substrate 

can dissolve 0.03136 µg of carbon at 1000 °C (taking the carbon solubility value as 1.4 
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wt.ppm ). However, the same area of the 1000 µm substrate can dissolve about 1.2544 

µg under the same conditions. To fully cover 1 cm2 of copper substrate by SLG requires 

3.81×1015 carbon atoms, which is about 0.08 µg of carbon. This value can be used to 

estimate how many layers of graphene can form from the dissolved carbon in the copper 

volume. For the 25µm substrate, the dissolved carbon in bulk can form 0.4 SLG that is  

 

 

Figure 4. 11. Equilibrium phase diagram of the Cu-C system at the Cu rich side199 with the schematic diagram 
of proposed graphene growth cycle on Cu. During annealing process, carbon concentration inside Cu bulk 
assumed zero. Carbon liberated at 1000 °C by thermal-catalytic decomposition process and its dissolve value 
related to Cu thickness. 

 

less than the amount required for complete SLG coverage. Therefore, this might suggest 

that the majority of the graphene film forms through surface reaction growth, which 

agrees with our experimental results and literature values111. However, the amount of 

carbon dissolved in the 1000 µm thick substrate is sufficient to grow 16.47 SLG layers, 

assuming the carbon segregates to the surface during cooling. The proposed film growth 
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cycle is shown schematically in Figure 4.11 in conjunction with the part of the Cu-C 

phase diagram of most interest for our experimental conditions. During heating and 

annealing under hydrogen, the copper substrate is assumed to have zero carbon content. 

When methane gas is passed through the CVD reactor at 1000 °C, carbon starts to be 

liberated by catalytic-thermal decomposition at the surface and diffuses into the metal 

bulk. Given sufficient time, the carbon will fully saturate the metal. When the precursor 

gas flow is stopped, and the sample starts cooling down to room temperature, the carbon 

solubility value decreases, and carbon diffuses towards the metal surface. Therefore, the 

influence of carbon solubility increases when the substrate volume increases and in turn 

the amount of carbon that diffuses from bulk-to-surface increases as well until the 

saturation limit is achieved.  

 

 

Figure 4. 12. SEM images of graphene grown on 25µm, 250µm, 500µm and 1000µm thickness copper 
substrates at 1000 °C, 0.1 mbar, 2:1 CH4: H2 and 40second growth time. Scale bar: 10µm. 
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Based on this hypothesis copper substrates with smaller thickness will saturate quicker 

than those of high thickness. To test this, growth times were reduced as much as 

possible and growth performed under the same process conditions (pressure, 

temperature and CH4: H2 ratio) on the same substrates. With a short growth, time (40 

seconds), copper substrate thicknesses of 25 µm, 250 µm, 500 µm, and 1000µm shows 

different film grain size and coverage. From SEM micrographs, the estimated grain size 

is ~ 4 µm, 1.8 µm, 0.85 µm, and 0.75 µm for the 25 µm, 250 µm, and 500 µm and 1000 

µm substrate thickness respectively. Furthermore, surface coverage also changed with 

substrate thickness, i.e. larger surface coverage (~80 %) was observed for thin 

substrates, while a smaller area coverage was recorded for thick substrates (Figure 

4.12).  

 

4.3.3. Growth at different temperature and pressure 

It is clear that the use of different thickness copper substrates has a significant influence 

on the morphology of the CVD grown films. If our proposed mechanism of the 

diffusion of C into the substrate, followed by rejection of carbon on cooling, is correct 

we would expect the substrate temperature and gas pressure to both influences the 

morphology of the grown films.    

CVD experiments were carried out using the same CH4: H2 ratio by volume (2:1) and 

growth time (30 minutes), with the growth performed over a range of temperatures (600 

- 1000 °C) and with background pressure between 0.1 and 0.65 mbar. For low pressures 

of 0.1 mbar, at 600 °C the Raman spectra of the films only show a G peak at position 

~1594 cm-1 and a D peak at ~1361 cm-1 with no sign of a 2D peak (Figure 4.13). This 

Raman feature is believed to be a fingerprint of amorphous carbon200. Interestingly, the 

intensity of the G band and D band both decreased at 700 °C and had completely 
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vanished at 800 °C. This is probably because the carbon desorption rate at this growth 

temperature is larger than the adsorption rate due to the evaporation of copper from the 

surface 201. SEM images (Figure 4.13) shows that surface roughening begins at 700 0C 

with obvious steps forming at 800 °C. Increasing the growth temperature to 900 °C and 

1000 °C, graphene starts to grow which is indicated by the G and 2D Raman bands in 

conjugation with the SEM images. The increase of the growth pressure to 0.65 mbar, at 

600 °C and 700 °C growth temperature leads to the growth of amorphous C, however, at 

800 - 1000 °C we observe a 2D peak, which indicates graphene growth on the surface 

(Figure 4.13). 

 

 

Figure 4. 13. Panel shows Raman spectrum and correspondence SEM micrograph for CVD graphene grown 
over a 500µm copper substrate. The growth conditions are as follows: temperatures 600 -1000 °C, pressure 0.1 
and 0.6 mbar, CH4: H2 ratio 2:1 and exposure time 30 minutes. Scale bar: 5µm. 
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Since growth pressure in the CVD system is controlled by flow rate, .i.e. increasing 

total gas flow rate increase the chamber pressure, therefore, increasing growth pressure, 

is accompanied by an increasing carbon concentration in the reactor. At 800 °C growth 

temperature and 0.1 mbar background pressure, no graphene growth occurs because the 

carbon desorption rate is higher than the adsorption rate. However, when the pressure is 

increased to 0.65 mbar, the concentration of carbon increases as well and therefore the 

adsorption rate is higher than desorption rate 201.  

 

4.4. CVD growth of graphene on Nickel 

Repeating the same growth conditions with 500 µm thick Ni substrate shows a thicker 

graphitic film forming on the surface. Raman spectroscopy and SEM images confirm 

the growth of a graphite layer (Figure 4.14). The carbon solubility in Ni is much greater 

than in Cu, and this difference influences the film growth times. We have noticed that 

no growth occurs on the Ni surface before 210 mins, which is different from Cu 

substrates which require very short growth times of < 1min.  

 

 

Figure 4. 14. CVD graphene on 500 µm Nickel substrate at 1000 °C, 0.1 mbar, CH4: H2 2:1 and 210 minutes 
growth time. (a) a 100 point Raman spectrum (insert: 2D band fitting). (b) SEM image. Scale bar: 5 µm. 
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Weatherup et al. defined this period before the growth of a graphitic film on the 

catalytic surface as the “incubation period” 202.  This is the time required to saturate the 

substrate with carbon before any nucleation process can take place. The incubation 

period is related to the ability of the Ni substrate to dissolve a specific amount of 

carbon, which in turn is highly dependent on the substrate thickness. Therefore, growth 

performed under the same conditions with different thicknesses of Ni shows a linear 

relationship between a substrate thickness and the time needed to achieve a surface 

saturated with carbon (Figure 4.15). The mechanism for CVD graphene growth on Ni is 

a diffusion-segregation process, i.e. the Ni bulk acts as a carbon reservoir that, during 

the cooling process, segregates carbon to the surface, therefore controlling the amount 

of carbon that segregates from the bulk to the surface has great impact on the produced 

graphitic film.  

 

 

Figure 4. 15. CVD of graphene on three different Ni foil thickness, 25µm, 250µm and 500 µm. The red marker 
is 1µm  Ni /SiO2/Si film substrate. Blue dash line calculated carbon content for each nickel thickness. Growth 
conditions, 1000 °C, 0.1 mbar, CH4: H2 2:1. 
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One of the strategies used to control the Ni bulk reservoir effect is to reduce the 

reservoir volume itself, i.e. grow on a low thickness substrate. Growing on reduced Ni 

thicknesses (250 µm and 25 µm) shortens the incubation and hence the growth time, 

however, the graphitic film quality is the same due to high carbon amount that is 

dissolved and precipitates on the substrate surface (Figure 4.15). The dissolved carbon 

in Ni can be reduce by reducing Ni thickness, therefore, by using thin film technology 

1µm thick Ni films were deposited by magnetron sputtering on SiO2/Si surfaces. One of 

the advantages of using thin films is the ability to form a flat Ni surface, which does not 

need any further surface preparation processes 88. Moreover, using thin catalytic films is 

a good technique to control the number of segregated graphene layers 203. Raman 

mapping results from CVD graphene grown on 1µm Ni/SiO2/Si film is presented in 

Figure 4.16. It is clear from the collected Raman I2D/IG ratio that the distribution of the 

number of graphene layers is improved compared with the massive Ni foil (Figure 4.14) 

which was almost completely covered with graphite. From the I2D/IG map, the coverage 

is estimated to be 70% FLG, 20% BLG, and 10% SLG. The non-uniform surface 

distribution of SLG, BLG and FLG is attributed to the polycrystalline nature of the film 

because the graphene flakes strongly depend on the underlying Ni grain size 204. It is 

evident from SEM micrographs in Figure 4.16 (d)-(e) that the Ni film grain boundary 

density is high (grain size range 5.6-39.5 µm2), which in turn can serve as nucleation 

sites for FLG and a pathway for carbon diffusion toward the bulk 86,145. The grain size 

of the Ni thin film deposited by sputtering depends on preparation conditions (substrate, 

substrate temperature, and pressure). Furthermore, annealing at high temperature ~ 1100 

°C under hydrogen might increase the grain size 88.  

Segregation of carbon to the Ni surface has been studied intensively by Blakely and co-

workers 74,112,205. 
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Figure 4. 16. CVD of graphene on 1µm Ni/SiO2/Si  film substrate. (a) moreover, (b) I2D/IG and 2D FWHM 
Raman maps respectively. (c) Raman spectrum labelled in the map. (d) and (e) SEM images of graphene/Ni 
thin film. Scale bar: 20µm and 5µm respectively. Growth conditions, 1000 °C, 0.1 mbar, CH4: H2 2:1 and 30 
minutes growth time. 

 

 

 

Figure 4. 17. Schematic diagram shows the dependence of the three Nickel surface coverage states on 
temperature. Graphene segregates at TS (segregation temperature) and graphite precipitate at TP 
(precipitation temperature) point 74. 
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 Their work identified three different states; low carbon coverage, which is comparable 

to the concentration of carbon in bulk, this usually happens at high temperature. Carbon 

monolayer coverage, which forms at the intermediate temperature, the stability of this 

phase is over ~ 100 Co (between 1100 Co and 1000 Co). The third phase is graphite 

precipitation that covers the surface at low temperature (Figure 4.17).  Blakely 

attributed graphene formation on the Ni surface at high temperature to the greater 

binding energy or entropy/carbon atom in the graphene 74.  

Ramanathan and Blakely evaluated the equilibrium concentration of adsorbed carbon 

atoms from a CH4/H2 gas mixture on Ni (111) surface 206. Their calculation is based on 

Dunn, McLellan and Oates solubility data and Eizenberg and Blakely equilibrium 

segregation data 74.  In a system containing a CH4/H2 gas mixture in equilibrium with 

Ni, carbon may exist in three locations: in the gas phase, on the Ni surface and in the Ni 

bulk. Assuming the carbon in all these states is in equilibrium, the carbon solubility 

limit and segregation limit in terms of gases partial pressure can be expressed 

respectively206: 

ln�7JKL/7KN9 � = −13.36 + 0.95/�1P																																																																															4.1 

				ln�7JKL/7KN9 � = −13.72 + 0.89/�1Q																																																																															4.2 

Figure 4.18 is a plot of equation (4.1) and (4.2) versus the reciprocal of temperature. 

The diagram is divided into three zones:  

1. Three-dimensional graphite precipitates,  

2. Dilute surface coverage  

3. A condensed monolayer phase in between (1) and (2).  

To get more advantage from the diagram, experimental values collected from the 

literature are plotted on the diagram. Scattered experimental points reveal that working 
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in graphite precipitate zone is more likely, including even this work (the red marker). 

This might be attributed to the fact that using a low pCH4/p
2
H2 ratio needs, in principle, 

long growth times that eventually allow the bulk to become fully saturated with carbon,  

which segregates upon cooling 202.  

 

Figure 4. 18. Experimental solubility207 and segregation curve 74 of carbon in Ni with respect to CH4/H2 partial 
pressure at a different temperature. Scatter markers are experimental CVD data collected from literature 
86,145,203,208–214. Red marker belongs to this work. 

 

Working in the dilute surface coverage zone in conjunction with low growth 

temperature (900 °C) has also been reported by some groups 86. The benefit of reducing 

growth temperature is to lower carbon solubility (carbon solubility is 0.25 and 0.19 

wt.% at 1000 °C and 900 °C H2 respectively). Experiments in very dilute hydrocarbon 

atmospheres (6 sccm CH4 /1400 sccm H2 with pCH4/p
2
H2  ~ 0.004) show no film growth 

(Figure 4.18), which is attributed to insufficient carbon released during the exposure 

period to hydrocarbon.  
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4.4.1. Impact of cooling rate 

 

 

Figure 4. 19. Experimental data collected from literatures86,145,203,208–214 scattered on cooling rate vs CH4/H2 

partial pressure. 

 

Controlling the cooling rate of the Ni substrate during graphene growth has a significant 

impact on controlling the segregation process 86,214. Figure 4.19 shows the effect of 

cooling rate and hydrocarbon concentration on the resulting graphene film uniformity. 

At low methane concentrations (pCH4/p
2
H2  ~ 0.004), the solute concentration to be 

segregated upon cooling is not sufficient to promote graphene formation on the Ni 

surface. However, increasing methane concentration (pCH4/p
2
H2  0.005-0.0055) results in 

the formation of 1-2LG, if the samples are cooled under low cooling rates, which helps 

to segregate carbon under equilibrium conditions86.  Further increase of methane 

concentration results in FLG at low and high cooling rates (Figure 4.19). The effect of 

Ni thickness is also clear, for this work, 1µm and 500 µm Ni substrates were subjected 
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to the same growth conditions; in this case, the 1 µm Ni film promoted 1-ML graphene, 

while the 500 µm Ni foil gave graphite. 

 

Figure 4. 20. GDOES Ni and C depth profile for CVD graphene grown at 1000 °C, 0.1 mbar and CH4: H2 2:1. 
Cooling rates slow (27 °C/min) and fast (376 °C/min). Three identified regions, I (surface), II (subsurface) and 
III (bulk). Top 2-dimensional schematic diagram shows C diffusion in Ni with accordance to GDOES result. 
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To explore the effect of cooling rate in more detail, two Ni foils (500 µm) were exposed 

to the same growth conditions (pCH4/p
2
H2   0.0204 at 1000 °C) but cooled down at slow 

(27 °C /min) and fast (376 °C /min) cooling rates. Both samples were analysed with 

GDOES technique to see the difference in depth profile for the elements of interest (Ni 

and C). Figure 4.20 shows the difference between slow and fast cooling rates.  The 

surface to the bulk region was scanned using a 30 second sputtering time. Interestingly, 

the depth profile shows three regions: region I represent the surface, II the subsurface 

and III the bulk.  Cooling the substrate slowly from 1000 °C down to room temperature 

encourage more carbon atoms to diffuse toward the surface, which is clear from the 

depth (thickness of the graphitic film) of the region I compared with fast cooling . 

Region II is characterized by the Ni intensity increasing gradually until it reaches a 

constant value, which is the bulk. Moreover, the subsurface region is a Ni-C solid 

solution rich in carbon, which feeds the graphitic film on the surface during the cooling 

stage 215. At fast cooling rates, the subsurface thickness is five times smaller than at 

slow cooling, which in turn explains the variation in graphitic film thickness on the 

surface. 

 

4.4.2. Effect of growth pressure 

In CVD, the partial pressure of the precursor gas has a considerable influence on the 

resulting products 216–218. The effect of methane partial pressure on growth time has 

been investigated. The growth pressure is controlled by the total gas flow rate, by 

maintaining the CH4: H2 ratio fixed. The growth time shows a nonlinear behaviour with 

growth pressure, Figure 4.21.  

Based on the Knudsen equation (equation 4.3) increasing gas pressure significantly 

increases the number of gas flux molecules 218. 
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R = 3.51 × 1099 T√41 																																																																																																											4.3	 
Where J is flux in molecules/cm2.sec., P is gas pressure in Torr, M is the gas molecular 

weight in g /mole, and T is the reactor temperature in Kelvin. However, not all 

molecules that strike the substrate take part in the growth process, because they need to 

stick (adsorb) on the surface first,  

VWX�	Y� + Z ↔ VWX�Q�																																																																																																																4.4 

Therefore, calculating the adsorption-isotherm for each growth pressure will highlight 

the time-pressure trend. According to the Langmuir adsorption-isotherm model for a 

single adsorbate case, methane surface coverage (ϴ) can be calculated from the 

equation: 

\JKX = ]�^_TJKX1 + ]�^_TJKX 																																																																																																												4.5	 
Where PCH4 is methane partial pressure in Pascals, K is the chemical reaction 

equilibrium constant, expressed by: 

K = kabcdecfkcghgc=g 																																																																																																																									4.6 

Moreover, k is the chemical reaction rate for the forward and reverse direction: 

� = i exp �− ��1� 																																																																																																																		4.7 

A is the pre-exponential factor, for forward reaction (adsorption) A= 10 (1/pa.s) and for 

reverse reaction (desorption) A= 1013 (1/s), calculated according to Transition-State 

Theory 218. E is the activation energy barrier, for methane adoption on Ni is 0 (J/mole), 

and for desorption is 37550 (J/mole) 219. R gas constant (J/K.mol) and T is the 

temperature in Kelvin.  
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The results of the methane adsorption coverage calculation are presented in Figure 4.21. 

It is obvious from Figure 4.21 that methane coverage increases exponentially with 

increasing partial pressure. In fact, surface carbon concentration related directly to the 

number of methane molecules stick on the metal surface (surface coverage). 

 

 

Figure 4. 21. Effect of growth pressure on CVD graphene growth time. Blue solid line is a calculated methane 
coverage ϴ. 

 

Consequently, high carbon surface concentration encourages short growth times, i.e. 

210 minutes at pressure 0.11 mbar  reduces to 25 minutes using 0.65 mbar pressure.   

4.5. Conclusion 

In conclusion, chemical vapour deposition of graphene on two pure metals (Cu and Ni) 

having the same thickness has been performed and the resulting films characterised.  

CVD graphene on 500µm Cu leads to ~ 74% BLG comparing with 96% SLG on 25µm 

under the same growth conditions. The effect of Cu thickness on film composition is 

significant as revealed by Raman spectroscopy data from four different Cu thicknesses. 

SLG coverage declines with increasing Cu thickness while both BLG and FLG 
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coverage increases. We attribute this behaviour to the quantity of dissolved carbon that 

increases with increasing Cu thickness.  On the other hand, CVD of graphene on Ni 

needs longer growth times (up to 210 minutes), which is required to achieve the surface 

or subsurface saturation condition. Raman fingerprints of the films on Ni substrates 

confirm they are graphite. The mechanism of graphene growth by CVD on Ni is 

diffusion–segregation, where substrate thickness, carbon solubility and cooling rate all 

have an impact on the grown film. GDOES depth profiles of Ni and C from the sample 

cooled at low and fast rates identified three zones. The surface which is almost a 

graphite film; subsurface, which is a C rich C-Ni solid solution, and the bulk which is a 

Ni rich C-Ni solid solution. The subsurface zone expands during slow cooling and 

shrinks with fast cooling, which in turn influences the segregated graphite layer on the 

surface. 
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5. CVD of graphene on Cu-Ni alloys 

5.1. Introduction 

Copper and nickel are adjacent elements in the periodic table; moreover, their atomic 

numbers (29 for Cu and 28 for Ni) and atomic weights (63.54 for Cu and 68.71 for Ni) 

are very close. They are also completely mutually soluble in both the liquid and solid 

state as shown in their equilibrium phase diagram 220, Figure 5.1.  

Nickel is commonly used as a catalyst in the steam reforming reaction to convert natural 

gas, such as methane, to hydrogen and carbon dioxide. However, poisoning of the 

catalyst occurs by the deposition of elemental C which is a challenging problem for its 

use 221–225. Catalyst surface deactivation by C deposition has been intensively studied in 

the past and one method found useful to increase the catalyst lifetime by alloying it with 

a less active metal for hydrocarbon decomposition, such Cu 226.  

 

 

Figure 5. 1. Cu-Ni phase diagram. Adopted from 220. 

 



84 

 

The catalytic activity of Cu -Ni alloys for hydrogenation reactions has been investigated 

intensively 226–230. Dowden and Reynold found that Ni activity toward benzene 

conversion declines rapidly after adding Cu to the alloy and they attributed this to Cu 

valence electrons filling the Ni 3d-band holes (Figure 5.2(b)) 231. 

 

Figure 5. 2. (a) C solubility in Cu-Ni alloy as measured experimentally 232 and calculated by Pandat 157. (b) 
Effect of Cu content on Ni activity in benzene hydrogenation at 1 atm and 100 oC 231. 

 

Both theoretical studies and experimental results have found that alloying Ni with Cu 

decreases C solubility in the Cu-Ni system (Figure 5.2 (a)). Combining the high 
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catalytic activity of Ni with the low C solubility of Cu is a promising route to control a 

number of layers of graphene during film growth. Xie et al. reported the growth of 300 

µm domain size AB-stacked BLG with the Cu vapour assistance on 25µm thick 

electrodeposited Cu85-Ni15 alloy 233. Liu and co-workers achieved 95% SLG graphene 

coverage on a 300 nm Cu94.5-Ni5.5 film substrate, however, by increasing the Ni 

content to 10.4 %  the produced graphene was 89% BLG 234. Ruoff et al. have 

investigated the CVD of graphene on commercial Cu31-Ni67.8 235  and Cu90-Ni10 236    

alloy; they found that the thickness of precipitated graphene is influenced by both 

growth temperature and cooling rate. Cu-Ni alloy thin film have been previously used to 

synthesize graphene, Jeon et al. found that the number of graphene layers can be 

controlled by controlling the Ni content in the Cu-Ni thin film 237. Prior studies using 

Cu-Ni alloys as a catalytic substrate for CVD graphene are limited both in number and 

composition range studied 234–244, therefore further study is required. In addition to 

studying the feasibility of CVD growth of graphene on Cu-Ni alloy substrates, this work 

will also provide a better understanding of the role of C solubility in catalytic solid 

substrates.  

This chapter presents results from experiments on the CVD growth of graphene on Cu-

Ni alloys with composition Cu weight percent 70, 55 and 33 with the balance weight of 

Ni. These experiments are compared to films grown under similar conditions on pure 

Cu and Ni substrates. 

 

5.2. Results 

5.2.1. Raman spectroscopy 

Figure 5.3 shows the I2D/IG and 2D FWHM Raman maps acquired from 100 points 

covering a 40-80 µm2 area of graphene films grown on Cu-Ni alloy substrates, of three 
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compositions, at 0.11 mbar growth pressure,1000 oC and  CH4: H2 gas ratio 2:1 by 

volume. The I2D/IG data, together with the 2D FWHM maps, confirms the dominance of 

FLG coverage over the surface of the Cu-Ni alloy. The I2D/IG values range ~ 0.4-0.6 for 

Cu70-Ni30 substrate, 0.2-0.4 for Cu55-Ni45 and 0.09-0.1 for Cu33-Ni67. Furthermore, 

the 2D FWHM  ranges are ~ 40-60 cm-1, 60-90 cm-1 and  ~40-45 cm-1 for the Cu70-

Ni30, Cu55-Ni45 and Cu33-Ni67 substrates respectively.   

 

 

Figure 5. 3. Raman I2D/IG, 2D band FWHM and Raman spectrum for Cu-Ni alloys. Growth conditions are 
1000 oC growth temperature, 0.1 mbar growth pressure and fast cooling rate. 

 

The variation in the I2D/IG ratio between the three Cu-Ni alloy concentrations can be 

identified from the Raman spectra data in Figure 5.3. A relatively high D peak was 

observed in the Cu55-Ni45 spectrum, which is usually an indication of structure defects 
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and edges in graphene. However, no such bands were seen in the films grown on the 

Cu70-Ni30 and Cu33-Ni67 substrates. 

A noticeable change in the I2D/IG ratio occurs when the growth pressure increases to 

0.65 mbar. Looking at Figure 5.4, the values of the intensity ratio are ~ 0.45-0.9, 0.2-1.3 

and 0.5-0.9 for Cu70-Ni30, Cu55-Ni45 and Cu33-Ni67 substrates respectively.  

Graphene number of layers statistics, acquired from Raman spectroscopy results, are 

presented in Figure 5.5. 

 

 

Figure 5. 4. Raman I2D/I G and 2D band FWHM Cu-Ni alloys. Growth conditions are 1000 oC growth 
temperature, 0.65 mbar growth pressure and fast cooling rate. 

 

The effect of Ni content is noticeable on the graphitic film thickness. Moving from 0 % 

to 100 wt. % Ni, the coverage of BLG declines, while the coverage of FLG increases.  

The C solubility for the corresponding alloys is also included in Figure 5.5 for a better 

understanding of the results. The increase of C solubility that occurs with increasing Ni 

content is reflected by the increasing thickness of the graphene film. By increasing the 

solubility of C, the ability of the substrate to dissolve C into the bulk increases. In fact, 
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introducing Ni increases not only C solubility but also increases its catalytic activity 

towards hydrocarbon decomposition 226,231.   

 

Figure 5. 5. Effect of Ni content on the thickness of CVD graphene. Coverage percentage of FLG increases 
with increasing Ni content in Cu-Ni alloy. A number of graphene layers coverage calculated based on Raman 
I 2D/I G. The orange dash line represents the C solubility data. Growth conditions are 1000 oC growth 
temperature, 0.65mbar growth pressure and fast cooling rate.   

 

Further evidence for the role of C solubility in controlling CVD graphene deposition is 

the influence of growth time. Figure 5.6 shows the time required to grow a graphitic 

film against Ni content and compares it with the experimental C solubility values for 

each alloy. It is clear that incubation time, which is the time elapsed before the 

appearance of graphene layers on the surface, increase by increasing carbon solubility 

of the Ni alloy. This observation is consistent with the proposed mechanism of CVD 

graphene growth on Cu-Ni alloy being a diffusion–precipitation process. When the 

hydrocarbon interacts with the metal surface, C is liberated from the hydrocarbon 
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structure due to breaking the C-H bond and hence the incubation time required for the C 

to diffuse into the alloy until it reaches a critical concentration or saturation  93,245.  

 

Figure 5. 6. Effect of Ni content on growth time. The area under the curve (grey shade) represents the 
incubation zone, which shows no growth on the surface. The blank white area is the growth zone where 
graphene starts to cover the metal surface. The red-dash line is the experimentally measured Cu-Ni C 
solubility values for correspondence alloy from ref.232. Growth conditions are 1000 oC growth temperature, 0.1 
mbar growth pressure and fast cooling rate.    

 

It is noticed that the trend of the growth time with respect to Ni content, is not changed 

by growth parameters, e.g. when the growth pressure is increased to 0.65 mbar the 

relative behaviour on each composition substrate does not change, even though the 

incubation time is reduced because of the high C concentration in the gas phase (Figure 

5.7).  
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Figure 5. 7. Ni content in Cu-Ni alloy versus incubation time. Growth conditions are 1000 oC growth 
temperature, 0.65 mbar, growth pressure and fast cooling rate.    

 

 

5.2.2. Effect of cooling rate 

Cooling rate of the sample found to play a critical role in controlling the amount of C in 

the diffusion-precipitation process. As demonstrated for pure Ni substrates in chapter 

four, the amount of C precipitated on the surface increases if the C dissolved in Ni 

mixture cools down slowly. Growth conditions are the same as stated previously i.e. 

0.11 mbar total pressure, 1000 oC growth temperature and 2:1 CH4: H2 gas ratio. The 

growth time is as presented in Figure 5.6 except for Cu when 30 mins were used.  SEM 

images for CVD graphene grown under the same conditions but with different cooling 

rates show a clear diversity in terms of surface coverage (Figure 5.8).  
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Figure 5. 8. SEM images panel demonstrates the effect of cooling rate on graphene coverage for different Cu-
Ni alloy concentrations. Growth conditions are 1000 oC growth temperature, 0.1 mbar growth pressure and 
fast cooling rate. Growth time as presented in Figure 5.6. 
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The graphene surface coverage percentage was determined by using Image J (Java 

based image processing programme) to analyse the SEM images in Figure 5.8 for the 

Cu-Ni alloy substrates, as well as the pure metals. This data is plotted in Figure 5.9.  

Under fast cooling conditions, the graphene film shows a transition from high coverage 

with Cu-rich substrates to low coverage with Ni-rich compositions. However, during 

slow cooling conditions, the behaviour reverses with low graphene coverage on Cu-rich 

alloy substrates and greater coverage with Ni-rich alloys. CVD graphene coverage on 

pure metals (Cu and Ni) is also affected by cooling rate, however, the difference 

between slow and fast cooling rate is not so marked. In order to determine the reasons 

for this transition in behaviour with cooling rate, it is necessary to ascertain the 

composition of the alloy (Cu, Ni and C content) beneath the surface on which the 

graphene film is grown. 

 

 

Figure 5. 9. Cu-Ni surface coverage at slow cooling rate 27 oC/min and fast cooling rate 376 oC. The calculation 
based on SEM images in Figure 4.8 using Image J software. Growth conditions are 1000 oC growth 
temperature, 0.1 mbar growth pressure and growth time as presented in Figure 5.6.   
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5.2.3. GDOES results 

GDOES was used to carry out concentration-depth profile analyses. The advantages of 

using GDOES for depth profiling is its high processing speed (~ 1min per one run), and 

the analysis depth range is a few micrometres, which is not easy to perform with other 

techniques such as depth profiling secondary ion mass spectroscopy (SIMS) 246. The 

sample to be analysed is mounted as a cathode in direct current plasma. Argon ion 

bombardment removes the sample surface atoms, which enter the plasma by diffusion. 

Characteristic wavelengths emitted from the excited atoms are recorded by the 

spectrometer. By sputtering layer by layer and recording the resulting wavelength 

signal, it is possible to measure the variation in alloy concentration using GDOES as a 

sample depth probe. The concentration of the selected element is proportional to the 

measured emission intensities, which expressed in equation 5.1247: 

lm�n� = om�n�Vn,q																																																																																																																								5.1	 
where lm�n�,q is the intensity of the emission line of element E, Vn,q is the concentration 

of the element and om�n� is a constant. The constant is determined by calibration using 

standard samples with a known concentration of the element of interest; however, 

preparation of the standard sample is expensive. An alternative method is to use the as 

received Cu-Ni foils as a standard, although this reduces the absolute accuracy of the 

data. The correlation between sputtering time and sample depth was determined using 

optical profilometry to determine the sputtered depth.  Thus, even if the intensity-

sputtering time curve not converted to its equivalent concentration-depth scale, the 

variation in element line emission with respect to sputtering time can still provide 

important information about the relative concentration depth profile of the elements 

studied.  
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GDOES is a destructive analytical technique because etching the sample surface atoms 

forms a crater (Figure 5.10 (a)). Measuring the depth of the crater provides valuable 

information of how the concentration of the desired element changes with depth below 

the surface. Figure 5.11 shows the calculated sputtering rate for one of the Cu-Ni alloys 

used in this study. The sputtering rate for pure Cu is higher than that for pure Ni, which 

is in agreement with the work of Hirokawa et al248. However, the Cu-Ni alloys show 

different sputtering rate, with the highest value found for Cu55-Ni45 (Table 5.1). 

 

 

Figure 5. 10. (a) An optical-laser image of the crater created after 30 s depth profile measurement by GDOES 
for Cu33-Ni67 samples. (b) Crater depth through A-B line calculated by laser interferometry.    
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Table 5. 1. Sputtering rate for the Cu-Ni alloys used in this study calculated from crater depth measured by 
laser spectroscopy after 30 s sputtering time. 

Ni content wt.% Crater Depth (µm) Sputtering Rate (µm/s) 

0 4.83 0.161 

30 4.99 0.166 

45 5.10 0.170 

67 4.86 0.162 

100 4.32 0.144 

 

 

Figure 5. 11. Sputtering rate of Cu-Ni alloys, Ni shows the lowest value and the Cu55-Ni45 shows highest. 
Growth conditions are 1000 oC growth temperature, 0.1 mbar growth pressure and fast cooling rate 

 

Figure 5.12 showing the sputtering time-intensity profile for the three elements; Cu, Ni 

and C beneath the CVD graphene film grown on Cu-Ni using fast and slow cooling 

rates. There is a clear difference between the profiles obtained at the different cooling 

rates. After fast cooling rates, the profile shows stable and smooth plasma intensity for 

both Cu and Ni, except at sputtering time < 2 s, where the emission lines intensity 

increase, which is attributed to the influence of the free surface 249.  The depth profiles 

obtained after slow cooling shows an interesting change in the recorded intensity. For 
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Cu70-Ni30 substrates, at sputtering time 2.5 s  indicating a depth just below the surface, 

the Cu intensity decreases and the Ni intensity increases significantly. However, after 

10 s the Cu and Ni intensities revert back to the stable and parallel profile seen with 

rapid cooling. However, this effect decreases as the Ni content of the alloy increases: 

with the Cu55-Ni45 substrate, the Ni intensity peak is broader, and the Ni-rich alloy 

(Cu33-Ni67) shows almost stable Cu and Ni plasma intensities over the measured depth 

for both cooling rates.  

 

Figure 5. 12. GDOES intensity-sputtering time profile for Cu, Ni and C in Cu-Ni alloys at slow and fast cooling 
rate. Growth conditions are 1000 oC growth temperature, 0.1 mbar growth pressure and growth time as stated 
in Figure 5.6. 
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The change in Ni plasma intensity near the surface with the highest Ni content substrate 

is very small, and for Cu, it is not detectable. The GDOES composition depth profile 

data from the Cu-Ni alloys is summarised as follows: 

1. The plasma intensity of Cu and Ni at the surface is always higher than the bulk 

(the flat intensity region) regardless of the cooling rate.   

2. After fast cooling rates, the plasma intensity profile is smooth and flat for both 

Cu and Ni signal. 

3. Slowly cooled samples exhibit disturbances in Cu and Ni intensity at the surface 

and subsurface, indicating a local change in alloy composition. 

4. The intensity/composition changes with Ni content, i.e. it is more obvious for 

the Cu70-Ni30 substrate alloy than for Cu33-Ni67. 

The gradual increase in GDOES intensity near the surface for both Cu and Ni has been 

reported previously for Cu-Ni alloys; this is believed to be due to the change in the Cu-

Ni composition close to the free surface249,250. The change in surface and subsurface 

composition of Cu-Ni alloy has been studied experimentally and theoretically, with the 

results confirming that the Cu-Ni alloy surface is always Cu-rich 251–253. Figure 5.13 

shows Cu-Ni alloy bulk vs surface composition at different temperatures collected from 

literature; it is clear from Figure 5.13 that the Cu-Ni alloy surface is Cu-rich due to Cu 

segregation. Moreover, the concentration of Cu at the alloy surface is influenced by 

both the working temperature and the bulk alloy concentration (Figure 5.14). However, 

these studies of the Cu segregation phenomena in Cu-Ni mixture were all performed 

under atmospheric conditions. 
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Figure 5. 13. Cu-Ni surface composition vs bulk composition showing segregation of Cu at the surface. Figure 
from 253.  

 

Figure 5. 14. Cu(100) depth profile of different bulk concentration and temperature. Figure from 253. 
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In low-pressure CVD conditions, during annealing and growth at 1000 oC, Cu 

evaporates from the alloy surface, due to the proximity of the working temperature to 

the Cu melting temperature (1084 oC). The low background pressure (0.11 mbar) also 

further facilitates Cu evaporation. Therefore, the concentration of Cu at the surface 

decreases. However, the simultaneously Cu diffusion from bulk to the Cu depleted 

surface occurs to keep the system equilibrated. Therefore, when the growth terminates 

and the sample cools down at a fast cooling rate (~ 376 oC/min) the GDOES depth 

profile for all the three samples is flat and steady which reflects composition 

homogeneity.  

Time is an important parameter to achieve segregation equilibrium; this is simply 

demonstrated by the approximate solution of diffusion equation 254: 

r∅ = 2r.#,tu 																																																																																																																													5.2			 
where cø and cB  are concentrations at the surface (in cm-2) and bulk (in cm-3) of the 

segregated atom, D is the interdiffusion coefficient of an atom and t is the segregation 

time. Therefore, according to equation 5.2, because the composition change is 

proportional to the square root of the elapsed time, the characteristic composition will 

be a function of cooling rate and at high cooling rates sample homogeneity is not 

achieved. Interdiffusion coefficient (D) of the segregated element has a significant 

influence because it determines how fast the atom diffuses in the alloy. For Cu in Cu-Ni 

alloys, it is found that the diffusion coefficient of Cu reduces with increasing Ni content 

255–257, (Figure 5.15).  
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Figure 5. 15. Calculated Cu-Ni interdiffusion at 1000 °C, the interdiffusion decreases with increasing Ni 
content e in the alloy composition. Figure from 255. 

 

The C depth profile for all Cu-Ni alloys in this study shows higher bulk intensity at fast 

cooling rates compared with the slow cooling rate, Figure 5.12. This may be due to 

short C segregation time during cooling rate. Moreover, there is an increase in C signal 

intensity with respect to Ni content also observed Figure 5.16, where the C signal is 

compared for all the substrates studied. For the purpose of a deep investigation of the 

relationship between the incubation time and the C content in the substrate, the C 

intensity at sputtering time 30 s (which is far from the substrate surface) is plotted 

against the Ni content for both fast and slow cooling rate in Figure 5.17. This shows that 

the fast cooled samples have C contents in accordance with the reported C solubility of 

the alloy. However, the C intensity difference is considerable between fast and slow 

cooled samples, with the C content of the slow cooled samples being significantly lower 

than the solubility limit.    
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Figure 5. 16. GDOES C intensity-sputtering time profile in Cu-Ni alloys. Growth conditions are 1000 oC 
growth temperature, 0.1 mbar growth pressure, fast cooling rate and growth time as stated in Figure 5.6. 

 

Figure 5. 17. GDOES C intensity versus Ni content for fast and slow cooled samples. Growth conditions are 
1000 oC growth temperature, 0.1 mbar growth pressure and growth time as stated in Figure 5.6. 

 

The data shown in Figure 5.17 agrees with the proposed diffusion-perspiration 

mechanism for Cu-Ni alloy substrates. The C solubility limit represents the quantity of 
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C that diffuses into the substrate during the incubation time. When the maximum 

solubility concentration is achieved growth of graphene on the surface is possible. If the 

sample is cooled down fast, then the amount of C that can diffuse back to the surface is 

small, however, at the slow cooling rate, the substrate remains at an elevated 

temperature sufficiently long to allow C to diffuse towards the surface. The difference 

in composition between the surface, subsurface and the bulk of Cu-Ni alloy leads to 

change in C solubility and diffusivity within the same substrate.  Consequently, a 

diffusion barrier might be developed, preventing the segregation of C from the bulk 

towards the surface under same conditions, possibly explaining the low graphene 

coverage observed at the slow cooling for Cu70-Ni30 and Cu55-Ni45 substrates. 

 

5.3. Conclusion 

CVD of graphene on Cu-Ni alloy substrates shows an intimate relationship between the 

film thickness and the Ni content. With increasing Ni content, the percentage of FLG, 

coverage increases and reaches full FLG coverage for 100 % Ni. This is attributed to the 

increase in C solubility with increasing Ni content. The substrate surface coverage is 

highly affected by the sample cooling rate after growth. Cu-rich substrates require fast 

cooling to achieve a good surface coverage; on the other hand, slow cooling is needed 

for Ni-rich substrates. The GDOES results reveal that the subsurface region of the Cu-

rich substrate shows a change in composition, with an increase in Ni concentration, 

which might develop a diffusion barrier against C precipitation to the surface. The trend 

of C intensity of the region far from the surface of the fast cooled samples, replicate the 

C solubility trend. The C intensity of slowly cooled samples is much less than the fast 

cooled one, which is due to short precipitation period compared with the slow cooling 

rate. 
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6. CVD process simulation 

6.1. Introduction 

This chapter is dedicated to the simulation of the CVD growth of graphene. The 

simulation includes fluid flow dynamics, heat transfer and gas phase chemistry for the 

CVD reactor. Fluid flow calculation is essential in CVD because it indicates how the 

velocity and pressure are distributed in the CVD chamber, which significantly affects 

the CVD kinetics. Heat transfer was included because it has a significant influence on 

the fluid flow calculations. For example, the density of gases changes with temperature 

which results in a sequence changes of the velocity of gases, furthermore to visualise 

the temperature uniformity distribution within the CVD reactor. By combining results 

of the fluid flow and heat transfer calculations, the residence time could then be 

calculated.  

The simulation performed by COMSOL Multiphysics 5.2a, which is a simulation 

software with the ability to solve different physical problems based on finite element 

analysis (FEA)258. FEA is a numerical method presented for the first time in 1956 to 

solve partial differential equation problems. It is mainly used to address the problems in 

heat transfer; structural engineering, fluid mechanics, aerodynamics, and electrostatics 

by dividing the system into small elements described by partial differential equations 

that are connected to each other by nodes which enable an approximate solution of the 

problem to be obtained 259. 

CVD graphene on Cu-Ni alloy is a catalytic growth process, i.e. the reaction between 

the precursor gas and the substrate surface governs the film growth. Therefore, 

investigating of this part of growth is based on results of the gas phase chemistry 

modelling. The importance of gas surface reaction calculation is to indicate the carbon 
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surface concentration. For the next section, the simulation methodology and results will 

be presented in detail, and it will be covering the following topics: thermodynamics, 

fluid flow, heat transfer, kinetics of gas phase reactions and kinetics of surface 

reactions. 

6.2. Thermodynamics 

In any CVD system, the thermodynamic analysis should be initially considered as it is 

vital step in determining whether the reaction of interest can take place or not at the 

given temperature and pressure. The Gibbs free energy of the reaction is the essential 

parameter, the more negative value, the more feasible the reaction to happen, with any 

positive energy meaning that the reaction cannot occur78.  

MTData was used, which is a thermodynamic software package developed by National 

Physical Laboratory (NPL).  MTData is a single computer program based on Fortran 

code and calculates the equilibria of a given multicomponent system using Gibbs 

energy minimisation 260. The software can calculate the phase equilibria of C1 and C12 

hydrocarbons and has 185 species in its database. Figure 6.1 showing the 

thermodynamic calculation results of 2:1 by volume CH4 and H2 gas mixture under 0.11 

mbar and temperature range 25 - 1200 oC. CH4 starts to crack at ~ 250 oC, leading to an 

increase in H2 concentration, and reaches its equilibrium concentration at ~ 450 oC. 

However, CH4 continues to decompose with increasing temperature and reaches its 

lower value at 1200 oC.  C6H6 is present between 300-800 oC and vanishes at > 1000 oC. 

At the growth temperature (1000 oC) the most stable and dominant active species is 

C2H2 followed by C4H2. At ~ 600 oC the gas phase contains CH4, C6H6, C2H2 and C2H4. 

All these hydrocarbons are known to be able to grow graphene at low           

temperatures 96,202,261,262, however experimentally at this temperature, no graphene was 
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observed on the Cu-Ni substrates with graphene been seen on  Cu at temperatures ≥ 900 

oC in both this study  (Figure 4.13) and Lewis et al work. 116.  

 

 

Figure 6. 1. Gas phase composition over a range of temperature at 0.1 mbar pressure calculated using 
MTData. The calculation omitted solid carbon from the gas composition as it is assumed that graphene growth 
is a surface process.  

 

 

Figure 6. 2. Gas phase composition with solid carbon included in the thermodynamic calculations. The only 
significant gaseous species besides CH4 and H2 are H, C2H2 and CH3.  
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The thermodynamic calculation in Figure 6.1 omitted solid C, however, if C is included 

in the calculation, all the active hydrocarbons vanish excluding C2H2 and CH3. The solid 

C deposit starts to show at ~ 300 oC and equilibrated with the gas phase at ~ 500 oC, 

Figure 6.2.  

Based upon the thermodynamic results (Figure 6.1), the carbon supply to the substrate 

from the gas phase is not provided just by CH4 but there are also a contribution from 

other species which have a higher C: H ratio than CH4 (e.g. C2H2 and C4H2). The 

difference in the chemical potential between the C in the gas phase (Figure 6.1) and C 

chemical potential above the substrate surface (Figure 6.2) is the driving force for 

growth, and can be calculated by 263–265 :  

∆w = −�1	ln	xTJTJyz 																																																																																																																					6.1 

Where PC is the partial pressure of C in the gas phase and PC
f is the equilibrium vapour 

pressure of the solid.   

 

Figure 6. 3. Driving force for deposition versus temperature for RCH 0.002, 0.02, 0.2 and 0.25. 
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Figure 6.3 showing the driving force of graphene growth calculated for four RCH, 0.002, 

0.02, 0.2 and 0.25. The driving force is sensitive to C concentration in the feedstock, at 

high C content the possibility of growth is high, while at low C content the possibility is 

low because the etching by H is high. At RCH 0.2 it seems that at ~ 900 oC the growth 

driving force reaches its maximum value and deposition is most likely.   

The deposition of the graphitic film in a typical temperature and pressure is, in fact, a 

competitive reaction process between three elements, C, H and O 266. At high H 

concentration, the lifetime of the unstable surface C deposit is short due to etching by H 

atoms 107. However, a C rich gas mixture gives a thick and defective graphitic film 216. It 

is found that adding O to the C-H mixture can hinder the growth process due to the 

formation of CO or CO2. The source of O in CVD reactor is typically the residual O 

from the substrate 267, and from the atmosphere (even if the system is working under 

low pressure there is residual O 268).  

Therefore it would be useful if the boundaries of CVD graphene in equilibrium with C-

H-O gas phase composition could be determined. Figure 6.4 is the C-H-O phase 

diagram constructed based on Bachmann rule 269. Each side of the triangle represents 

the atomic fraction of the binary system in the gas composition, i.e. O-C, C-H, and H-O. 

All the points in the phase diagram are experimental work collected from literature of 

CVD graphene which combined with experimental work of CVD of diamond collected 

by Bachmann. The C-H-O phase diagram divided into three regions, the diamond 

growth region which is lying in the CO line. This region identified by Bachmann based 

on the CVD of diamond experimental work. The diamond growth region split the C-H-

O phase diagram into two halves, the lower half where no graphene or diamond grow. 

The upper half is the graphene growth region, which its boundary laying in C-H axis 

and starts from XH = 0.33, which belongs to CVD of graphene using aromatic 
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hydrocarbon (C24H12) 
270, this is the lowest H fraction reported for CVD graphene, and 

ends at XH = 0.9996 which is the highest H fraction reported which characterise by no 

graphene growth. 

 

 

Figure 6. 4. C-H-O ternary phase diagram of CVD of diamond which is updated to CVD graphene. The open 
black circles are experimental data for CVD diamond collected by Bachmann 269. The red open circles are 
CVD graphene data from literatures86,92,95,107,145,203,204,208–214,218,271–275. The open blue circles are undiluted 
compounds. The solid red circles for no graphene growth. The grey shaded area is the CVD diamond regions, 
and the light red shaded area is the CVD graphene region.    

 

The highest reported fraction of O which successfully shows graphene growth by CVD 

is XO = 0.4 276 where the data point is lying on the CO line. 
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The use of O in the CVD gas phase composition shows unexpected enhancement due to 

the strong tendency of O to react to C which thermodynamically  is favourable and 

leads to etching of carbon and controlling the growth rate 277.   

Figure 6.5 shows an enlargement of the C-H-O corner, in this small region especially 

between XH = 0.98 and 0.9996 is preferred to graphene growth. This is because using a 

high fraction H prevents the formation of C in the gas phase and hence avoids snowing 

in the reactor.   

 

Figure 6. 5. Enlarge of the H rich corner of the C-H-O phase diagram. At H:C ratio 0.9996 no graphene 
growth recorded. 

 

The C-H-O phase diagram gives the limits of CVD graphene which is useful in mapping 

future work. As stated earlier, the thermodynamic calculation is an essential step in 

CVD process, however, it has a limitation: firstly, the calculations assume that the 

system is under thermodynamic equilibrium, therefore the software based on the 

embedded database predicts products which experimentally are not found, such as C60, 
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diamond and liquid hydrocarbon. The user omits the unnecessary product depending on 

his/her experimental knowledge which creates uncertainty in the reported calculation. 

The second limitation, it is difficult to calculate the deposition rate of the solid film 

under consideration, because the rate is primarily determined by chemical kinetics. 

Therefore, kinetics calculation is urgently needed to calculate the growth rate.    

 

6.3. Fluid flow and heat transfer 

6.3.1. Setting COMSOL Multiphysics 

 

 

Figure 6. 6. Sketch drawing shows the CVD reactor geometry with it operation conditions. The reactor is 125 
cm long and 2.2 cm diameter, the red shaded area represent the isothermal zone of the reactor which is 60 cm 
long and heats up to 1000 oC. The grey shaded areas are the cold zones which subjected to natural convection. 
The substrate position in the middle of the isothermal zone and the system is working under 0.1 mbar growth 
pressure. The reactant gases introduced to the system through the inlet and leave the chamber under the 
rotary pump action.  

 

Figure 6.6 shows a 2-D schematic diagram of the working conditions of the CVD 

reactor to be modelled. The reactor is 125 cm in length and 2.2 cm in diameter with a 60 

cm length heating zone at 1000 oC. The reactor has an inlet point, where the gas mixture 

is introduced to the system, and an outlet point connected to a mechanical pump which 

brings down reactor pressure to 0.1 mbar.  The metal substrate (1×1 cm) located in the 
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middle of the heating zone and the gap between the bottom surface of the substrate and 

the quartz wall is ~ 3 mm. Moreover, the two parts of the quartz tube laying outside the 

heating zone subjected to natural convection with the laboratory atmosphere.  

Based on this sketch, the 2-D space COMSOL geometry of the model is built including 

the real reactor dimensions and working conditions.  

The next step after building the geometry is meshing, i.e. breaking down the geometry 

into nods. The geometry meshed to 55819 elements of four different types, triangular, 

quadrilateral, edge and vortex, Figure 6.7. 

 

 

Figure 6. 7. Image snapshot of the middle of the isothermal zone after the geometry meshing process. The total 
number of elements is 55528 divided by 49696 triangular elements, 5835 quadrilateral elements, 2964 edge 
elements and 12 vertex elements.  

 

Fluid flow and heat transfer interfaces coupled to a non-isothermal flow Multiphysics 

interface, because according to ideal gas law, gas properties affected by temperature 109. 

By using this modelling environment embedded in COMSOL, it is possible to visualise 

the change in gas properties when temperature change. 
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The fluid flow interface in COMSOL based on Navier-Stokes equations which in this 

work take the form 278: 

{�|. ∇�| = ∇. ~−7l + w�∇| + �∇|��� − 23w�∇. |�l� + �																																																		6.2 

where: 

ρ is the density (kg/m3), | is the velocity vector (m/s), 7 is the pressure (Pa), F is the 

volume force vector (N/m3), T is the absolute temperature (K), µ is the dynamic 

viscosity (Pa.s) and I is the identity matrix. 

The heat -transfer and fluid interface in COMSOL based on the flowing equation: 

{V� ��1�t + �|. ∇�1� = −�∇. �� + �: Z − 1{ �{�1	|� ��7�t + �|. ∇�7� + �																							6.3 

Where: 

ρ is the density (kg/m3), Cp is the specific heat capacity at constant pressure 

(J/kg.K), T is absolute temperature (K), | is velocity vector (m/s), � is heat flux by 

conduction (W/m2), p is pressure (pa), τ is the viscous stress tensor (pa), S is strain-

rate tensor (1/s) and Q contains heat sources other than viscous heating (W/m3).  S is 

given by: 

Z = 12 �∇| + �∇|���																																																																																																												6.4 

The fluid input parameters are calculated for a CH4/H2 gas mixture using equations 

(6.5)-(6.8) 279 for the same mixing ratio stated in the experimental chapter (CH4 and H2 

2:1 by volume respectively). The specific heat at constant pressure and volume, Cp, Cv, 

are calculated by equation 6.5. 

V����� = ��V�� + �9V�9��4� + �949 																																																																																																											6.5 
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Where Cy is the specific heat to be calculated i.e. Cv or Cp, M and x is the molecular 

weight and mole fraction of the pure gas respectively. The density of the gas mixture is 

presented in equation 6.6. 

{��� = ��{� + �9{9																																																																																																																				6.6	 
The thermal conductivity and the viscosity of the mixture, kmix and µmix respectively, are 

estimated by equation 6.7. 

���� =� ����∑ ��∅�,������
�
��� 																																																																																																													6.7	 

Where ymix is the properties to be calculated (kmix or µmix), ∅�,�� is a dimensionless 

constant which is given by equation 6.8. 

∅�,�� = 12√2x1 +4�4�z
��/9 �1 + x����z

�/9 �4�4��
�/X�9 																																																										6.8	 

The required input mixture properties are listed in Table 6.1. The physical properties 

values of gas mixture were entered into the model as an equation with respect to 

temperature to enable the model to work with heat transfer consideration over a range of 

temperature.  

Table 6. 1. Gas mixture properties, all the listed values are calculated for 2:1 CH4: H2.  

Property Symbol Unit Value 

Dynamic viscosity µ Pa.s �−2 × 10���19 + �6 × 10���1 + �3 × 10��� 
Ratio of specific heat γ - 1.335 

Heat capacity Cp J/(kg.K) −0.000819 + 4.20831 + 1783.5 

Density ρ kg/m3 0.01114T-/8.12251 

Thermal conductivity k W/(m.K) �−3 × 10���19 + �0.0006�1 + 0.0309 
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For the metal substrate and quartz tube, the physical properties are assigned from 

COMSOL materials library itself.  

 

 

Figure 6. 8. The difference in pressure between the inlet and outlet of the CVD reactor. The pressure 
measurement performed under a flow rate range 0-75 sccm of CH4 and H2 with a mixing ratio 2:1. 

 

The heat transfer in fluid Multiphysics calculation starts from the inlet point all the way 

through the outlet point; however, it needs a reference temperature and reference 

pressure to start with. The pressure of CVD reactor is measured for both the inlet and 

outlet ends, which have a different flow rate, Figure 6.8, the difference in pressure is 

obvious between the two ends. The reference temperature set at 25 oC, which is the inlet 

temperature, and the reference pressure is the inlet pressure at a total gas flow rate for 

experiment under study.  
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6.3.2. Results 

Figure 6.1 shows the gas velocity distribution in the inlet point, the gas mixture travel 

inside the feeding pipeline at a velocity ~ 6 m/s under the experiment working pressure. 

The gas velocity reduced to ~ 2 m/s when enters the quartz tube due to expansion in gas 

volume.    

 

Figure 6. 9. Gas velocity distribution at the inlet point. The velocity scale bar units are m/s. 

 

The velocity of gas increase, as soon as it leaving the cold zone and enter the isothermal 

zone, due to the increase in its kinetic energy with temperature 280, Figure 6.10. The 

arrows length in Figure 6.10 is proportional to gas velocity, with the maximum velocity 

in the centre of gas stream ~8.5 m/s and the minimum near the quartz walls. The gas 

velocity distribution changes when the gas mixture crosses over the substrate (Figure 

6.11) where the velocity increases above the substrate and a stagnant gas zone is created 

under the substrate.  
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Figure 6. 10. Gas velocity distribution, at the point between the cold and hot zone. The gas velocity increase 
rapidly when enters the isothermal zone. However, the gas velocity near the reactor wall is ~ 0 m/s. The 
velocity scale bar units are m/s 

 

Figure 6. 11. The gas velocity distribution at the middle of the isothermal zone where the sample is located. 
The gas velocity is at maximum in the centre of gas streamline. The gas in contact with the substrate is steady 
due to the boundary layer creation. The velocity scale bar units are m/s. 

 

Gas velocity profile along the tube axial length, from inlet down to outlet point, above 

and below the substrate demonstrate the change in velocity when the gas crosses over 

the metal substrate (Figure 6.12). Above the sample surface the velocity peaks at ~ 9.8 

m/s, while velocity under the sample reaching a maximum velocity of ~ 0.8 m/s. The 

difference in gas velocity between the top and the bottom faces of the sample creates a 
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difference in mass delivery between them, i.e. the mass flow rate at the top face is 

higher than the bottom face. 

 

Figure 6. 12. Gas velocity profile from the inlet to the outlet point for different two heights: above the substrate 
(top face) and beneath the substrate (bottom face). The velocity of gas on the top face of the substrate is higher 
than the velocity of the gas stream. However, the velocity beneath the sample is very low. 
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The variation in delivered mass between the substrate top and bottom face results in 

difference in the growth rate of the graphitic film which is confirmed experimentally in 

literature 281 and this work, Figure 6.13.  

 

Figure 6. 13. The difference in growth between top and bottom substrate face of Cu33-Ni67. The SEM images 
clearly show the difference, where graphitic film grows on the top face (a), while the bottom face shows a bar 
Ni (b). Growth conditions are 1000 oC growth temperature, 0.65 mbar growth pressure, fast cooling rate and 
growth time 25 min.  

 

The pressure profile of the CVD reactor, Figure 6.14, shows a drop in gas pressure 

between the inlet and outlet, however, the pressure drop is sharp at the isothermal zone 

due to change in gas volume.  

Based on the fluid flow and heat transfer calculations, the residence time of gas 

molecules can be estimated from the average gas mixture velocity (~ 8.9 m/s) and found 

to be  0.067 s. The residence time is an important factor in gas phase kinetics and will 

be used in the next part calculations.   
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Figure 6. 14. The CVD reactor pressure profile. The pressure difference is clear between the inlets at outlet 
point. The gas pressure decreases further inside the isothermal zone. 

 

6.4. Gas-Phase Reaction kinetics 

CVD system is considered as a plug flow reactor (PFR) or continuous tubular reactor, 

where chemical reactions continue while the gas mixture is flowing down the axial 

length of the reactor. Thus, the reactor geometry (length of CVD reactor) directly 

influences the gas phase kinetics, the longer reactor, the more time to react, i.e. longer 

residence time282.  

The gas phase chemical kinetics modelling was performed using the reaction 

engineering interface provided in COMSOL 5.2a. The advantage of using PFR model is 

to calculate the chemical species composition at specified residence time (which 

calculated previously from fluid model). After adding the reaction engineering interface 

to the model component tree, a reversible reaction group was created that contained 36 

chemical reactions and 19 species. The reactions and the species in this study were 

based on experimental work literature of pyrolysis of CH4. The mechanism of pyrolysis 

of CH4 is intensively studied, due to the importance of conversion the natural and cheap 
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CH4 to more valuable hydrocarbons283. The reactions were selected based upon Olsvik 

experimental work at 1000 oC in the presence of H2 
284–286. Table 6.2 list all the 36 

chemical reactions included in reaction engineering interface model with their activation 

energy (E), pre-exponential factor (A) and the temperature exponent (n). 

Table 6. 2.  Elementary chemical reactions used in the model 
284–286

. 

Eqn. Reaction A (mol/cm3.s) n E (J/mol) 

1 CH4 = CH3 + H 3.51×1015 0 435344 

2 CH4 + H = CH3 + H2 2.25×104 3 36703 

3 CH3 + CH3 = C2H6 1.01×1015 -0.64 0 

4 C2H6 + H = C2H5 + H2 5.54×102 3.5 21658 

5 C2H6 + CH3 = C2H5 + CH4 0.55 4 34727 

6 C2H5 = C2H4 + H 2.00×10 13 0 166184 

7 CH3 + CH3 = C2H4 + H2 1.00×10 16 0 133952 

8 C2H4 + CH3 = C2H3 + CH4 6.62 3.7 39817 

9 C2H4 + CH3 = C3H7 3.31×10 11 0 32295 

10 C2H4 + H = C2H3 + H2 1.32×10 6 2.53 51312 

11 C2H3 = C2H2 + H 1.93×10 28 -4.783 214001 

12 CH3 + C2H3 = C3H6 1.00×10 13 0 0 

13 C3H7 = C3H6 + H 1.58×10 16 0 159068 

14 C3H6 = C3H5 + H 1.00×10 15 0 368368 

15 C3H5 = C2H2 + CH3 3.16×10 10 0 151533 

16 C3H5 = C3H4 + H 5.00×10 9 0 146510 

17 C3H5 + H = C3H4 + H2 1.00×10 13 0 0 

18 C3H6 + H = C3H5 + H2 3.16×10 11 0 18837 

19 C2H3 + C2H3 = C4H6 1.26×10 13 0 0 

20 C2H3 + C2H4 = C4H6 + H 5.00×10 11 0 30621 

21 C2H2 + H = C2H + H2 6.02×10 13 0 93348 

22 C2H2 + CH3 = C2H + CH4 1.81×10 11 0 72418 

23 C4H6 + H = C4H5 + H2 1.00×10 14 0 62790 

 24 C4H5 = C4H4 + H 1.00×10 14 0 173300 
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25 C2H + H = C2H2 1.81×10 14 0 0 

26 C2H3 + C2H2 = C4H5 1.10×10 12 0 16744 

27 CH3 + CH3 = C2H5 + H 1.80×10 12 0 43534 

28 C4H5 + C2H2 = C6H6 + H 6.02×10 12 0 37674 

29 C2H4 = C2H3 + H 1.00×10 16 0 452088 

30 C2H5 + C2H2 = C2H6 + C2H 2.71×10 11 0 97952 

31 C2H5 + H = C2H6 3.07×10 13 0 0 

32 C2H4 = C2H2 + H2 7.94×10 12 0.44 371549 

33 C2H3 + H = C2H2 + H2 9.64×10 13 0 0 

34 C2H2 + CH3 = C3H4 + H 6.20×10 11 0 83720 

35 C3H6 = C3H4 + H2 8.00×10 12 0.44 339694 

36 C3H6 + CH3 = C3H5 + CH4 1.58×1012 0 36837 

Chemical species: CH4, CH3, H, H2, C2H6, C2H5, C2H4, C2H3, C2H2, C2H, C3H7, C3H6, C3H5, C3H4, 
C4H6, C4H5, C4H4, C6H6. 

 

The chemical reaction rates calculated in COMSOL are based upon a modified 

Arrhenius equation287: 

� = i. 1�exp	�− n���                                                                                                   6.12 

where A denotes the pre-exponential factor (mol/cm3.s), T is the temperature in Kelvin, 

n the temperature exponent, E the activation energy (J/mol) and R the gas constant 

(J/(mol.K)). The reactor pressure and temperature were set according to the 

experimental conditions of this work and the residence time value extracted from heat 

tranfer and fluid flow meodel. The percentage of CH4 conversion and the yield of 

chemical species were calculated from the following equations 288:  

�JKL = �JKL.��� ¡¢£¡¤�JKL.¥¡¡¤ × 100%																																																																																																	6.13	
§KN = �KN2 × �JKL.¥¡¡¤ × 100%																																																																																																			6.14 
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§J¨K© = � × �J¨K©�JKL.¥¡¡¤ × 100%																																																																																																				6.15 

 

6.4.1. Results 

 

 

Figure 6. 15. Chemical species yield versus residence time for CH4 and H2 mixture a 2:1 by volume mixing 
ratio at 1000 oC and 0.1 mbar pressure. The top x-axis scale is the correspondence isothermal distance. The 
blue y-axis is the CH4 and H2 yield.   

 

Figure 6.15 shows the species yield as a function of the residence time for the products 

and intermediates. It is obvious that the conversion of CH4 increases with increasing 

residence time and hence is accompanied by an increase in the species yield. The 

correspondence length scale is shown at the top x-axis, which suggests that chemical 

species yield for all species are higher near the outlet of the isothermal zone than the 

inlet. The highest yield species resulting from CH4 decomposition are C2H6, C2H4 and 
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C2H2 (Figure 6.16), which is confirmed by  experimental and theoretical work in the 

literature 285,286,288–295   

 

 

Figure 6. 16. The yield of the three main species versus residence time, C2H6 shows higher yield than C2H4 and 
C2H2. The yield profile of the three hydrocarbons keeps increasing down the reactor. 

 

According to Back 292, the primary decomposition reaction of CH4 results in C2H6 and 

H2 which presented by chemical equations: 

1 CH4 → CH3 + H 

2 H + CH4 → CH3 + H2 

3 2CH3 → C2H6 

2CH4 → C2H6 + H2  (net reaction) 
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At the initial stage reaction, reaction 1 is the only source for CH3 radical, and it is the 

rate controlling reaction.  

C2H4 is a product of C2H6 secondary reactions: 

5 CH3 + C2H6 → CH4 + C2H5 

6 C2H5 → C2H4 + H 

2 H + CH4 → CH3 + H2 

C2H6 → C2H4 + H2  (net reaction) 

 

C2H2 production possibly follows the mechanism: 

8 CH3 + C2H4 → CH4 + C2H3 

11 C2H3 → C2H2 + H 

2 H + CH4 → CH3 + H2 

C2H4 → C2H2 + H2  (net reaction) 

 

Therefore, the production of the three primary hydrocarbons is due to the stepwise 

dehydrogenation with the aid of H2
284: 

CH4 → C2H6 → C2H4 → C2H2 → 2C + H2 

               +                  +             + 
              H2           H2          H2                   
     
 

After a very short time, the only products are C2H6 and H2, which then further 

decomposes to produce C2H4. If the residence time is long enough, the C2H2 yield 

dominate and become the main product. So for the CVD system under study conditions, 

C2H6 is the main product because its yield is high and increases down the CVD reactor 
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(~ 1.96 %). The C2H4 and C2H2 yield increase when the residence time is increased 

(Figure 6.17).  

 

 

Figure 6. 17. Chemical species yield versus residence time of CH4 and H2 mixture 2:1 by volume mixing ratio 
at 1000 oC and 0.1 mbar pressure. The conversion of CH4 increase with increasing residence time and C2H2 
shows the highest yield after 3 seconds. The blue y-axis is the CH4 and H2 yield.   

 

The C2H2 yield reaches 39.96 % near the isothermal zone outlet at 3 s residence time, 

this long residence time is reported for atmospheric pressure growth for the same CVD 

system 281. The thermal decomposition of CH4 is strongly dependent on residence time 

and temperature, increasing temperature above 1200 oC with a short time 10-2 s results 

in the production of C2 hydrocarbons296. Figure 6.18 showing the product yield as a 

function of temperature at 0.072 s residence time. At 1200 oC the model shows that 

almost all of the CH4 is converted to other products, mainly H2 and C2H2, C2H6, C2H4 

and C3H4. 
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Figure 6. 18. The yield of chemical species at 0.072 s residence time of CH4 and H2 mixture 2:1 by volume 
mixing ratio at temperature 1000 - 1200 oC and 0.1 mbar pressure. 

 

 

Figure 6. 19. CH4 and H2 mixture 2:1 by volume versus residence time.  The two gases required 3 seconds at 
1000 oC and 0.1 mbar to reach their thermodynamic equilibrium values. Both CH4 and H2 thermodynamic 
values taken from figure 6.10.  

Comparing the thermodynamics calculation with the kinetics model, it seems that CH4 

and H2 reach the thermodynamics mole fraction value under the same experimental 
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conditions (pressure and temperature) after 20 s (Figure 6.19) which is longer than the 

calculated residence time for low-pressure CVD but is possibly achieved at atmospheric 

pressure. 

It can be concluded from the results of gas phase kinetics model, that CH4 thermal 

decomposition occurs continuously down the isothermal zone of the reactor and not all 

of the CH4 feedstock is converted due to short reaction time. Subsequently, this results 

in concentration difference in the CH4 decomposition products within the CVD 

isothermal chamber. The difference in concentration of active species leads to variation 

in growth rate with respect to the substrate position inside the CVD chamber which is 

experimentally confirmed. Li et al. show that there is a difference in graphene film 

thickness grows by CVD at different substrate position. SLG film grows in a position 

near the gas inlet while the thickness is increased to FLG near the gas outlet 297.   

According to gas phase model, thermodynamic equilibrium is not achieved at low 

pressure, which is attributed to short gas residence time (0.072 s); it requires ~ 3s to 

achieve equilibrium which is possible in some atmospheric pressure CVD reactors. 

Therefore, the gas phase reaction in CVD is kinetically controlled and depends highly 

on the residence time that is determined by experimental conditions298.   

 

6.5. Chemical surface reactions 

The reaction of CH4 with transition metals is believed to be a stepwise reaction as 

proposed by Grabke et al. 299. The dissociation of chemisorbed CH4 on Ni confirmed 

using molecular beam study, which stated that when CH4 molecule approaches Ni 

surface loses one of it H due to the molecule deformation 300. CVD growth of graphene 
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is a surface reaction process 111 where CH4 decompose on the substrate surface in a 

stepwise manner giving C in the final stage as described in Table 6.3.  

In this section, a simple surface reaction model is presented, and the results are 

compared with the experimental findings. The model based on the following 

assumptions: 

I. The only C source is the dehydrogenation of CH4 because its concentration is 

higher than the other hydrocarbon in the gas phase (according to gas-phase 

reaction model). Furthermore, the surface reaction mechanism of other species, 

like C2H2, not fully known 301.    

II.  The rate limiting step is assumed R6, as suggested by Fan et al. 302 due to its 

high energy barrier. 

III.  Steps R1-R5 assumed in quasi-equilibrium. 

IV.  The graphene growth on the surface happens only when C in the bulk reach 

threshold concentration (saturation) which assumed to be solubility 

concentration202.   

V. According to assumption IV, the life time of surface C is very short due to the 

diffusion, therefore C coverage (ƟC) can be safely neglected, i.e. it can be 

assumed that all the surface C diffuse to the bulk at a very fast rate which is 

confirmed by experimental observations and literature 303.   

Therefore, the model aims to estimate the time required to reach the C solubility 

limit for a given substrate thickness, i.e. Vª_«y¬­� = 	Vª¬®_«¬®�¯� = Vª¯°_±�°�®�	.  
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Table 6. 3. Proposed surface reactions mechanism with the rate equations. 

Reaction Chemical equation Rate 

R1 VWX�	Y� + Z ↔ VWX�Q� ²³´µ¶·¸¹ − ²³�³¸µ¶· 

R2 W9�Y� + 2Z ↔ 2W�Q� ²º´¶º¸¹ − ²º�³¸¶¸¶ 

R3 VWX�Q� + Z ↔ VW2�Q� +W�Q� ²»¸µ¶·¸¹ − ²»�³¸µ¶»¸¶ 

R4 VW2�Q� + Z ↔ VW9�Q� +W�Q� ²·¸µ¶»¸¹ − ²·�³¸µ¶º¸¶ 

R5 VW9�Q� + Z ↔ VW�Q� + W�Q� ²¼¸µ¶º¸¹ − ²¼�³¸µ¶¸¶ 

R6 VW�Q� + Z ↔ V�Q� + W�Q� ²½¸µ¶¸¹ − ²½�³¸µ¸¶ 

R7 V�Q� 	→ 	V�._°¾� −¿�µ�À� − µ�ÁÂÃ²�Ä¹ÂÅ¹ÄÆÇÄÈ � 

D: diffusion coefficient (cm2/s), (g): gas phase, (s): surface , t: substrate thickness in cm. 

 

The following equations express the surface coverage fraction (ϴ) for the species CH4, 

H, CH3, CH2 and CH: 

\JKX = ]�TJKX\Q																																																																																																																							6.16 

\K = �TK9]9			\Q																																																																																																																							6.17 

\JK2 = ]2TJKX	\Q	\K 																																																																																																																				6.18 

\JK9 = ]XTJK2	\Q\K 																																																																																																																				6.19 

\JK = ]ÉTJK9\Q\K					 																																																																																																																							6.20 

substituting each value with its correspondence yield:  
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\JK2 = ]�]2TJKX	\Q	�TK9]9 																																																																																																																6.21 

\JK9 = ]�]2]XTJKX	\QTK9]9 																																																																																																												6.22 

\JK = ]�]2]X]ÉTJKX\Q�TK9]9	�2 9Ê 					 																																																																																																									6.23 

substituting equations (6.21)-(6.23) in the rate-limiting step (R6) gives: 

Ë = �� Ì]�]2	]X]ÉTJKL\ª9?]9TKN@2 9⁄ − \J\ª?]9TKN@� 9Ê
]� Î 																																																																	6.24 

where K1-K6 is equilibrium constant which is expressed as: 

] = �y¯«Ï¬«Ð�«�Ñ�«ª� 																																																																																																																										6.25 

k is the reaction rate calculated using the following Arrhenius equation  

� = i exp �− ��1� 																																																																																																																				6.26 

A is a pre-exponential factor, E activation energy in (J/mol) and R gas constant, 8.3144 

(J/K.mol). 

ƟS is a fraction of free (unblocked) surface sites, assuming all the species take part in 

surface coverage, the summation of all fractions equal to 1: 

1 = \JKX + \JK2 + \JK9 + \JK + \K + \Q																																																																									6.27 

substituting equations (6.16), (6.17) and (6.21)-(6.23) in (6.27) and solve for ƟS: 

\Q = 1
1 + ]�TJKX +�TK9]9 + ]�]2TJKX	�TK9]9 + ]�]2]XTJKXTK9]9 + ]�]2]X]ÉTJKX�TK9]9	�2 9Ê 					

												6.28 

The activation energy values for the reactions R1-R6 are tabulated in Table 6.4, the pre-

exponential factors values of surface reactions are assumed 1×1013 (s-1) which is 

generally used when the experimental value is not known 304,305. While the pre-
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exponential factors for molecular adsorption (reaction R1 and R2) are set                  

1000 (Pa-1.s-1) 305 and for dissociative adsorption of H2 on Ni set to 0.01 based on 

experimental work 219. 

 

Table 6. 4. List of forwarding and reverse activation energies (kJ.mol-1), for surface reactions model.   

Reaction Cu Ni Cu90-Ni10 Cu50-Ni50 

Ef Er Ef Er Ef Er Ef Er 

R1 0 1.9297 306,307 0 1.9297 307 0 1.9297 307 0 1929.7 307 

R2 29 308 62.8 308 0 92 156 (95 (309)) same values as Ni according to ref.312 

R3 126.4 310  86.841310 87.802 311 86.84 311 100.34 310 74.289 310 127.36 312 120.606 312 

R4 121.57 310 51.136 310 67.54 311 60.786 311 89.731 310 38.594 310 74.294 312 43.419 312 

R5 89.731283 38.594283 33.77 284 66.575 284 63.68 283 29.91283 44.383 285 44.383 285 

R6 190.08283 38.6283 128.33 284 78.153 284 148.59 283 34.74 283 157.27 285 71.398 285 

 

6.5.1. Results 

Figure 6.20 show that for Ni, it takes 216 min to reach the C solubility value, which is 

in excellent agreement with the experimental observation (210 min). Moreover, the 

model agrees well in terms of time required with respect to Ni substrate thickness. 

However, the model does not match the exponential decay of the growth time with 

respect to gas pressure when Ni substrate is used (Figure 6.21). The model predicts an 

exponential behaviour at different growth pressure but the predicted incubation time 

three times higher than the experimental observations and the divergence increase when 

the growth pressure increase. This might be attributed to the fact that the model is 

working only on CH4 as a C source, however, according to thermodynamic and kinetic 

calculations (Figures 6.1 and 6.15 respectively), by increasing growth pressure the 

concentration of other species other than CH4 significantly increase.  
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Figure 6. 20. Surface reaction model prediction of the incubation time of three different Ni foil thickness in 
comparison with experimental results. Growth conditions are 1000 oC growth temperature, 0.1 mbar growth 
pressure, 5.2 and 2.6 sccm flow rate of CH4 and H2 respectively and fast cooling rate. 

 

 

Figure 6. 21. Surface reaction model prediction of the incubation time of 500µm Ni foil thickness at different 
growth pressure in comparison with experimental results. Growth conditions are 1000 oC growth temperature, 
2:1 by volume flow rate of CH4 and H2 respectively and fast cooling rate. 
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Therefore, at high-pressure reaction rate need to be adjusted by including C coming 

from other species such as C2H2, C2H6 and C2H4 which their catalytic decomposition 

reaction not proposed so far. 

Figure 6.22 shows the model prediction for the substrates listed in Table 6.4 together 

with the experimental results from this study, the incubation time prediction agrees well 

with the actual time required experimentally for this work.  

 

 

Figure 6. 22. Model and experimental results of CVD graphene on Cu-Ni alloy. Growth conditions are 1000 oC 
growth temperature, 0.1 mbar growth pressure, 5.2 and 2.6 sccm flow rate of CH4 and H2 respectively and fast 
cooling rate. 

 

6.6. Conclusion 

The CVD growth process of graphene on a Cu-Ni alloy was investigated theoretically 

from both a thermodynamic and kinetic perspective. For the thermodynamic viewpoint, 

two cases were considered; the thermodynamics in the gas phase with no solid C  being 

present and the thermodynamics with solid C included. In the gas phase, two regions 

have been recognised, below 800 oC and above 800 oC. The first region shows the 
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constant concentration of C6H6 and C2H4, with no growth shown on Cu-Ni surface. The 

C6H6 and C2H4 concentration start to decline at a temperature > 800 oC which is the 

start of the second region in which C2H2 and C4H2 are dominated, and graphene grows 

on Cu. The estimation of the deposition driving force from thermodynamic equilibrium 

showed that the maximum value of driving force was reached at  > 800 oC, explaining 

why growth is only experimentally observed to start at this temperature under these 

conditions 116.  

The gas phase kinetics simulation showed that the CH4 conversion was ~ 2.15 % and the 

active species concentration increase downstream. C2H6, C2H4 and C2H2 are the main 

CH4 decomposition species and their concentration increase with residence time, which 

rise as an important factor in CVD growth.   

The microkinetics of reactions on Cu-Ni surfaces shows a good agreement with the 

experimental results. However, the model fails to mimic the experimental findings at 

different growth pressure. At high pressure, the concentration of the hydrocarbons 

produce from CH4 cannot be ignored and essentially need to be taken into account in 

microkinetics of surface reactions. Unfortunately, the microkinetics surface mechanisms 

of the C2 hydrocarbons are not fully known until today.   
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7. Conclusion 

In this thesis, the role of C solubility on the growth of CVD graphene has been 

investigated using a range of growth substrates with different carbon affinities.  The 

CVD growth of graphene was first performed on pure Ni and Cu, and then merged in 

Cu-Ni alloys where all the substrates have a 500 µm thickness. The alloys comprised 0, 

30, 45, 67 and 100 wt. % Ni with a balance of Cu which gave Cu-Ni substrates of C 

solubility values of 0.004, 0.03, 0.1, 0.158 and 0.183 wt. % respectively. The deposition 

of the graphene was performed in a hot-wall reactor under growth conditions: 0.1 mbar 

pressure, 1000 oC temperature and a feedstock of CH4: H2 2:1 by volume. The deposited 

films are characterised in situ on the growth substrate by Raman spectroscopy and 

SEM. 

The results of CVD graphene on pure Cu showed a coverage of 16% and 74% SLG and 

BLG respectively over the 500 µm Cu thick, but 98% SLG coverage over the 25mm, 

under the same growth conditions. The study was extend to include 250 and 1000 µm 

Cu thick substrates and showed a correlation between the Cu thickness and graphene 

coverage. The SLG coverage decreased, and the BLG coverage increased with 

increasing Cu substrate thickness. The possible explanation is that increasing Cu 

thickness allows more C to dissolve in the bulk, which might then diffuse back to the 

surface upon cooling.  Expanding the growth parameters space shows that no graphene 

grows at temperature below 900 oC at 0.1 mbar pressure on the 500 µm Cu thick, which 

is confirmed by Raman spectroscopy and SEM results. However, by increasing growth 

pressure to 0.65 mbar, defective graphene grows at 800 oC. 

On the other hand, pure Ni promoted graphitic growth with long incubation period (210 

min), due to high C solubility in Ni. Furthermore, by decreasing the Ni thickness down 
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to 25 µm, the growth time reduced to 30 mins and linear relationship were found 

between the incubation time and Ni thickness. Moreover, growth at different pressures 

was found to exponentially reduce the incubation time, which could be attributed to 

increasing the number of adsorbed methane molecules on the Ni surface. 

Chapter 5 showed the results of the CVD graphene grown on Cu-Ni substrates. The 

deposited graphitic films were mainly FLG at standard growth conditions, while by 

increasing growth pressure to 0.65 mbar, graphene coverage improved to BLG. It is 

found that the CVD graphene quality is sensitive to the Ni content in the Cu-Ni matrix; 

the SLG and BLG coverage decreases while the FLG coverage increases with a higher 

Ni content in the catalyst substrate. Also it is found that the trend of incubation time and 

C solubility is the same with respect to Ni content in the Cu-Ni system, i.e. the 

incubation time and C solubility increase with increasing Ni content in the Cu-Ni 

substrate. In addition, the incubation time is reduced with increasing growth pressure; 

however, the incubation time and C solubility behaviour with Ni content did not 

changed. 

Cooling rates of the Cu-Ni samples after growth is another area investigated; it was 

found that the substrate surface coverage has a transition point with respect to Ni 

content in the alloy. The surface coverage of the Cu-rich substrate was found to be > 90 

% when it cools down at a fast rate (376 oC/min), while the surface coverage reduced to  

< 20 % at slow cooling rates  (27 oC/min). However, the Ni-rich substrates showed the 

reverse behaviour. Involving GDOES to depth profile the carbon content as a function 

of depth in the substrate found that at a fast cooling rate all the substrates have constant 

bulk composition. However, at a slow cooling rate, the Cu-rich substrates show a 

subsurface composition inhomogeneity represented by increasing Ni, while this 

behaviour is not observed in Ni-rich substrates.  The inhomogeneity in the subsurface 
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composition results in C solubility variation within the same substrate, which could 

establish a diffusion barrier against C precipitation to the surface. The GDOES also 

revealed that the bulk C concentration is higher for the fast cooling rates than for the 

slow cooling samples. This result supports the proposed diffusion–segregation 

mechanism of CVD graphene on Cu-Ni substrate.  

CVD is a complex process because of the contribution of many parameters, such as 

growth temperature and pressure which play an important role in the thermodynamic of 

the CVD process. Other parameters, such as CVD chamber geometry, gas residence 

time, gas flow rate, substrate material and thickness, substrate surface area and carbon 

solubility are mainly the kinetic controlling parameters. Therefore the final chapter 

showed the results of modelling the CVD process for both thermodynamic and kinetics 

parameters. The gas phase thermodynamic modelling for the experimental growth 

conditions (1000 oC, 0.1 mabr and CH4: H2 2:1 by volume) showed that the difference 

in C chemical potential between the gas phase and above the substrate reaches its 

maximum at 900 oC ,which is considered  the driving force of deposition. Moreover, the 

thermodynamic modelling also revealed the role of oxygen in the CVD growth of 

graphene beside C and H. The experimental data from literature was scattered on the C-

H-O phase diagram to map the graphene growth boundaries. It was found that the 

growth boundaries ratios of H and O were XH = 0.9996 and XO = 0.4 respectively, 

where no growth was recorded below these values. The highest published C ratio was 

found to be XC = 0.666. 

Modelling the kinetic part included a fluid and heat transfer models. The kinetic model 

revealed that the velocity of reactant gas on the top face of the sample was higher than 

the bottom face, which results in a difference in film coverage between the two faces. 

No growth observed on the bottom surface while the top was fully covered. The kinetics 
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of gas phase was also investigated, and it was found that thermodynamic equilibrium 

cannot be reached under growth conditions for this study, due to the short residence 

time. However, thermodynamic equilibrium would be achieved with longer residence 

times, which might be at atmospheric pressure. The non-thermodynamic equilibrium of 

the gas-phase leads to a variation in the concentration of active species inside the CVD 

reactor which increases down the reactor axial length. The differential concentration of 

the growth active species leads to a differential in the growth rate which is 

experimentally approved.   

The final part of the modelling is the surface reaction based on the assumption of CH4 

dehydrogenation, which showed good agreement between the model and the 

experimental results in terms of the incubation time. However, the model did not match 

the experimental findings at high growth pressure which might be because other active 

species take part in the growth process which need to be considered in future work. 
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8. Further Work 

The Cu-Ni alloys system adopted in this work successfully demonstrate the impact of C 

solubility on the CVD graphene growth. The CVD of graphene field would benefit from 

the deeper understanding of the role of C solubility in the catalytic substrate on the 

growth mechanism, which could be consider for better substrate selection. Also, this 

study provides a tool to control the graphene number of layers by controlling the 

solubility of C and the thickness of the substrate. The comprehensive model 

(thermodynamic and kinetics) presented in this study could be applied to other CVD 

systems to aid synthesis of graphene coating for requested applications. 

Further work is still required to investigate in more detail the effect of Cu thickness on 

CVD graphene. In this work, the Cu thicknesses used are 25, 250, 500, and 1000 µm; 

the range could be extended to include more thicknesses, such as 100 and 300 µm, to 

fill the gap between the 25µm and 250µm and build a full understanding of the 

influence of thickness on CVD graphene. Furthermore, contributing more thicknesses in 

the study would highlight the impact of Cu thickness on the graphitic film thickness, 

which might be a new way to control the number of graphene layers.  

The three Cu-Ni alloys used in this work showed the influence of C solubility on the 

mechanism of CVD graphene; however, involving more Cu-Ni concentration would add 

more details to the study. Another factor needs to be investigated, the Cu-Ni substrate 

thickness, because the dissolved C is directly proportional to the thickness of the 

substrate. Therefore, it would be a good way to control the amount of dissolved C that 

takes part in graphene formation in the subsequent cooling stage. Moreover, further 

growth parameters need to be explored such as working in atmospheric pressure and 

growth using different CH4/H2 ratios.  
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GDOES proved to be a good technique for the elements bulk analysis; however, the 

results need to be interpreted to concentration-depth scale, which would give more 

useful information about the diffusion coefficient and diffusion depth. This could be 

achieved by calibrating the GDOES machine using standard samples with known 

concentrations of the elements within interest.  

The gas phase kinetic model presented in this work uses 36 chemical equations and 18 

chemical species; furthermore, increasing the chemical equations and species would 

enable the model to cover a longer residence time until the thermodynamic equilibrium 

point was reached. The gap between the surface reactions model and the experimental 

results at higher pressure might be due to excluding the contribution of the other gas 

phase species. Therefore, broadening the assumption to include not only CH4 but also 

other high concentration species is required to improve the surface reaction model at 

different growth pressures. 

Finally, merging all the model parts, i.e. fluid flow, heat transfer, gas phase kinetics, and 

surface reactions in one single COMSOL file would be very useful to estimate the 

growth time. Using the new Apps feature in COMSOL allows the creation an easy 

application based on this work simulation, which will be available to everyone to use 

and improve effectively.   

 

 

 

 



141 

 

9. References 

(1)  Li, X.; Cai, W.; An, J.; Kim, S.; Nah, J.; Yang, D.; Piner, R.; Velamakanni, A.; 

Jung, I.; Tutuc, E.; et al. Large-Area Synthesis of High-Quality and Uniform 

Graphene Films on Copper Foils. Science. 2009, 324, 1312–1314. 

(2)  Somani, P. R.; Somani, S. P.; Umeno, M. Planer Nano-Graphenes from Camphor 

by CVD. Chem. Phys. Lett. 2006, 430, 56–59. 

(3)  Bae, S.; Kim, H.; Lee, Y.; Xu, X.; Park, J.-S.; Zheng, Y.; Balakrishnan, J.; Lei, 

T.; Ri Kim, H.; Song, Y. Il; et al. Roll-to-Roll Production of 30-Inch Graphene 

Films for Transparent Electrodes. Nat Nano 2010, 5, 574–578. 

(4)  Falcao, E. H. L.; Wudl, F. Carbon Allotropes: Beyond Graphite and Diamond. J. 

Chem. Technol. Biotechnol. 2007, 82, 524–531. 

(5)  Robertson, J. Diamond-like Amorphous Carbon. Mater. Sci. Eng. R Reports 

2002, 37, 129–281. 

(6)  Georgakilas, V.; Perman, J. A.; Tucek, J.; Zboril, R. Broad Family of Carbon 

Nanoallotropes: Classification, Chemistry, and Applications of Fullerenes, 

Carbon Dots, Nanotubes, Graphene, Nanodiamonds, and Combined 

Superstructures. Chem. Rev. 2015, 115, 4744–4822. 

(7)  Charlier, J. C.; Blase, X.; Roche, S. Electronic and Transport Properties of 

Nanotubes. Rev. Mod. Phys. 2007, 79, 677–732. 

(8)  Morozov, S. V.; Novoselov, K. S.; Katsnelson, M. I.; Schedin, F.; Elias, D. C.; 

Jaszczak, J. A.; Geim, A. K. Giant Intrinsic Carrier Mobilities in Graphene and 

Its Bilayer. Phys. Rev. Lett. 2008, 100. 

(9)  Sood, A. K.; Chakraborty, B. Understanding Graphene via Raman Scattering. In 

Graphene; Wiley-VCH Verlag GmbH & Co. KGaA, 2012; pp. 49–90. 

(10)  Casiraghi, C. Raman Spectroscopy of Graphene. In Spectroscopic Properties of 

Inorganic and Organometallic Compounds: Techniques, Materials and 

Applications, Volume 43; The Royal Society of Chemistry, 2012; Vol. 43, pp. 

29–56. 



142 

 

(11)  Nair, R. R.; Blake, P.; Grigorenko, A. N.; Novoselov, K. S.; Booth, T. J.; 

Stauber, T.; Peres, N. M. R.; Geim, A. K. Fine Structure Constant Defines Visual 

Transparency of Graphene. Science. 2008, 320, 1308. 

(12)  Blake, P.; Hill, E. W.; Castro Neto, A. H.; Novoselov, K. S.; Jiang, D.; Yang, R.; 

Booth, T. J.; Geim, A. K. Making Graphene Visible. Appl. Phys. Lett. 2007, 91. 

(13)  Kravets, V. G.; Grigorenko, A. N.; Nair, R. R.; Blake, P.; Anissimova, S.; 

Novoselov, K. S.; Geim, A. K. Spectroscopic Ellipsometry of Graphene and an 

Exciton-Shifted van Hove Peak in Absorption. Phys. Rev. B - Condens. Matter 

Mater. Phys. 2010, 81. 

(14)  Lee, C.; Wei, X.; Kysar, J. W.; Hone, J. Measurement of the Elastic Properties 

and Intrinsic Strength of Monolayer Graphene. Science. 2008, 321, 385–388. 

(15)  Hsu, P.; Chen, S.; Tsai, I. Mechanical Properties of Graphene 

Nanosheets/polypropylene Composites. AIP Conf. Proc. 2015, 1653, 20045. 

(16)  Tang, L. C.; Wan, Y. J.; Yan, D.; Pei, Y. B.; Zhao, L.; Li, Y. B.; Wu, L. Bin; 

Jiang, J. X.; Lai, G. Q. The Effect of Graphene Dispersion on the Mechanical 

Properties of Graphene/epoxy Composites. Carbon N. Y. 2013, 60, 16–27. 

(17)  Young, R. J.; Kinloch, I. A.; Gong, L.; Novoselov, K. S. The Mechanics of 

Graphene Nanocomposites: A Review. Composites Science and Technology, 

2012, 72, 1459–1476. 

(18)  Papageorgiou, D. G.; Kinloch, I. A.; Young, R. J. Mechanical Properties of 

Graphene and Graphene-Based Nanocomposites. Prog. Mater. Sci. 2017, 90, 75–

127. 

(19)  Fang, M.; Wang, K.; Lu, H.; Yang, Y.; Nutt, S. Covalent Polymer 

Functionalization of Graphene Nanosheets and Mechanical Properties of 

Composites. J. Mater. Chem. 2009, 19, 7098. 

(20)  Liang, J.; Huang, Y.; Zhang, L.; Wang, Y.; Ma, Y.; Cuo, T.; Chen, Y. Molecular-

Level Dispersion of Graphene into Poly(vinyl Alcohol) and Effective 

Reinforcement of Their Nanocomposites. Adv. Funct. Mater. 2009, 19, 2297–

2302. 

(21)  Balandin, A. A. Thermal Properties of Graphene and Nanostructured Carbon 



143 

 

Materials. Nat. Mater. 2011, 10, 569. 

(22)  Balandin, A. A.; Ghosh, S.; Bao, W.; Calizo, I.; Teweldebrhan, D.; Miao, F.; 

Lau, C. N. Superior Thermal Conductivity of Single-Layer Graphene. Nano Lett. 

2008, 8, 902–907. 

(23)  Pop, E.; Mann, D.; Wang, Q.; Goodson, K.; Dai, H. Thermal Conductance of an 

Individual Single-Wall Carbon Nanotube above Room Temperature. Nano Lett. 

2006, 6, 96–100. 

(24)  Kim, P.; Shi, L.; Majumdar, A.; McEuen, P. L. Thermal Transport Measurements 

of Individual Multiwalled Nanotubes. Phys. Rev. Lett. 2001, 87, 2155021–

2155024. 

(25)  Shtein, M.; Nadiv, R.; Buzaglo, M.; Kahil, K.; Regev, O. Thermally Conductive 

Graphene-Polymer Composites: Size, Percolation, and Synergy Effects. Chem. 

Mater. 2015, 27, 2100–2106. 

(26)  Kalaitzidou, K.; Fukushima, H.; Drzal, L. T. Multifunctional Polypropylene 

Composites Produced by Incorporation of Exfoliated Graphite Nanoplatelets. 

Carbon N. Y. 2007, 45, 1446–1452. 

(27)  Vadukumpully, S.; Paul, J.; Mahanta, N.; Valiyaveettil, S. Flexible Conductive 

Graphene/poly(vinyl Chloride) Composite Thin Films with High Mechanical 

Strength and Thermal Stability. Carbon N. Y. 2011, 49, 198–205. 

(28)  Kim, H. S.; Bae, H. S.; Yu, J.; Kim, S. Y. Thermal Conductivity of Polymer 

Composites with the Geometrical Characteristics of Graphene Nanoplatelets. 

2016, 6, 26825. 

(29)  Singh, V.; Joung, D.; Zhai, L.; Das, S.; Khondaker, S. I.; Seal, S. Graphene 

Based Materials: Past, Present and Future. Prog. Mater. Sci. 2011, 56, 1178–

1271. 

(30)  Wallace, P. R. The Band Theory of Graphite. Phys. Rev. 1947, 71, 622–634. 

(31)  Novoselov, K. S.; Geim, A. K.; Morozov, S. V.; Jiang, D.; Zhang, Y.; Dubonos, 

S. V.; Grigorieva, I. V.; Firsov, A. A. Electric Field Effect in Atomically Thin 

Carbon Films. Science. 2004, 306, 666–669. 



144 

 

(32)  Bolotin, K. I.; Sikes, K. J.; Hone, J.; Stormer, H. L.; Kim, P. Temperature-

Dependent Transport in Suspended Graphene. Phys. Rev. Lett. 2008, 101. 

(33)  Chen, Z.; Lin, Y. M.; Rooks, M. J.; Avouris, P. Graphene Nano-Ribbon 

Electronics. Phys. E Low-Dimensional Syst. Nanostructures 2007, 40, 228–232. 

(34)  Han, M. Y.; Ӧzyilmaz, B.; Zhang, Y.; Kim, P. Energy Band-Gap Engineering of 

Graphene Nanoribbons. Phys. Rev. Lett. 2007, 98. 

(35)  Schwierz, F. Graphene Transistors. Nat. Nanotechnol. 2010, 5, 487. 

(36)  Castro Neto, A. H.; Guinea, F.; Peres, N. M. R.; Novoselov, K. S.; Geim, A. K. 

The Electronic Properties of Graphene. Rev. Mod. Phys. 2009, 81, 109–162. 

(37)  Castro, E. V.; Novoselov, K. S.; Morozov, S. V.; Peres, N. M. R.; Dos Santos, J. 

M. B. L.; Nilsson, J.; Guinea, F.; Geim, A. K.; Neto, A. H. C. Biased Bilayer 

Graphene: Semiconductor with a Gap Tunable by the Electric Field Effect. Phys. 

Rev. Lett. 2007, 99. 

(38)  Gava, P.; Lazzeri, M.; Saitta, A. M.; Mauri, F. Ab Initio Study of Gap Opening 

and Screening Effects in Gated Bilayer Graphene. Phys. Rev. B - Condens. 

Matter Mater. Phys. 2009, 79. 

(39)  Ohta, T. Controlling the Electronic Structure of Bilayer Graphene. Science. 2006, 

313, 951–954. 

(40)  Zhou, S. Y.; Gweon, G.-H.; Fedorov, A. V.; First, P. N.; de Heer, W. A.; Lee, D.-

H.; Guinea, F.; Castro Neto, A. H.; Lanzara, A. Substrate-Induced Bandgap 

Opening in Epitaxial Graphene. Nat. Mater. 2007, 6, 916–916. 

(41)  Bostwick, A.; Ohta, T.; Seyller, T.; Horn, K.; Rotenberg, E. Quasiparticle 

Dynamics in Graphene. Nat. Phys. 2007, 3, 36–40. 

(42)  Peng, X.; Ahuja, R. Symmetry Breaking Induced Bandgap in Epitaxial Graphene 

Layers on SiC. Nano Lett. 2008, 8, 4464–4468. 

(43)  Sano, E.; Otsuji, T. Theoretical Evaluation of Channel Structure in Graphene 

Field-Effect Transistors. Jpn. J. Appl. Phys. 2009, 48. 

(44)  Pereira, V. M.; Castro Neto, A. H.; Peres, N. M. R. Tight-Binding Approach to 

Uniaxial Strain in Graphene. Phys. Rev. B - Condens. Matter Mater. Phys. 2009, 



145 

 

80. 

(45)  Zhou, M.; Lu, Y.; Zhang, C.; Feng, Y. P. Strain Effects on Hydrogen Storage 

Capability of Metal-Decorated Graphene: A First-Principles Study. Appl. Phys. 

Lett. 2010, 97, 103109. 

(46)  Levy, N.; Burke, S. A.; Meaker, K. L.; Panlasigui, M.; Zettl, A.; Guinea, F.; 

Neto, A. H. C.; Crommie, M. F. Strain-Induced Pseudo-Magnetic Fields Greater 

Than 300 Tesla in Graphene Nanobubbles. Science. 2010, 329, 544–547. 

(47)  Novoselov, K. S.; Fal'ko, V. I.; Colombo, L.; Gellert, P. R.; Schwab, M. G.; Kim, 

K. A Roadmap for Graphene. Nature 2012, 490, 192–200. 

(48)  Biswas, S.; Drzal, L. T. A Novel Approach to Create a Highly Ordered 

Monolayer Film of Graphene Nanosheets at the Liquid−Liquid Interface. Nano 

Lett. 2009, 9, 167–172. 

(49)  Hernandez, Y.; Nicolosi, V.; Lotya, M.; Blighe, F. M.; Sun, Z.; De, S.; 

McGovern, I. T.; Holland, B.; Byrne, M.; Gun’Ko, Y. K.; et al. High-Yield 

Production of Graphene by Liquid-Phase Exfoliation of Graphite. Nat. 

Nanotechnol. 2008, 3, 563–568. 

(50)  Liu, N.; Luo, F.; Wu, H.; Liu, Y.; Zhang, C.; Chen, J. One-Step Ionic-Liquid-

Assisted Electrochemical Synthesis of Ionic-Liquid-Functionalized Graphene 

Sheets Directly from Graphite. Adv. Funct. Mater. 2008, 18, 1518–1525. 

(51)  Li, X.; Zhang, G.; Bai, X.; Sun, X.; Wang, X.; Wang, E.; Dai, H. Highly 

Conducting Graphene Sheets and Langmuir–Blodgett Films. Nat. Nanotechnol. 

2008, 3, 538–542. 

(52)  Nicolosi, V.; Chhowalla, M.; Kanatzidis, M. G.; Strano, M. S.; Coleman, J. N. 

Liquid Exfoliation of Layered Materials. Science. 2013, 340, 1226419–1226419. 

(53)  Rao, C. N. R.; Maitra, U.; Matte, H. S. S. R. Synthesis, Characterization, and 

Selected Properties of Graphene. In Graphene; Wiley-VCH Verlag GmbH & Co. 

KGaA, 2012; pp. 1–47. 

(54)  H.P.Boehm; A.Clauss; G.O.Fischer; U.Hofmann. Dünnste Kohlenstoff-Folien. 

Naturforsch. 1962, B17, 150–153. 



146 

 

(55)  Brodie, B. C. On the Atomic Weight of Graphite. Philos. Trans. R. Soc. London 

1859, 149, 249–259. 

(56)  Staudenmaier, L. Verfahren Zur Darstellung Der Graphitsäure. Berichte der 

Dtsch. Chem. Gesellschaft 1898, 31, 1481–1487. 

(57)  Song, M.; Cai, D. Chapter 1 Graphene Functionalization: A Review. In Polymer-

Graphene Nanocomposites; The Royal Society of Chemistry, 2012; pp. 1–52. 

(58)  Stankovich, S.; Piner, R. D.; Chen, X.; Wu, N.; Nguyen, S. T.; Ruoff, R. S. 

Stable Aqueous Dispersions of Graphitic Nanoplatelets via the Reduction of 

Exfoliated Graphite Oxide in the Presence of Poly(sodium 4-Styrenesulfonate). J. 

Mater. Chem. 2006, 16, 155–158. 

(59)  Loh, K. P.; Bao, Q.; Ang, P. K.; Yang, J. The Chemistry of Graphene. J. Mater. 

Chem. 2010, 20, 2277–2289. 

(60)  Novoselov, K. S.; Jiang, D.; Schedin, F.; Booth, T. J.; Khotkevich, V. V.; 

Morozov, S. V.; Geim, A. K. Two-Dimensional Atomic Crystals. Proc. Natl. 

Acad. Sci. 2005, 102, 10451–10453. 

(61)  Ci, L.; Song, L.; Jariwala, D.; Elías, A. L.; Gao, W.; Terrones, M.; Ajayan, P. M. 

Graphene Shape Control by Multistage Cutting and Transfer. Adv. Mater. 2009, 

21, 4487–4491. 

(62)  Jayasena, B.; Subbiah, S. A Novel Mechanical Cleavage Method for 

Synthesizing Few-Layer Graphenes. Nanoscale Res. Lett. 2011, 6, 95. 

(63)  Liang, X.; Chang, A. S. P.; Zhang, Y.; Harteneck, B. D.; Choo, H.; Olynick, D. 

L.; Cabrini, S. Electrostatic Force Assisted Exfoliation of Prepatterned Few-

Layer Graphenes into Device Sites. Nano Lett. 2009, 9, 467–472. 

(64)  Liang, X.; Fu, Z.; Chou, S. Y. Graphene Transistors Fabricated via Transfer-

Printing in Device Active-Areas on Large Wafer. Nano Lett. 2007, 7, 3840–3844. 

(65)  Van Bommel, A. J.; Crombeen, J. E.; Van Tooren, A. LEED and Auger Electron 

Observations of the SiC(0001) Surface. Surf. Sci. 1975, 48, 463–472. 

(66)  Berger, C.; Song, Z.; Li, T.; Li, X.; Ogbazghi, A. Y.; Feng, R.; Dai, Z.; Alexei, 

N.; Conrad, M. E. H.; First, P. N.; et al. Ultrathin Epitaxial Graphite: 2D Electron 



147 

 

Gas Properties and a Route toward Graphene-Based Nanoelectronics. J. Phys. 

Chem. B 2004, 108, 19912–19916. 

(67)  Penuelas, J.; Ouerghi, A.; Lucot, D.; David, C.; Gierak, J.; Estrade-Szwarckopf, 

H.; Andreazza-Vignolle, C. Surface Morphology and Characterization of Thin 

Graphene Films on SiC Vicinal Substrate. Phys. Rev. B 2009, 79, 33408. 

(68)   Heer, W. A.; Berger, C.; Wu, X.; First, P. N.; Conrad, E. H.; Li, X.; Li, T.; 

Sprinkle, M.; Hass, J.; Sadowski, M. L.; et al. Epitaxial Graphene. Solid State 

Commun. 2007, 143, 92–100. 

(69)  Pierson, H. O. 1 - Introduction and General Considerations. In Handbook of 

Chemical Vapor Deposition (CVD) (Second Edition); Pierson, H. O., Ed.; 

William Andrew Publishing: Norwich, NY, 1999; pp. 25–35. 

(70)  Sawyer, K. U.S.Pat.229,335, 1880. 

(71)  Aylsworth, J. W. U.S.Pat. 553,298, 1896. 

(72)  Morosanu, C. E. 1 - Evolution of CVD Films. In Thin Films by Chemical Vapour 

Deposition; Morosanu, C. E., Ed.; Thin Films Science and Technology; Elsevier: 

Amsterdam, 1990; pp. 19–27. 

(73)  Lang, B. A LEED Study of the Deposition of Carbon on Platinum Crystal 

Surfaces. Surf. Sci. 1975, 53, 317–329. 

(74)  Eizenberg, M.; Blakely, J. M. Carbon Monolayer Phase Condensation on 

Ni(111). Surf. Sci. 1979, 82, 228–236. 

(75)  Shelton, J. C.; Patil, H. R.; Blakely, J. M. Equilibrium Segregation of Carbon to a 

Nickel (111) Surface: A Surface Phase Transition. Surf. Sci. 1974, 43, 493–520. 

(76)  Xu, Y.; Yan, X.-T. Thermodynamics and Kinetics of Chemical Vapour 

Deposition. In Chemical Vapour Deposition: An Integrated Engineering Design 

for Advanced Materials; Springer London: London, 2010; pp. 129–164. 

(77)  Pierson, H. O. 2 - Fundamentals of Chemical Vapor Deposition. In Handbook of 

Chemical Vapor Deposition (CVD) (Second Edition); Pierson, H. O., Ed.; 

William Andrew Publishing: Norwich, NY, 1999; pp. 36–67. 

(78)  Morosanu, C. E. 4 - Thermodynamics of {CVD}. In Thin Films by Chemical 



148 

 

Vapour Deposition; Morosanu, C. E., Ed.; Thin Films Science and Technology; 

Elsevier: Amsterdam, 1990; pp. 91–100. 

(79)  Dobkin, D. M.; Zuraw, M. K. Principles of Chemicl Vapor Deposition; Springe -

science-business media, 2003. 

(80)  A.K.Pattanalk; V.K.sarin. Basic Principles of CVD Thermodynamics and 

Kinetics. In Chemical Vapor Deposition; ASM International, 2001; pp. 23–42. 

(81)  White, F. M. Fluid Mechanics; McGraw-Hill series in mechanical engineering; 

McGraw Hill, 2011. 

(82)  Szekely, J.; Evans, J. W.; Sohn, H. Y. Chapter 2 - The Elements of Gas—Solid 

Reaction Systems Involving Single Particles. In Gas-solid Reactions; Szekely, J.; 

Evans, J. W.; Sohn, H. Y., Eds.; Academic Press, 1976; pp. 8–64. 

(83)  Kim, H.; Mattevi, C.; Calvo, M. R.; Oberg, J. C.; Artiglia, L.; Agnoli, S.; 

Hirjibehedin, C. F.; Chhowalla, M.; Saiz, E. Activation Energy Paths for 

Graphene Nucleation and Growth on Cu. ACS Nano 2012, 6, 3614–3623. 

(84)  Fan, L.; Li, Z.; Li, X.; Wang, K.; Zhong, M.; Wei, J.; Wu, D.; Zhu, H. 

Controllable Growth of Shaped Graphene Domains by Atmospheric Pressure 

Chemical Vapour Deposition. Nanoscale 2011, 3, 4946. 

(85)  Lahiri, J.; Miller, T.; Adamska, L.; Oleynik, I. I.; Batzill, M. Graphene Growth 

on Ni (111) by Transformation of a Surface Carbide. Nano Lett. 2010, 1–5. 

(86)  Reina, A.; Thiele, S.; Jia, X.; Bhaviripudi, S.; Dresselhaus, M. S.; Schaefer, J. A.; 

Kong, J. Growth of Large-Area Single- and Bi-Layer Graphene by Controlled 

Carbon Precipitation on Polycrystalline Ni Surfaces. Nano Res. 2009, 2, 509–

516. 

(87)  Yu, Q.; Lian, J.; Siriponglert, S.; Li, H.; Chen, Y. P.; Pei, S. S. Graphene 

Segregated on Ni Surfaces and Transferred to Insulators. Appl. Phys. Lett. 2008, 

93. 

(88)  Thiele, S.; Reina, A.; Healey, P.; Kedzierski, J.; Wyatt, P.; Hsu, P.-L.; Keast, C.; 

Schaefer, J.; Kong, J. Engineering Polycrystalline Ni Films to Improve Thickness 

Uniformity of the Chemical-Vapor-Deposition-Grown Graphene Films. 

Nanotechnology 2010, 21, 15601. 



149 

 

(89)  Umair, A.; Raza, H. Controlled Synthesis of Bilayer Graphene on Nickel. 

Nanoscale Res. Lett. 2012, 7, 437. 

(90)  Yao, Y. G.; Wong, C. P. Monolayer Graphene Growth Using Additional Etching 

Process in Atmospheric Pressure Chemical Vapor Deposition. Carbon N. Y. 

2012, 50, 5203–5209. 

(91)  Chen, W.; Fan, Z.; Zeng, G.; Lai, Z. Layer-Dependent Supercapacitance of 

Graphene Films Grown by Chemical Vapor Deposition on Nickel Foam. J. 

Power Sources 2013, 225, 251–256. 

(92)  Nandamuri, G.; Roumimov, S.; Solanki, R. Chemical Vapor Deposition of 

Graphene Films. Nanotechnology 2010, 21, 145604. 

(93)  Weatherup, R. S.; Bayer, B. C.; Blume, R.; Ducati, C.; Baehtz, C.; Schlögl, R.; 

Hofmann, S. In Situ Characterization of Alloy Catalysts for Low-Temperature 

Graphene Growth. Nano Lett. 2011, 11, 4154–4160. 

(94)  Muñoz, R.; Gómez-Aleixandre, C. Review of CVD Synthesis of Graphene. 

Chemical Vapor Deposition, 2013, 19, 297–322. 

(95)  Zhang, B.; Lee, W. H.; Piner, R.; Kholmanov, I.; Wu, Y.; Li, H.; Ji, H.; Ruoff, R. 

S. Low-Temperature Chemical Vapor Deposition Growth of Graphene from 

Toluene on Electropolished Copper Foils. ACS Nano 2012, 6, 2471–2476. 

(96)  Jang, J.; Son, M.; Chung, S.; Kim, K.; Cho, C.; Lee, B. H.; Ham, M.-H. Low-

Temperature-Grown Continuous Graphene Films from Benzene by Chemical 

Vapor Deposition at Ambient Pressure. Sci. Rep. 2016, 5, 17955. 

(97)  Li, Z.; Wu, P.; Wang, C.; Fan, X.; Zhang, W.; Zhai, X.; Zeng, C.; Li, Z.; Yang, 

J.; Hou, J. Low-Temperature Growth of Graphene by Chemical Vapor 

Deposition Using Solid and Liquid Carbon Sources. ACS Nano 2011, 5, 3385–

3390. 

(98)  Xu, M.; Fujita, D.; Sagisaka, K.; Watanabe, E.; Hanagata, N. Production of 

Extended Single-Layer Graphene. ACS Nano 2011, 5, 1522–1528. 

(99)  Ruan, G.; Sun, Z.; Peng, Z.; Tour, J. M. Growth of Graphene from Food, Insects, 

and Waste. ACS Nano 2011, 5, 7601–7607. 



150 

 

(100)  Qing, F.; Jia, R.; Li, B. W.; Liu, C.; Li, C.; Peng, B.; Deng, L.; Zhang, W.; Li, Y.; 

Ruoff, R. S.; et al. Graphene Growth with “No” Feedstock. 2D Mater. 2017, 4. 

(101)  Yan, K.; Peng, H.; Zhou, Y.; Li, H.; Liu, Z. Formation of Bilayer Bernal 

Graphene: Layer-by-Layer Epitaxy via Chemical Vapor Deposition. Nano Lett. 

2011, 11, 1106–1110. 

(102)  Seah, C.-M.; Chai, S.-P.; Mohamed, A. R. Mechanisms of Graphene Growth by 

Chemical Vapour Deposition on Transition Metals. Carbon N. Y. 2014, 70, 1–21. 

(103)  Bhaviripudi, S.; Jia, X.; Dresselhaus, M. S.; Kong, J. Role of Kinetic Factors in 

Chemical Vapor Deposition Synthesis of Uniform Large Area Graphene Using 

Copper Catalyst. Nano Lett. 2010, 10, 4128–4133. 

(104)  Gao, L.; Ren, W.; Zhao, J.; Ma, L. P.; Chen, Z.; Cheng, H. M. Efficient Growth 

of High-Quality Graphene Films on Cu Foils by Ambient Pressure Chemical 

Vapor Deposition. Appl. Phys. Lett. 2010, 97. 

(105)  Losurdo, M.; Giangregorio, M. M.; Capezzuto, P.; Bruno, G. Graphene CVD 

Growth on Copper and Nickel: Role of Hydrogen in Kinetics and Structure. 

Phys. Chem. Chem. Phys. 2011, 13, 20836–20843. 

(106)  Zhang, Y.; Li, Z.; Kim, P.; Zhang, L.; Zhou, C. Anisotropic Hydrogen Etching of 

Chemical Vapor Deposited Graphene. ACS Nano 2012, 6, 126–132. 

(107)  Vlassiouk, I.; Regmi, M.; Fulvio, P.; Dai, S.; Datskos, P.; Eres, G.; Smirnov, S. 

Role of Hydrogen in Chemical Vapor Deposition Growth of Large Single-Crystal 

Graphene. In ACS Nano; 2011; Vol. 5, pp. 6069–6076. 

(108)  Wipf, H. Solubility and Diffusion of Hydrogen in Pure Metals and Alloys. Phys. 

Scr. 2001, 43, 138–148. 

(109)  Atkins, P.; De Paula, J. Physical Chemistry; 8Rev Ed.; Oxford University Press, 

2006. 

(110)  Gao, L.; Ren, W.; Xu, H.; Jin, L.; Wang, Z.; Ma, T.; Ma, L.-P.; Zhang, Z.; Fu, 

Q.; Peng, L.-M.; et al. Repeated Growth and Bubbling Transfer of Graphene with 

Millimetre-Size Single-Crystal Grains Using Platinum. Nat. Commun. 2012, 3, 

699. 



151 

 

(111)  Li, X.; Cai, W.; Colombo, L.; Ruoff, R. S. Evolution of Graphene Growth on Ni 

and Cu by Carbon Isotope Labeling. Nano Lett. 2009, 9, 4268–4272. 

(112)  Shelton, J. C.; Patil, H. R.; Blakely, J. M. Equilibrium Segregation of Carbon to a 

Nickel (111) Surface: A Surface Phase Transition. Surf. Sci. 1974, 43, 493–520. 

(113)  Loginova, E.; Bartelt, N. C.; Feibelman, P. J.; McCarty, K. F. Factors Influencing 

Graphene Growth on Metal Surfaces. New J. Phys. 2009, 11, 63046. 

(114)  Randviir, E. P.; Brownson, D. A. C.; Banks, C. E. A Decade of Graphene 

Research: Production, Applications and Outlook. Materials Today, 2014, 17, 

426–432. 

(115)  Chemical Vapour Deposition Systems Design. In Chemical Vapour Deposition: 

An Integrated Engineering Design for Advanced Materials; Springer London: 

London, 2010; pp. 73–128. 

(116)  Lewis, A. M.; Derby, B.; Kinloch, I. A. Influence of Gas Phase Equilibria on the 

Chemical Vapor Deposition of Graphene. ACS Nano 2013, 7, 3104–3117. 

(117)  Lin, H.-C.; Chen, Y.-Z.; Wang, Y.-C.; Chueh, Y.-L. The Essential Role of Cu 

Vapor for the Self-Limit Graphene via the Cu Catalytic CVD Method. J. Phys. 

Chem. C 2015, 119, 6835–6842. 

(118)  Jorio, A.; Saito, R.; Dresselhaus, G.; Dresselhaus, M. S. Raman Spectroscopy in 

Graphene Related Systems; 2011. 

(119)  Ferrari, A. C.; Basko, D. M. Raman Spectroscopy as a Versatile Tool for 

Studying the Properties of Graphene. Nature Nanotechnology, 2013, 8, 235–246. 

(120)  Dresselhaus, M. S.; Jorio, A.; Saito, R. Characterizing Graphene, Graphite, and 

Carbon Nanotubes by Raman Spectroscopy. Annu. Rev. Condens. Matter Phys. 

2010, 1, 89–108. 

(121)  Ferrari, A. C.; Meyer, J. C.; Scardaci, V.; Casiraghi, C.; Lazzeri, M.; Mauri, F.; 

Piscanec, S.; Jiang, D.; Novoselov, K. S.; Roth, S.; et al. Raman Spectrum of 

Graphene and Graphene Layers. Phys. Rev. Lett. 2006, 97. 

(122)  Malard, L. M.; Pimenta, M. A.; Dresselhaus, G.; Dresselhaus, M. S. Raman 

Spectroscopy in Graphene. Physics Reports, 2009, 473, 51–87. 



152 

 

(123)  Hao, Y.; Wang, Y.; Wang, L.; Ni, Z.; Wang, Z.; Wang, R.; Koo, C. K.; Shen, Z.; 

Thong, J. T. L. Probing Layer Number and Stacking Order of Few-Layer 

Graphene by Raman Spectroscopy. Small 2010, 6, 195–200. 

(124)  Yeh, C.-H.; Lin, Y.-C.; Nayak, P. K.; Lu, C.-C.; Liu, Z.; Suenaga, K.; Chiu, P.-

W. Probing Interlayer Coupling in Twisted Single-Crystal Bilayer Graphene by 

Raman Spectroscopy. J. Raman Spectrosc. 2014, 45, 912–917. 

(125)  Neumann, C.; Reichardt, S.; Venezuela, P.; Drögeler, M.; Banszerus, L.; 

Schmitz, M.; Watanabe, K.; Taniguchi, T.; Mauri, F.; Beschoten, B.; et al. 

Raman Spectroscopy as Probe of Nanometre-Scale Strain Variations in 

Graphene. Nat. Commun. 2015, 6. 

(126)  Huang, C.-W.; Lin, B.-J.; Lin, H.-Y.; Huang, C.-H.; Shih, F.-Y.; Wang, W.-H.; 

Liu, C.-Y.; Chui, H.-C. Observation of Strain Effect on the Suspended Graphene 

by Polarized Raman Spectroscopy. Nanoscale Res. Lett. 2012, 7, 533. 

(127)  Kaniyoor, A.; Ramaprabhu, S. A Raman Spectroscopic Investigation of Graphite 

Oxide Derived Graphene. AIP Adv. 2012, 2. 

(128)  Díez-Betriu, X.; Álvarez-García, S.; Botas, C.; Álvarez, P.; Sánchez-Marcos, J.; 

Prieto, C.; Menéndez, R.; de Andrés, A. Raman Spectroscopy for the Study of 

Reduction Mechanisms and Optimization of Conductivity in Graphene Oxide 

Thin Films. J. Mater. Chem. C 2013, 1, 6905. 

(129)  Zhao, P.; Hou, B.; Chen, X.; Kim, S.; Chiashi, S.; Einarsson, E.; Maruyama, S. 

Investigation of Non-Segregation Graphene Growth on Ni via Isotope-Labeled 

Alcohol Catalytic Chemical Vapor Deposition. Nanoscale 2013, 5, 6530. 

(130)  Peng, Z.; Yan, Z.; Sun, Z.; Tour, J. M. Direct Growth of Bilayer Graphene on 

SiO2 Substrates by Carbon Diffusion through Nickel. ACS Nano 2011, 5, 8241–

8247. 

(131)  Volland, J.-M. Scanning Electron Microscopy for the Life Sciences H. Schatten 

(Ed.) New York: Cambridge University Press, 2013. 298pp. ISBN: 978-0-521-

19599-7. Hardback: US$120. Mar. Ecol. 2016, 37, 235. 

(132)  Grimm, W. Eine Neue Glimmentladungslampe Für Die Optische 

Emissionsspektralanalyse. Spectrochim. Acta Part B At. Spectrosc. 1968, 23, 



153 

 

443–454. 

(133)  Hoffmann, V.; Quentmeier, A. Glow Discharge Optical Emission Spectroscopy 

(GD-OES). In Surface and Thin Film Analysis; Wiley-VCH Verlag GmbH & Co. 

KGaA, 2011; pp. 329–344. 

(134)  Angeli, J.; Bengtson, A.; Bogaerts, A.; Hoffmann, V.; Hodoroaba, V.-D.; Steers, 

E. Glow Discharge Optical Emission Spectrometry: Moving towards Reliable 

Thin Film Analysis - a Short Review. J. Anal. At. Spectrom. 2003, 18, 670–679. 

(135)  Marcus, R. K. Glow Discharge Optical Emission Spectroscopy: A Practical 

Guide By Thomas Nelis (Ste Croix, France) and Richard Payling (The University 

of Newcastle, Australia). Royal Society of Chemistry: Cambridge. 2003. Xii + 

212 Pp. $249.00. ISBN: 0-85404-521-X. J. Am. Chem. Soc. 2004, 126, 7728. 

(136)  Pierson, H. O. Handbook of Carbon, Graphite, Diamonds and Fullerenes: 

Processing, Properties and Applications (Materials Science and Process 

Technology); 1993. 

(137)  Moissan, H.; Lenher, V. The Electric Furnace; Chemical Publishing Company, 

1904. 

(138)  Arsem, W. C. Transformation of Other Forms of Carbon into Graphite. J. Ind. 

Eng. Chem. 1911, 3, 799–804. 

(139)  Kwiecińska, B. K.; Pusz, S. Pyrolytic Carbon — Definition, Classification and 

Occurrence. International Journal of Coal Geology, 2016, 163, 1–7. 

(140)  BANERJEE, B. C.; HIRT, T. J.; WALKER, P. L. Pyrolytic Carbon Formation 

from Carbon Suboxide. Nature 1961, 192, 450–451. 

(141)  Sutter, P.; Hybertsen, M. S.; Sadowski, J. T.; Sutter, E. Electronic Structure of 

Few-Layer Epitaxial Graphene on Ru(0001). Nano Lett. 2009, 9, 2654–2660. 

(142)  N’Diaye, A. T.; Coraux, J.; Plasa, T. N.; Busse, C.; Michely, T. Structure of 

Epitaxial Graphene on Ir(111). New J. Phys. 2008, 10. 

(143)  An, H.; Lee, W. J.; Jung, J. Graphene Synthesis on Fe Foil Using Thermal CVD. 

In Current Applied Physics; 2011; Vol. 11. 

(144)  Kang, B. J.; Mun, J. H.; Hwang, C. Y.; Cho, B. J. Monolayer Graphene Growth 



154 

 

on Sputtered Thin Film Platinum. J. Appl. Phys. 2009, 106. 

(145)  Zhang, Y.; Gomez, L.; Ishikawa, F. N.; Madaria, A.; Ryu, K.; Wang, C.; 

Badmaev, A.; Zhou, C. Comparison of Graphene Growth on Single-Crystalline 

and Polycrystalline Ni by Chemical Vapor Deposition. J. Phys. Chem. Lett. 2010, 

1, 3101–3107. 

(146)  Li, X.; Magnuson, C. W.; Venugopal, A.; Tromp, R. M.; Hannon, J. B.; Vogel, E. 

M.; Colombo, L.; Ruoff, R. S. Large-Area Graphene Single Crystals Grown by 

Low-Pressure Chemical Vapor Deposition of Methane on Copper. J. Am. Chem. 

Soc. 2011, 133, 2816–2819. 

(147)  Sung, C. M.; Tai, M. F. Reactivities of Transition Metals with Carbon: 

Implications to the Mechanism of Diamond Synthesis Under High Pressure. Int. 

J. Refract. Met. Hard Mater. 1997. 

(148)  Yan, Z.; Lin, J.; Peng, Z.; Sun, Z.; Zhu, Y.; Li, L.; Xiang, C.; Samuel, E. L.; 

Kittrell, C.; Tour, J. M. Toward the Synthesis of Wafer-Scale Single-Crystal 

Graphene on Copper Foils. ACS Nano 2012, 6, 9110–9117. 

(149)  Robertson, J. Heterogeneous Catalysis Model of Growth Mechanisms of Carbon 

Nanotubes, Graphene and Silicon Nanowires. J. Mater. Chem. 2012, 22, 19858. 

(150)  Arnoult, W. J.; McLellan, R. B. The Solubility of Carbon in Rhodium 

Ruthenium, Iridium and Rhenium. Scr. Metall. 1972, 6, 1013–1018. 

(151)  Loginova, E.; Bartelt, N. C.; Feibelman, P. J.; McCarty, K. F. Evidence for 

Graphene Growth by C Cluster Attachment. New J. Phys. 2008, 10. 

(152)  McCarty, K. F.; Feibelman, P. J.; Loginova, E.; Bartelt, N. C. Kinetics and 

Thermodynamics of Carbon Segregation and Graphene Growth on Ru(0001). 

Carbon N. Y. 2009, 47, 1806–1813. 

(153)  Cui, Y.; Fu, Q.; Bao, X. Dynamic Observation of Layer-by-Layer Growth and 

Removal of Graphene on Ru(0001). Phys. Chem. Chem. Phys. 2010, 12, 5053–

5057. 

(154)  Loginova, E.; Nie, S.; Thürmer, K.; Bartelt, N. C.; McCarty, K. F. Defects of 

Graphene on Ir(111): Rotational Domains and Ridges. Phys. Rev. B 2009, 80, 

85430. 



155 

 

(155)  Nilsson, L.; Andersen, M.; Bjerre, J.; Balog, R.; Hammer, B.; Hornekær, L.; 

Stensgaard, I. Preservation of the Pt(100) Surface Reconstruction after Growth of 

a Continuous Layer of Graphene. Surf. Sci. 2012, 606, 464–469. 

(156)  Meschel, S. V.; Kleppa, O. J. Thermochemistry of Alloys of Transition Metals 

and Lanthanide Metals with Some IIIB and IVB Elements in the Periodic Table. 

J. Alloys Compd. 2001. 

(157)  Chen, S.-L.; Daniel, S.; Zhang, F.; Chang, Y. A.; Yan, X.-Y.; Xie, F.-Y.; 

Schmid-Fetzer, R.; Oates, W. A. The PANDAT Software Package and Its 

Applications. Calphad 2002, 26, 175–188. 

(158)  Zhang, L.; Pollak, E.; Wang, W.-C.; Jiang, P.; Glans, P.-A.; Zhang, Y.; Cabana, 

J.; Kostecki, R.; Chang, C.; Salmeron, M.; et al. Electronic Structure Study of 

Ordering and Interfacial Interaction in graphene/Cu Composites. Carbon N. Y. 

2012, 50, 5316–5322. 

(159)  Wang, Y. Y.; Ni, Z. H.; Yu, T.; Shen, Z. X.; Wang, H. M.; Wu, Y. H.; Chen, W.; 

Wee, A. T. S. Raman Studies of Monolayer Graphene: The Substrate Effect. J. 

Phys. Chem. C 2008, 112, 10637–10640. 

(160)  Jie, W.; Yu Hui, Y.; Zhang, Y.; Ping Lau, S.; Hao, J. Effects of Controllable 

Biaxial Strain on the Raman Spectra of Monolayer Graphene Prepared by 

Chemical Vapor Deposition. Appl. Phys. Lett. 2013, 102. 

(161)  Zhang, Y.; Gao, T.; Gao, Y.; Xie, S.; Ji, Q.; Yan, K.; Peng, H.; Liu, Z. Defect-

like Structures of Graphene on Copper Foils for Strain Relief Investigated by 

High-Resolution Scanning Tunneling Microscopy. ACS Nano 2011, 5, 4014–

4022. 

(162)  Casiraghi, C.; Pisana, S.; Novoselov, K. S.; Geim, A. K.; Ferrari, A. C. Raman 

Fingerprint of Charged Impurities in Graphene. Appl. Phys. Lett. 2007, 91. 

(163)  Li, X.; Colombo, L.; Ruoff, R. S. Synthesis of Graphene Films on Copper Foils 

by Chemical Vapor Deposition. Adv. Mater. 2016, 6247–6252. 

(164)  Fang, W.; Hsu, A. L.; Song, Y.; Birdwell, A. G.; Amani, M.; Dubey, M.; 

Dresselhaus, M. S.; Palacios, T.; Kong, J. Asymmetric Growth of Bilayer 

Graphene on Copper Enclosures Using Low-Pressure Chemical Vapor 



156 

 

Deposition. ACS Nano 2014, 8, 6491–6499. 

(165)  Liu, Q.; Gong, Y.; Wilt, J. S.; Sakidja, R.; Wu, J. Synchronous Growth of AB-

Stacked Bilayer Graphene on Cu by Simply Controlling Hydrogen Pressure in 

CVD Process. Carbon N. Y. 2015, 93, 199–206. 

(166)  Kraus, J.; Bӧbel, M.; Günther, S. Suppressing Graphene Nucleation during CVD 

on Polycrystalline Cu by Controlling the Carbon Content of the Support Foils. 

Carbon N. Y. 2016, 96, 153–165. 

(167)  Krajewska, A.; Oberda, K.; Azpeitia, J.; Gutierrez, A.; Pasternak, I.; López, M. 

F.; Mierczyk, Z.; Munuera, C.; Strupinski, W. Influence of Au Doping on 

Electrical Properties of CVD Graphene. Carbon N. Y. 2016, 100, 625–631. 

(168)  Ning, J.; Wang, D.; Han, D.; Shi, Y.; Cai, W.; Zhang, J.; Hao, Y. Comprehensive 

Nucleation Mechanisms of Quasi-Monolayer Graphene Grown on Cu by 

Chemical Vapor Deposition. J. Cryst. Growth 2015, 424, 55–61. 

(169)  Jegal, S.; Hao, Y.; Yoon, D.; Ruoff, R. S.; Yun, H.; Lee, S. W.; Cheong, H. 

Crystallographic Orientation of Early Domains in CVD Graphene Studied by 

Raman Spectroscopy. Chem. Phys. Lett. 2013, 568–569, 146–150. 

(170)  Feng, Y.; Trainer, D. J.; Peng, H.; Liu, Y.; Chen, K. Safe Growth of Graphene 

from Non-Flammable Gas Mixtures via Chemical Vapor Deposition. J. Mater. 

Sci. Technol. 2017, 33, 285–290. 

(171)  Tian, J.; Hu, B.; Wei, Z.; Jin, Y.; Luo, Z.; Xia, M.; Pan, Q.; Liu, Y. Surface 

Structure Deduced Differences of Copper Foil and Film for Graphene CVD 

Growth. Appl. Surf. Sci. 2014, 300, 73–79. 

(172)  Ji, Q.; Shi, L.; Zhang, Q.; Wang, W.; Zheng, H.; Zhang, Y.; Liu, Y.; Sun, J. VOx 

Effectively Doping CVD-Graphene for Transparent Conductive Films. Appl. 

Surf. Sci. 2016, 387, 51–57. 

(173)  Hedayat, S. M.; Karimi-Sabet, J.; Shariaty-Niassar, M. Evolution Effects of the 

Copper Surface Morphology on the Nucleation Density and Growth of Graphene 

Domains at Different Growth Pressures. Appl. Surf. Sci. 2017, 399, 542–550. 

(174)  Seekaew, Y.; Phokharatkul, D.; Wisitsoraat, A.; Wongchoosuk, C. Highly 

Sensitive and Selective Room-Temperature NO2 Gas Sensor Based on Bilayer 



157 

 

Transferred Chemical Vapor Deposited Graphene. Appl. Surf. Sci. 2017, 404, 

357–363. 

(175)  Jiang, D.; Zhu, H.; Yang, W.; Cui, L.; Liu, J. One-Side Non-Covalent 

Modification of CVD Graphene Sheet Using Pyrene-Terminated PNIPAAm 

Generated via RAFT Polymerization for the Fabrication of Thermo-Responsive 

Actuators. Sensors Actuators B Chem. 2017, 239, 193–202. 

(176)  Trinsoutrot, P.; Rabot, C.; Vergnes, H.; Delamoreanu, A.; Zenasni, A.; Caussat, 

B. High Quality Graphene Synthesized by Atmospheric Pressure CVD on Copper 

Foil. Surf. Coatings Technol. 2013, 230, 87–92. 

(177)  de Castro, R. K.; Araujo, J. R.; Valaski, R.; Costa, L. O. O.; Archanjo, B. S.; 

Fragneaud, B.; Cremona, M.; Achete, C. A. New Transfer Method of CVD-

Grown Graphene Using a Flexible, Transparent and Conductive Polyaniline-

Rubber Thin Film for Organic Electronic Applications. Chem. Eng. J. 2015, 273, 

509–518. 

(178)  Yang, X.; Peng, H.; Xie, Q.; Zhou, Y.; Liu, Z. Clean and Efficient Transfer of 

CVD-Grown Graphene by Electrochemical Etching of Metal Substrate. J. 

Electroanal. Chem. 2013, 688, 243–248. 

(179)  Amato, G.; Milano, G.; Vignolo, U.; Vittone, E. Kinetics of Defect Formation in 

Chemically Vapor Deposited (CVD) Graphene during Laser Irradiation: The 

Case of Raman Investigation. Nano Res. 2015, 8, 3972–3981. 

(180)  Bointon, T. H.; Barnes, M. D.; Russo, S.; Craciun, M. F. High Quality 

Monolayer Graphene Synthesized by Resistive Heating Cold Wall Chemical 

Vapor Deposition. Adv. Mater. 2015, 27, 4200–4206. 

(181)  Kim, S.-M.; Kim, J.-H.; Kim, K.-S.; Hwangbo, Y.; Yoon, J.-H.; Lee, E.-K.; Ryu, 

J.; Lee, H.-J.; Cho, S.; Lee, S.-M. Synthesis of CVD-Graphene on Rapidly 

Heated Copper Foils. Nanoscale 2014, 6, 4728–4734. 

(182)  Van Lam, D.; Kim, S.-M.; Cho, Y.; Kim, J.-H.; Lee, H.-J.; Yang, J.-M.; Lee, S.-

M. Healing Defective CVD-Graphene through Vapor Phase Treatment. 

Nanoscale 2014, 6, 5639. 

(183)  Chang, R.-J.; Lee, C.-H.; Lee, M.-K.; Chen, C.-W.; Wen, C.-Y. Effects of 



158 

 

Surface Oxidation of Cu Substrates on the Growth Kinetics of Graphene by 

Chemical Vapor Deposition. Nanoscale 2017, 9, 2324–2329. 

(184)  Wang, S.; Suzuki, S.; Hibino, H. Raman Spectroscopic Investigation of 

Polycrystalline Structures of CVD-Grown Graphene by Isotope Labeling. 

Nanoscale 2014, 6, 13838–13844. 

(185)  Hsieh, Y.-P.; Chen, D.-R.; Chiang, W.-Y.; Chen, K.-J.; Hofmann, M. 

Recrystallization of Copper at a Solid Interface for Improved CVD Graphene 

Growth. RSC Adv. 2017, 7, 3736–3740. 

(186)  Choi, W.; Shehzad, M. A.; Park, S.; Seo, Y. Influence of Removing PMMA 

Residues on Surface of CVD Graphene Using a Contact-Mode Atomic Force 

Microscope. RSC Adv. 2017, 7, 6943–6949. 

(187)  Lupina, G.; Kitzmann, J.; Costina, I.; Lukosius, M.; Wenger, C.; Wolff, A.; 

Vaziri, S.; Östling, M.; Pasternak, I.; Krajewska, A.; et al. Residual Metallic 

Contamination of Transferred Chemical Vapor Deposited Graphene. ACS Nano 

2015, 9, 4776–4785. 

(188)  Fabiane, M.; Madito, M. J.; Bello, A.; Manyala, N. Raman Spectroscopy and 

Imaging of Bernal-Stacked Bilayer Graphene Synthesized on Copper Foil by 

Chemical Vapour Deposition: Growth Dependence on Temperature. J. Raman 

Spectrosc. 2017, 48, 639–646. 

(189)  Hwangbo, Y.; Lee, C.-K.; Kim, S.-M.; Kim, J.-H.; Kim, K.-S.; Jang, B.; Lee, H.-

J.; Lee, S.-K.; Kim, S.-S.; Ahn, J.-H.; et al. Fracture Characteristics of Monolayer 

CVD-Graphene. Sci. Rep. 2014, 4, 4439. 

(190)  Goniszewski, S.; Adabi, M.; Shaforost, O.; Hanham, S. M.; Hao, L.; Klein, N. 

Correlation of P-Doping in CVD Graphene with Substrate Surface Charges. Sci. 

Rep. 2016, 6, 22858. 

(191)  Wang, Y. Y.; Jiang, J.; Lin, T. H.; Nan, H. Y.; Gao, C. W.; Ni, Z. H.; Gao, R. X.; 

Zhong, B.; Wen, G. W. Structural Evolution in CVD Graphene Chemically 

Oxidized by Sulphuric Acid. J. Raman Spectrosc. 2015, 46, 283–286. 

(192)  Wu, Z. T.; Zhao, W. W.; Chen, W. Y.; Jiang, J.; Nan, H. Y.; Guo, X. T.; Liang, 

Z.; Chen, Y. M.; Chen, Y. F.; Ni, Z. H. The Influence of Chemical Solvents on 



159 

 

the Properties of CVD Graphene. J. Raman Spectrosc. 2015, 46, 21–24. 

(193)  Deokar, G.; Avila, J.; Razado-Colambo, I.; Codron, J. L.; Boyaval, C.; Galopin, 

E.; Asensio, M. C.; Vignaud, D. Towards High Quality CVD Graphene Growth 

and Transfer. Carbon N. Y. 2015, 89, 82–92. 

(194)  Mu, W.; Fu, Y.; Sun, S.; Edwards, M.; Ye, L.; Jeppson, K.; Liu, J. Controllable 

and Fast Synthesis of Bilayer Graphene by Chemical Vapor Deposition on 

Copper Foil Using a Cold Wall Reactor. Chem. Eng. J. 2016, 304, 106–114. 

(195)  Ding, D.; Solís-Fernández, P.; Yunus, R. M.; Hibino, H.; Ago, H. Behavior and 

Role of Superficial Oxygen in Cu for the Growth of Large Single-Crystalline 

Graphene. Appl. Surf. Sci. 2017, 408, 142–149. 

(196)  Dong, Y.; Liu, Q.; Zhou, Q. Corrosion Behavior of Cu during Graphene Growth 

by {CVD}. Corros. Sci. 2014, 89, 214–219. 

(197)  Komissarov, I. V.; Kovalchuk, N. G.; Kolesov, E. A.; Tivanov, M. S.; Korolik, 

O. V.; Mazanik, A. V.; Shaman, Y. P.; Basaev, A. S.; Labunov, V. A.; Prischepa, 

S. L.; et al. Micro Raman Investigation of Graphene Synthesized by Atmospheric 

Pressure CVD on Copper Foil from Decane. In Physics Procedia; 2015; Vol. 72, 

pp. 450–454. 

(198)  Yulaev, A.; Cheng, G.; Hight Walker, A. R.; Vlassiouk, I. V; Myers, A.; Leite, 

M. S.; Kolmakov, A. Toward Clean Suspended CVD Graphene. RSC Adv. 2016, 

6, 83954–83962. 

(199)  López, G. A.; Mittemeijer, E. J. The Solubility of C in Solid Cu. Scr. Mater. 

2004, 51, 1–5. 

(200)  Ferrari, A. C.; Robertson, J. Resonant Raman Spectroscopy of Disordered, 

Amorphous, and Diamondlike Carbon. Phys. Rev. B 2001, 64, 75414. 

(201)  Vlassiouk, I.; Smirnov, S.; Regmi, M.; Surwade, S. P.; Srivastava, N.; Feenstra, 

R.; Eres, G.; Parish, C.; Lavrik, N.; Datskos, P.; et al. Graphene Nucleation 

Density on Copper: Fundamental Role of Background Pressure. J. Phys. Chem. C 

2013, 117, 18919–18926. 

(202)  Weatherup, R. S.; Dlubak, B.; Hofmann, S. Kinetic Control of Catalytic CVD for 

High-Quality Graphene at Low Temperatures. ACS Nano 2012, 6, 9996–10003. 



160 

 

(203)  Gong, Y.; Zhang, X.; Liu, G.; Wu, L.; Geng, X.; Long, M.; Cao, X.; Guo, Y.; Li, 

W.; Xu, J.; et al. Layer-Controlled and Wafer-Scale Synthesis of Uniform and 

High-Quality Graphene Films on a Polycrystalline Nickel Catalyst. Adv. Funct. 

Mater. 2012, 22, 3153–3159. 

(204)  Lu, C.-C.; Jin, C.; Lin, Y.-C.; Huang, C.-R.; Suenaga, K.; Chiu, P.-W. 

Characterization of Graphene Grown on Bulk and Thin Film Nickel. Langmuir 

2011, 27, 13748–13753. 

(205)  Eizenberg, M.; Blakely, J. M. Carbon Interaction with Nickel Surfaces: 

Monolayer Formation and Structural Stability. J. Chem. Phys. 1979, 71, 3467–

3477. 

(206)  Ramanathan, R.; Blakely, J. M. Estimating the Density of Carbon Atoms on a Ni 

Catalyst Surface in Equilibrium with a Carbonaceous Gas. Appl. Surf. Sci. 1987, 

29, 427–432. 

(207)  Dunn, W.; Mclellan, R.; Oates, W. Solubility of Carbon in Cobalt and Nickel. 

Trans.AIME 1968, 242, 2129. 

(208)  Arco, L. De; Zhang, Y. Synthesis, Transfer, and Devices of Single-and Few-

Layer Graphene by Chemical Vapor Deposition. Ieee Trans. Nanotechnol. 2009, 

8, 135–138. 

(209)  Reina, A.; Jia, X.; Ho, J.; Nezich, D.; Son, H.; Bulovic, V.; Dresselhaus, M. S.; 

Jing, K. Large Area, Few-Layer Graphene Films on Arbitrary Substrates by 

Chemical Vapor Deposition. Nano Lett. 2009, 9, 30–35. 

(210)  Kim, K. S.; Zhao, Y.; Jang, H.; Lee, S. Y.; Kim, J. M.; Kim, K. S.; Ahn, J.-H.; 

Kim, P.; Choi, J.-Y.; Hong, B. H. Large-Scale Pattern Growth of Graphene Films 

for Stretchable Transparent Electrodes. Nature 2009, 457, 706–710. 

(211)  Yu, Q.; Lian, J.; Siriponglert, S.; Li, H.; Chen, Y. P.; Pei, S.-S. Graphene 

Segregated on Ni Surfaces and Transferred to Insulators. Appl. Phys. Lett. 2008, 

93, 113103. 

(212)  Kahng, Y. H.; Lee, S.; Choe, M.; Jo, G.; Park, W.; Yoon, J.; Hong, W.-K.; Cho, 

C. H.; Lee, B. H.; Lee, T. A Study of Graphene Films Synthesized on Nickel 

Substrates: Existence and Origin of Small-Base-Area Peaks. Nanotechnology 



161 

 

2011, 22, 45706. 

(213)  Hu, Q.; Kim, S. G.; Shin, D. W.; Kim, T. S.; Nam, K. B.; Kim, M. J.; Chun, H. 

C.; Yoo, J. B. Large-Scale Nanometer-Thickness Graphite Films Synthesized on 

Polycrystalline Ni Foils by Two-Stage Chemical Vapor Deposition Process. 

Carbon N. Y. 2017, 113, 309–317. 

(214)  Zhang, Y.; Gao, T.; Xie, S.; Dai, B.; Fu, L.; Gao, Y.; Chen, Y.; Liu, M.; Liu, Z. 

Different Growth Behaviors of Ambient Pressure Chemical Vapor Deposition 

Graphene on Ni(111) and Ni Films: A Scanning Tunneling Microscopy Study. 

Nano Res. 2012, 5, 402–411. 

(215)  Weatherup, R. S.; Amara, H.; Blume, R.; Dlubak, B.; Bayer, B. C.; Diarra, M.; 

Bahri, M.; Cabrero-Vilatela, A.; Caneva, S.; Kidambi, P. R.; et al. 

Interdependency of Subsurface Carbon Distribution and Graphene-Catalyst 

Interaction. J. Am. Chem. Soc. 2014, 136, 13698–13708. 

(216)  Cabrero-Vilatela, A.; Weatherup, R. S.; Braeuninger-Weimer, P.; Caneva, S.; 

Hofmann, S. Towards a General Growth Model for Graphene CVD on Transition 

Metal Catalysts. Nanoscale 2016, 8, 2149–2158. 

(217)  Li, X.; Magnuson, C. W.; Venugopal, A.; An, J.; Suk, J. W.; Han, B.; Borysiak, 

M.; Cai, W.; Velamakanni, A.; Zhu, Y.; et al. Graphene Films with Large 

Domain Size by a Two-Step Chemical Vapor Deposition Process. Nano Lett. 

2010, 10, 4328–4334. 

(218)  Chen, X.; Zhao, P.; Xiang, R.; Kim, S.; Cha, J.; Chiashi, S.; Maruyama, S. 

Chemical Vapor Deposition Growth of 5mm Hexagonal Single-Crystal Graphene 

from Ethanol. Carbon N. Y. 2015, 94, 810–815. 

(219)  Maier, L.; Schädel, B.; Herrera Delgado, K.; Tischer, S.; Deutschmann, O. Steam 

Reforming of Methane Over Nickel: Development of a Multi-Step Surface 

Reaction Mechanism. Top. Catal. 2011, 54, 845. 

(220)  Habashi, F. Alloys: Preparation, Properties, Applications; Wiley-VCH Verlag 

GmbH, 2007. 

(221)  Qi, Y.; Cheng, Z. M.; Zhou, Z. M. Steam Reforming of Methane over Ni 

Catalysts Prepared from Hydrotalcite-Type Precursors: Catalytic Activity and 



162 

 

Reaction Kinetics. Chinese J. Chem. Eng. 2015, 23, 76–85. 

(222)  Trimm, D. L. Coke Formation and Minimisation during Steam Reforming 

Reactions. Catal. Today 1997, 37, 233–238. 

(223)  Rostrup-Nielsen, J.; Trimm, D. L. Mechanisms of Carbon Formation on Nickel-

Containing Catalysts. J. Catal. 1977, 48, 155–165. 

(224)  Bengaard, H. S.; Nørskov, J. K.; Sehested, J.; Clausen, B. S.; Nielsen, L. P.; 

Molenbroek, A. M.; Rostrup-Nielsen, J. R. Steam Reforming and Graphite 

Formation on Ni Catalysts. J. Catal. 2002, 209, 365–384. 

(225)  Snoeck, J.-W.; Froment, G. F.; Fowles, M. Kinetic Study of the Carbon Filament 

Formation by Methane Cracking on a Nickel Catalyst. J. Catal. 1997, 169, 250–

262. 

(226)  Bernardo, C. A.; Alstrup, I.; Rostrup-Nielsen, J. R. Carbon Deposition and 

Methane Steam Reforming on Silica-Supported NiCu Catalysts. J. Catal. 1985, 

96, 517–534. 

(227)  Toyosaburo, T.; Masakazu, S.; Ikkei, M.; Takeo, T. Catalytic Activities of 

Copper-Nickel Alloys for Hydrogenating Reactions. Bull. Chem. Soc. Jpn. 1962, 

35, 1390–1394. 

(228)  Sinfelt, J. H.; Carter, J. L.; Yates, D. J. C. Catalytic Hydrogenolysis and 

Dehydrogenation over Copper-Nickel Alloys. J. Catal. 1972, 24, 283–296. 

(229)  Nishiyama, Y.; Tamai, Y. Carbon Formation on Copper-Nickel Alloys from 

Benzene. J. Catal. 1974, 33, 98–107. 

(230)  Wang, H. Y.; Lua, A. C. Methane Decomposition Using Ni-Cu Alloy Nano-

Particle Catalysts and Catalyst Deactivation Studies. Chem. Eng. J. 2015, 262, 

1077–1089. 

(231)  Reynolds, P. W. 57. Heterogeneous Catalysis. Part II. Hydrogenation by Binary 

Alloys. J. Chem. Soc. 1950, 265–271. 

(232)  Nicholson, M. E. The Solubility of Carbon in Nickel-Copper Alloys at 1000°C. 

TRANSCATION Metall. Soc. AIME 1962, 224, 533. 

(233)  Yang, C.; Wu, T.; Wang, H.; Zhang, G.; Sun, J.; Lu, G.; Niu, T.; Li, A.; Xie, X.; 



163 

 

Jiang, M. Copper-Vapor-Assisted Rapid Synthesis of Large AB-Stacked Bilayer 

Graphene Domains on Cu-Ni Alloy. Small 2016, 12, 2009–2013. 

(234)  Liu, X.; Fu, L.; Liu, N.; Gao, T.; Zhang, Y.; Liao, L.; Liu, Z. Segregation Growth 

of Graphene on Cu-Ni Alloy for Precise Layer Control. J. Phys. Chem. C 2011, 

115, 11976–11982. 

(235)  Chen, S.; Cai, W.; Piner, R. D.; Suk, J. W.; Wu, Y.; Ren, Y.; Kang, J.; Ruoff, R. 

S. Synthesis and Characterization of Large-Area Graphene and Graphite Films on 

Commercial Cu-Ni Alloy Foils. Nano Lett. 2011, 11, 3519–3525. 

(236)  Wu, Y.; Chou, H.; Ji, H.; Wu, Q.; Chen, S.; Jiang, W.; Hao, Y.; Kang, J.; Ren, 

Y.; Piner, R. D.; et al. Growth Mechanism and Controlled Synthesis of AB-

Stacked Bilayer Graphene on Cu-Ni Alloy Foils. ACS Nano 2012, 6, 7731–7738. 

(237)  Choi, H.; Lim, Y.; Park, M.; Lee, S.; Kang, Y.; Kim, M. S.; Kim, J.; Jeon, M. 

Precise Control of Chemical Vapor Deposition Graphene Layer Thickness Using 

NixCu1-X Alloys. J. Mater. Chem. C 2015, 3, 1463–1467. 

(238)  Madito, M. J.; Manyala, N.; Bello, A.; Dangbegnon, J. K.; Masikhwa, T. M.; 

Momodu, D. Y. A Wafer-Scale Bernal-Stacked Bilayer Graphene Film Obtained 

on a Dilute Cu (0.61 At% Ni) Foil Using Atmospheric Pressure Chemical Vapour 

Deposition. RSC Adv. 2016, 6, 28370–28378. 

(239)  Robinson, Z. R.; Tyagi, P.; Murray, T. M.; Ventrice Jr, C. A.; Chen, S.; Munson, 

A.; Magnuson, C. W.; Ruoff, R. S. Substrate Grain Size and Orientation of Cu 

and Cu–Ni Foils Used for the Growth of Graphene Films. J. Vac. Sci. Technol. S 

2012, 30, 011401(1)-011401(7). 

(240)  Lee, W. G.; Kim, E.; Jung, J. Fast and Simultaneous Growth of Graphene, 

Intermetallic Compounds, and Silicate on Cu-Ni Alloy Foils. Mater. Chem. Phys. 

2014, 147, 452–460. 

(241)  Wu, T.; Liu, Z.; Chen, G.; Dai, D.; Sun, H.; Dai, W.; Jiang, N.; Jiang, Y. H.; Lin, 

C.-T. A Study of the Growth-Time Effect on Graphene Layer Number Based on 

a Cu-Ni Bilayer Catalyst System. RSC Adv. 2016, 6, 23956–23960. 

(242)  Tyagi, P.; Robinson, Z. R.; Munson, A.; Magnuson, C. W.; Chen, S.; McNeilan, 

J. D.; Moore, R. L.; Piner, R. D.; Ruoff, R. S.; Ventrice, C. A. Characterization of 



164 

 

Graphene Films Grown on CuNi Foil Substrates. Surf. Sci. 2015, 634, 16–24. 

(243)  Yang, C.; Wu, T.; Wang, H.; Zhang, G.; Sun, J.; Lu, G.; Niu, T.; Li, A.; Xie, X.; 

Jiang, M. Copper-Vapor-Assisted Rapid Synthesis of Large AB-Stacked Bilayer 

Graphene Domains on Cu-Ni Alloy. Small 2016, 12, 2009–2013. 

(244)  Wu, T.; Zhang, X.; Yuan, Q.; Xue, J.; Lu, G.; Liu, Z.; Wang, H.; Wang, H.; 

Ding, F.; Yu, Q.; et al. Fast Growth of Inch-Sized Single-Crystalline Graphene 

from a Controlled Single Nucleus on Cu–Ni Alloys. Nat. Mater. 2015, 15, 43–47. 

(245)  Snoeck, J.-W.; Froment, G. F.; Fowles, M. Filamentous Carbon Formation and 

Gasification: Thermodynamics, Driving Force, Nucleation, and Steady-State 

Growth. J. Catal. 1997, 169, 240–249. 

(246)  Weiss, Z. Quantitative Evaluation of Depth Profiles Analysed by Glow 

Discharge Optical Emission Spectroscopy: Analysis of Diffusion Processes. 

Spectrochim. Acta Part B At. Spectrosc. 1992, 47, 859–876. 

(247)  Weiss, Z. Calibration Methods in Glow Discharge Optical Emission 

Spectroscopy: A Tutorial Review. J. Anal. At. Spectrom. 2015, 30, 1038–1049. 

(248)  Teo, W. B.; Hirokawa, K. Depth Analysis of Metal Coatings by Glow Discharge 

Spectroscopy with Emphasis on the Interface Problem. Surf. Interface Anal. 

1988, 11, 421–429. 

(249)  Wagatsuma, K.; Hirokawa, K. Analysis of Binary Alloy Surfaces by Low 

Wattage Glow Discharge Emission Spectrometry. Anal. Chem. 1984, 56, 412–

416. 

(250)  Wagatsuma, K.; Hirokawa, K. Observation of Cu-Ni Alloy Surfaces by Low 

Wattage Glow Discharge Emission Spectrometry. Surf. Interface Anal. 1984, 6, 

167–170. 

(251)  Kuijers, F. J.; Ponec, V. The Surface Composition of the Nickel-Copper Alloy 

System as Determined by Auger Electron Spectroscopy. Surf. Sci. 1977, 68, 294–

304. 

(252)  Foiles, S. M. Calculation of the Surface Segregation of Ni-Cu Alloys with the 

Use of the Embedded-Atom Method. Phys. Rev. B 1985, 32, 7685–7693. 



165 

 

(253)  Good, B.; Bozzolo, G.; Ferrante, J. Surface Segregation in Cu-Ni Alloys. Phys. 

Rev. B 1993, 48, 18284–18287. 

(254)  Uebing, C.; Viefhaus, H.; Grabke, H. J. Two-Dimensional Chemical Compounds 

on Single Crystal Surfaces. Berichte der Bunsengesellschaft für Phys. Chemie 

1989, 93, 1363–1367. 

(255)  Masumura, R. A.; Rath, B. B.; Pande, C. S. Analysis of Cu-Ni Diffusion in a 

Spherical Geometry for Excess Vacancy Production. Acta Mater. 2002, 50, 

4535–4544. 

(256)  Wierzba, B.; Skibi??ski, W. The Interdiffusion in Copper-Nickel Alloys. J. 

Alloys Compd. 2016, 687, 104–108. 

(257)  Wang, Z.; Fang, L.; Cotton, I.; Freer, R. Ni-Cu Interdiffusion and Its Implication 

for Ageing in Ni-Coated Cu Conductors. Mater. Sci. Eng. B Solid-State Mater. 

Adv. Technol. 2015, 198, 86–94. 

(258)  COMSOL Multiphysics® v. 5.2. Www.comsol.com. COMSOL AB, Stockholm, 

Sweden. 

(259)  Bathe, K.-J. Finite Element Procedures; second.; Prentice Hall, Pearson 

Education, Inc, 2014. 

(260)  Davies, R. H.; Dinsdale, A. T.; Gisby, J. A.; Robinson, J. A. J.; Martin, S. M. 

MTDATA - Thermodynamic and Phase Equilibrium Software from the National 

Physical Laboratory. Calphad 2002, 26, 229–271. 

(261)  Cushing, G. W.; Johánek, V.; Navin, J. K.; Harrison, I. Graphene Growth on 

Pt(111) by Ethylene Chemical Vapor Deposition at Surface Temperatures near 

1000 K. J. Phys. Chem. C 2015, 119, 4759–4768. 

(262)  Patera, L. L.; Africh, C.; Weatherup, R. S.; Blume, R.; Bhardwaj, S.; Castellarin-

Cudia, C.; Knop-Gericke, A.; Schloegl, R.; Comelli, G.; Hofmann, S.; et al. In 

Situ Observations of the Atomistic Mechanisms of Ni Catalyzed Low 

Temperature Graphene Growth. ACS Nano 2013, 7, 7901–7912. 

(263)  Hwang, N. M.; Yoon, D. Y. Driving Force for Deposition in the Chemical 

Vapour Deposition Process. J. Mater. Sci. Lett. 1994, 13, 1437–1439. 



166 

 

(264)  Zhang, D. W.; Wan, Y.-Z.; Liu, Z.-J.; Wang, J.-T. Driving Force for Diamond 

Deposition in the Activated Gas Phase under Low Pressure. J. Mater. Sci. Lett. 

1997, 16, 1349–1351. 

(265)  Hwang, N. M.; Yoon, D. Y. Thermodynamic Approach to the Chemical Vapor 

Deposition Process. J. Cryst. Growth 1994, 143, 103–109. 

(266)  Ford, I. J. Boundaries of the Diamond Domain in the C - H - O Diagram of 

Carbon Film Deposition. J. Phys. D. Appl. Phys. 1996, 29, 2229. 

(267)  Kidambi, P. R.; Ducati, C.; Dlubak, B.; Gardiner, D.; Weatherup, R. S.; Martin, 

M.-B.; Seneor, P.; Coles, H.; Hofmann, S. The Parameter Space of Graphene 

Chemical Vapor Deposition on Polycrystalline Cu. J. Phys. Chem. C 2012, 116, 

22492–22501. 

(268)  Krivoruchko, P. P.; Alapin, B. G.; Degtyareva, É. V. Oxygen Partial Pressure in 

the Atmosphere of Sintering Furnaces. Sov. Powder Metall. Met. Ceram. 1978, 

17, 631–634. 

(269)  Bachmann, P. K.; Leers, D.; Lydtin, H. Towards a General Concept of Diamond 

Chemical Vapour Deposition. Diam. Relat. Mater. 1991, 1, 1–12. 

(270)  Wan, X.; Chen, K.; Liu, D.; Chen, J.; Miao, Q.; Xu, J. High-Quality Large-Area 

Graphene from Dehydrogenated Polycyclic Aromatic Hydrocarbons. Chem. 

Mater. 2012, 24, 3906–3915. 

(271)  Son, I. H.; Song, H. J.; Kwon, S.; Bachmatiuk, A.; Lee, S. J.; Benayad, A.; Park, 

J. H.; Choi, J.-Y.; Chang, H.; Rümmeli, M. H. CO2 Enhanced Chemical Vapor 

Deposition Growth of Few-Layer Graphene over NiOx. ACS Nano 2014, 8, 

9224–9232. 

(272)  Sun, Z.; Yan, Z.; Yao, J.; Beitler, E.; Zhu, Y.; Tour, J. M. Growth of Graphene 

from Solid Carbon Sources. Nature 2010, 468, 549–552. 

(273)  Zhao, P.; Kumamoto, A.; Kim, S.; Chen, X.; Hou, B.; Chiashi, S.; Einarsson, E.; 

Ikuhara, Y.; Maruyama, S. Self-Limiting Chemical Vapor Deposition Growth of 

Monolayer Graphene from Ethanol. J. Phys. Chem. C 2013, 117, 10755–10763. 

(274)  Pang, J.; Bachmatiuk, A.; Fu, L.; Mendes, R. G.; Libera, M.; Placha, D.; 

Martynkova, G. S.; Trzebicka, B.; Gemming, T.; Eckert, J.; et al. Direct 



167 

 

Synthesis of Graphene from Adsorbed Organic Solvent Molecules over Copper. 

RSC Adv. 2015, 5, 60884–60891. 

(275)  Gharagozloo-Hubmann, K.; Müller, N. S.; Giersig, M.; Lotze, C.; Franke, K. J.; 

Reich, S. Requirement on Aromatic Precursor for Graphene Formation. J. Phys. 

Chem. C 2016, 120, 9821–9825. 

(276)  Son, I. H.; Park, J. H.; Kwon, S.; Choi, J. W.; Rümmeli, M. H. Graphene Coating 

of Silicon Nanoparticles with CO2-Enhanced Chemical Vapor Deposition. Small 

2016, 12, 658–667. 

(277)  Li, J.; Wang, D.; Wan, L.-J. Unexpected Functions of Oxygen in a Chemical 

Vapor Deposition Atmosphere to Regulate Graphene Growth Modes. Chem. 

Commun. 2015, 51, 15486–15489. 

(278)  COMSOL Multiphysics, CFD Module User’s Guide. 2016, V 5.2a. 

(279)  Setiawan, I.; Nohtomi, M.; Katsuta, M. Critical Temperature Differences of a 

Standing Wave Thermoacoustic Prime Mover with Various Helium-Based 

Binary Mixture Working Gases. J. Phys. Conf. Ser. 2015, 622, 12010. 

(280)  Dobkin, D.; Zuraw, M. K. Principles of Chemical Vapor Deposition; Springer 

Netherlands, 2003. 

(281)  Lewis, A. M. Fundamental studies of the chemical vapour deposition of graphene 

on copper,PhD,The University of  Manchester, 2014. 

(282)  Fogler, H. S. Elements of Chemical Reaction Engineering; Prentice Hall PTR, 

2006. 

(283)  Khan, M. S.; Crynes, B. L. Survey of Recent Methane Pyrolysis Literature. Ind. 

Eng. Chem. 1970, 62, 54–59. 

(284)  Olsvik, O.; Rokstad, O. A.; Holmen, A. Pyrolysis of Methane in the Presence of 

Hydrogen. Chem. Eng. Technol. 1995, 18, 349–358. 

(285)  Holmen, A.; Olsvik, O.; Rokstad, O. A. Pyrolysis of Natural Gas: Chemistry and 

Process Concepts. Fuel Process. Technol. 1995, 42, 249–267. 

(286)  Olsvik, O.; Billaud, F. Modelling of the Decomposition of Methane at 1273 K in 

a Plug Flow Reactor at Low Conversion. J. Anal. Appl. Pyrolysis 1993, 25, 395–



168 

 

405. 

(287)  Tamas Turanyi, A. S. T. Analysis of Kinetic Reaction Mechanisms; Springer-

Verlag Berlin Heidelberg, 2014. 

(288)  De Bie, C.; Verheyde, B.; Martens, T.; van Dijk, J.; Paulussen, S.; Bogaerts, A. 

Fluid Modeling of the Conversion of Methane into Higher Hydrocarbons in an 

Atmospheric Pressure Dielectric Barrier Discharge. Plasma Process. Polym. 

2011, 8, 1033–1058. 

(289)  Rodat, S.; Abanades, S.; Coulié, J.; Flamant, G. Kinetic Modelling of Methane 

Decomposition in a Tubular Solar Reactor. Chem. Eng. J. 2009, 146, 120–127. 

(290)  Roscoe, J. M.; Thompson, M. J. Thermal Decomposition of Methane: 

Autocatalysis. Int. J. Chem. Kinet. 1985, 17, 967–990. 

(291)  Billaud, F.; Gueret, C.; Weill, J. Thermal Decomposition of Pure Methane at 

1263 K. Experiments and Mechanistic Modelling. Thermochim. Acta 1992, 211, 

303–322. 

(292)  Chen, C.-J.; Back, M. H.; Back, R. A. Mechanism of the Thermal Decomposition 

of Methane. In Industrial and Laboratory Pyrolyses; pp. 1–16. 

(293)  Palmer, H. B.; Lahaye, J.; Hou, K. C. Kinetics and Mechanism of the Thermal 

Decomposition of Methane in a Flow System. J. Phys. Chem. 1968, 72, 348–353. 

(294)  Chen, C.-J.; Back, M. H.; Back, R. A. The Thermal Decomposition of Methane. 

I. Kinetics of the Primary Decompositionto C2H6 + H2; Rate Constant for the 

Homogeneous Unimolecular Dissociation of Methane and Its Pressure 

Dependence. Can. J. Chem. 1975, 53, 3580–3590. 

(295)  Olsvik, O.; Billaud, F. Thermal Coupling of Methane. Thermochim. Acta 1994, 

232, 155–169. 

(296)  Holmen, A.; Rokstad, O. A.; Solbakken, A. High-Temperature Pyrolysis of 

Hydrocarbons. 1. Methane to Acetylene. Ind. Eng. Chem. Process Des. Dev. 

1976, 15, 439–444. 

(297)  Li, Z.; Zhang, W.; Fan, X.; Wu, P.; Zeng, C.; Li, Z.; Zhai, X.; Yang, J.; Hou, J. 

Graphene Thickness Control via Gas-Phase Dynamics in Chemical Vapor 



169 

 

Deposition. J. Phys. Chem. C 2012, 116, 10557–10562. 

(298)  Teyssandier, F.; Wang, Y. B. Gas Phase Reactivity in Chemical Vapor 

Deposition. Surf. Coatings Technol. 1995, 76, 303–310. 

(299)  Grabke, H. J. Evidence on the Surface Concentration of Carbon on Gamma Iron 

from the Kinetics of the Carburization in CH4−H2. Metall. Trans. 1970, 1, 2972–

2975. 

(300)  Lee, M. B.; Yang, Q. Y.; Ceyer, S. T. Dynamics of the Activated Dissociative 

Chemisorption of CH4 and Implication for the Pressure Gap in Catalysis: A 

Molecular Beam–high Resolution Electron Energy Loss Study. J. Chem. Phys. 

1987, 87, 2724–2741. 

(301)  Medlin, J. W.; Allendorf, M. D. Theoretical Study of the Adsorption of 

Acetylene on the (111) Surfaces of Pd, Pt, Ni, and Rh. J. Phys. Chem. B 2003, 

107, 217–223. 

(302)  Liu, H.; Wang, B.; Fan, M.; Henson, N.; Zhang, Y.; Towler, B. F.; Harris, H. G. 

Study on Carbon Deposition Associated with Catalytic CH4 Reforming by Using 

Density Functional Theory. Fuel 2013, 113, 712–718. 

(303)  Baraton, L.; He, Z. B.; Lee, C. S.; Cojocaru, C. S.; Châtelet, M.; Maurice, J.-L.; 

Lee, Y. H.; Pribat, D. On the Mechanisms of Precipitation of Graphene on Nickel 

Thin Films. EPL (Europhysics Lett. 2011, 96, 46003. 

(304)  Baetzold, R. C.; Somorjai, G. A. Preexponential Factors in Surface Reactions. J. 

Catal. 1976, 45, 94–105. 

(305)  Neurock, M. The Microkinetics of Heterogeneous Catalysis. By J. A. Dumesic, 

D. F. Rudd, L. M. Aparicio, J. E. Rekoske, and A. A. Treviño, ACS Professional 

Reference Book, American Chemical Society, Washington, DC, 1993, 315 Pp. 

AIChE J. 1994, 40, 1085–1087. 

(306)  Gajewski, G.; Pao, C.-W. Ab Initio Calculations of the Reaction Pathways for 

Methane Decomposition over the Cu (111) Surface. J. Chem. Phys. 2011, 135, 

64707. 

(307)  An, W.; Zeng, X. C.; Turner, C. H. First-Principles Study of Methane 

Dehydrogenation on a Bimetallic Cu/Ni(111) Surface. J. Chem. Phys. 2009, 131, 



170 

 

174702. 

(308)  Shustorovich, E. Metal-Surface Reaction Energetics : Theory and Applications to 

Heterogeneous Catalysis, Chemisorption, and Surface Diffusion; New York: 

VCH, 1991. Print, 1991. 

(309)  Aparicio, L. M. Transient Isotopic Studies and Microkinetic Modeling of 

Methane Reforming over Nickel Catalysts. J. Catal. 1997, 165, 262–274. 

(310)  He, F.; Li, K.; Xie, G.; Wang, Y.; Jiao, M.; Tang, H.; Wu, Z. Theoretical Insights 

on the Influence of Doped Ni in the Early Stage of Graphene Growth during the 

CH4 Dissociation on Ni–Cu(111) Surface. Appl. Catal. A Gen. 2015, 506, 1–7. 

(311)  Fan, C.; Zhou, X.-G.; Chen, D.; Cheng, H.Y.; Zhu, Y.-A. Toward CH4 

Dissociation and C Diffusion during Ni/Fe-Catalyzed Carbon Nanofiber Growth: 

A Density Functional Theory Study. J. Chem. Phys. 2011, 134, 134704. 

(312)  Liu, H.; Zhang, R.; Yan, R.; Li, J.; Wang, B.; Xie, K. Insight into CH4 

Dissociation on NiCu Catalyst: A First-Principles Study. Appl. Surf. Sci. 2012, 

258, 8177–8184. 

 

 

 

 


