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ABSTRACT	
Laser	absorption	spectroscopy	and	tomography	of	gas	flows	

Doctor	of	Philosophy	(PhD)	∙ James Foo∙ The University of Manchester  
December 2016 

This	 research	 focuses	on	developing	optical	 sensing	 systems	 for	2D	and	
3D	spatial	monitoring	of	temperature	and	concentration	distribution	profiles	of	
complex	or	reacting	gas	flows.	Non-invasive,	species	specific	and	sensitive	nature	
of	 monitoring	 allows	 spatial	 information	 to	 be	 extracted	 from	 harsh	
environments	 with	 poor	 physical	 access,	 allowing	 validation	 of	 computational	
models	 or	 process	 monitoring.	 This	 is	 suitable	 for	 processes	 like	 combustion	
engines	or	sealed	atmospheric	cloud	chambers.		

A	novel	line-of-sight	(LOS)	Tunable	Diode	Laser	Absorption	Spectroscopy	
(TDLAS)	 system	 using	 a	 preselected	 laser	 diode	 centred	 at	 7212.88	cm-1	was	
first	 designed	 to	 monitor	 the	 change	 of	 relative	 humidity	 (water	 vapour	
concentration)	 during	 an	 expansion	 process	 within	 the	 Manchester	 Ice	 Cloud	
Chamber	 (MICC),	 operating	 from	 atmospheric	 pressure,	 down	 to	 0.7	 atm.	 The	
experimental	 results	 were	 validated	 with	 an	 Aerosol	 Cloud	 Precipitation	
Interaction	Model	(ACPIM)	simulation,	feasible	for	tomography	applications.	

The	 MICC	 shares	 similar	 combustion	 monitoring	 challenges	 such	 as	
minimal	 optical	 access	 or	 reactive	 gas	 flows.	The	TDLAS	 system	developed	 for	
the	MICC	was	then	used	as	a	 foundation	design	for	a	TDLAS	tomography	setup	
capable	 of	 conducting	 temporal	 two-dimensional	 (2D)	 and	 three-dimensional	
(3D)	concentration	and	temperature	 imaging.	This	system	uses	the	principle	of	
two-line	thermometry,	centred	within	the	near	infrared	(NIR)	region	of	7181.93	
cm-1	and	7179.8	cm-1.	The	laser	was	divided	into	4	simultaneous	parallel	beams	
using	a	1	×	4	fiber	coupler	(4	LOS).	Using	a	motorised	platform,	the	beams	were	
projected	at	0.5°	interval,	from	0°	to	179°	angle	within	3.6	s,	around	the	exhaust	
of	 two	 asymmetrical	 shaped	 flame	 burners.	 A	 total	 of	 360	 projection	 slices	
comprised	 of	 1440	 integrated	 absorbance	 data	 were	 used	 per	 tomogram	
reconstruction.	 By	 solving	 for	 the	 spatial	 distribution	 of	 temperature	 first,	 the	
concentration	distribution	of	water	vapour	could	be	then	calculated.	

	Reconstruction	 algorithms	 (Filtered	 Back	 Projection,	 Fourier	 Slice	
Reconstruction	and	Direct	Fourier	Reconstruction	(DFR))	were	compared	using	
a	range	of	criteria.	The	DFR	method	was	selected	as	the	best	method	at	700	zero	
padding,	with	a	spatial	 in-plane	resolution	of	1-2	lp/cm,	pixel	resolution	of	128	
by	128,	thermocouple	temperature	validations	of	±5℃	and	a	relative	mean	error	
performance	of	8.12%.	The	concentration	could	not	be	validated	due	to	the	lack	
of	a	mass	spectrometer.		

3D	volumetric	monitoring	results	 took	36	seconds	to	complete,	and	was	
constructed	 using	 10	 interpolated	 parallel,	 1	 cm	 height	 interval	 spaced	
tomograms.	Independent	vertical	slices	along	the	x-axis	and	y-axis	could	also	be	
extracted.	The	temporal	results	were	also	successfully	conducted	and	consisted	
of	a	quick	succession	of	16	experiments	at	a	temporal	resolution	of	0.28	frames	
per	second.	

				A	tomographic	system	that	performs	3D	and	2D	temporal	sensing	was	
successfully	 developed	 and	 validated.	 Although	 3D	work	was	 conducted	 using	
planar	imaging	or	hyperspectral	tomography,	no	work	has	been	conducted	so	far	
using	NIR	TDLAS	systems	to	date.	
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 INTRODUCTION	1
	

There	 are	 pressures	 to	 improve	 the	 efficiency	 and	 performance	 of	
combustion	engines	due	to	environmental	 legislation	centred	on	anthropogenic	
climate	 change	 and	 commercial	 competiveness	 for	more	 efficient	 designs.	 This	
thesis	focuses	on	designing	an	optical	absorption	tomography	system,specifically	
Tunable	Diode	Laser	Absorption	Spectroscopy	 (TDLAS)	 tomography	system,	 to	
monitor	 the	 spatial	 changes	of	both	 temperature	and	concentration	of	 gaseous	
water	in	the	exhaust	of	two	asymmetrically	placed	mixed-fuel	burners.		

The	 thesis	 begins	with	 the	 set	 up	 of	 a	 line-of-sight	 (LOS)	 near	 infrared	
(NIR)	 tunable	diode	 laser	absorption	 spectroscopy	 (TDLAS)	 system	 to	monitor	
rapid	changes	of	gaseous	water	(changes	of	relative	humidity)	in	the	Manchester	
Ice	Cloud	Chamber	(MICC).	Although	the	MICC	 is	not	a	combustion	system,	 the	
physical	constraints	of	the	MICC	(temperature,	pressure	and	optical	access)	are	
similar	to	a	combustion	engine.	It	also	demonstrates	the	potential	applicability	of	
the	tomography	system	beyond	the	combustion	industry.		

Using	 the	 LOS	 TDLAS	 system	 (both	 physical	 and	 software	 design)	 as	 a	
starting	 foundation,	 coupled	 with	 an	 original	 fan	 beam	 TDLAS	 tomography	
system	 within	 the	 research	 group,	 a	 3D	 and	 temporal	 tomography	 system	 is	
developed.	 Comparisons	 of	 suitable	 reconstruction	 algorithms	 for	 the	 beam	
geometry	of	this	system	were	also	conducted.	

3D	 and	 temporal	 experiments	 were	 conducted	 and	 validations	 using	
physical	 phantoms	 were	 conducted	 and	 verified	 with	 a	 thermocouple	 for	
temperature	 measurements.	 Simulations	 were	 carried	 out	 using	 digital	
phantoms	for	quantitative	analysis	on	the	system,	measuring	 its	signal	to	noise	
ratio	 as	 well	 as	 the	 relative	 mean	 errors	 of	 the	 reconstruction	 algorithm	
employed.		

1.1 Aims	and	objectives	
	
The	 primary	 aim	 of	 this	 thesis	 was	 to	 design	 an	 optical	 absorption	

tomography	sensing	system,	which	could	perform	both	3D	and	temporal	studies.	
This	was	achieved	in	two	stages	as	detailed	in	Section	1.1.1	and	Section	1.1.2.	

1.1.1 Designing	a	line–of-sight	laser	system	to	monitor	relative	humidity		
	

Researchers	working	at	the	Manchester	Ice	Cloud	Chamber	(MICC)	focus	
on	the	study	of	cloud	microphysics,	in	particular,	the	formation	of	clouds	in	the	
presence	of	aerosols.	The	goal	is	to	study	the	suppression	of	ice	nucleation	in	the	
presence	 of	 anthropogenic	 aerosols	 (ammonium	 sulphate)	 and	 naturally	
occurring	aerosols	 (Snomax	or	mineral	 salts).	Their	work	employs	a	 variety	of	
instrumentation	 to	 study	 parameters	 like	 particle	 size	 and	 concentration,	 ice	
particle	 concentration	 as	well	 as	 relative	humidity	 of	 gaseous	water.	However,	
their	pre-installed	chilled	mirror	hygrometer	that	samples	for	relative	humidity	
does	not	keep	up	with	the	rapid	changes	of	the	pressure	and	temperature	during	
expansion	processes,	which	simulates	a	cloud	parcel	rising	up	into	the	air.	
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Therefore,	 the	 first	section	of	 the	 thesis	 focuses	on	developing	a	 line-of-
sight	 (LOS)	 near	 infrared	 (NIR)	 tunable	 diode	 laser	 absorption	 spectroscopy	
(TDLAS)	system	to	monitor	rapid	changes	of	gaseous	water	(changes	of	relative	
humidity)	in	the	MICC.		

	
The	objectives	with	regards	to	the	MICC	experiments	were	therefore:	
	

• To	 design	 an	 in-situ	 laser	 absorption	 system	 and	 control	 program	 to	
perform	 non-invasive	 monitoring	 of	 water	 vapour	 concentration	 in	 the	
chamber	during	operation.	

o the	 system	 should	be	 able	 to	detect	 changes	 in	 relative	humidity	
every	 second,	 with	 temperatures	 ranging	 from	 0	℃	to	 -20	℃	and	
pressures	from	atmospheric	pressure	down	to	70	kPa.	

• To	validate	 the	TDLAS	results	with	 the	chilled	mirror	hygrometer	when	
there	are	no	rapid	change	of	conditions	within	the	MICC.	

1.1.2 Designing	a	3D	and	temporal	tomography	system		
	

The	 second	 half	 of	 the	 thesis	 focuses	 on	 further	 developing	 the	 LOS	
TDLAS	 system	 into	 a	 tomography	 system.	 First,	 the	 design	 concept	 was	
developed	 from	 an	 existing	 fan-beam	 tomography	 system	 where	 criteria	 and	
requirements	 were	 drawn	 up.	 The	 minimum	 basic	 tomography	 system	
requirements	involved	being	able	to	measure	2D	spatial	changes	of	temperature	
and	water	concentration	over	time.	For	aim	for	this	work,	that	the	system	must	
be	capable	of	executing	3D	reconstructions	and	carry	out	 temporal	monitoring	
temperature	 and	 concentration	 changes.	 The	 projection	 geometry	 as	well	 as	 a	
suitable	reconstruction	algorithm	were	also	decided	at	this	stage.	

Next,	a	near-infrared	(NIR)	TDL	laser	that	was	compatible	with	two-line	
thermometry	temperature	measurements	was	selected	to	detect	water	produced	
from	the	combustion	of	 two	asymmetrically	placed	mixed-fuel	burners.	The	2D	
tomography	 algorithm	 was	 combined	 with	 LOS	 results	 to	 recover	 spatial	
temperature	and	water	concentration	distribution	of	the	combustion	exhaust.				

The	 objectives	 with	 regards	 to	 the	 tomography	 experiments	 were	
therefore:	

	
• To	create	a	design	framework	to	guide	the	construction	of	a	tomography	

system.	 This	 framework	 should	 include	 potential	 challenges	 (from	
original	fan	beam	system)	as	well	as	desired	features	or	capabilities	(3D	
and	temporal	imaging).		

• To	be	able	to	compare	and	evaluate	various	reconstruction	methods,	both	
qualities	of	the	image	reconstructions	and	quantitatively	of	the	numerical	
values	determined	within	the	reconstructed	image.		

• To	explore	3D	diagnosis	of	the	space	above	the	burners	and	to	construct	
the	 changes	 of	 temperature	 and	 concentration	 with	 the	 additional	
dimension	of	height	above	the	burners.		

• To	execute	temporal	measurements	of	temperature	and	concentration	of	
the	combustion	exhaust	within	5	seconds	per	tomogram	(0.2	fps).	

• To	resolve	images	for	objects	which	are	at	least	4	cm	apart	(0.25	lp/cm)	
• To	validate	methods	and	ensure	reproducibility	of	measurements	
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1.2 Thesis	outline	
	

Chapter	 2	 lays	 out	 the	 relevant	 literature	 review	 of	 optical	 imaging	
techniques	 commonly	 used	 for	 gas	 monitoring,	 primarilyy	 but	 not	 exclusively	
centred	 around	 combustion	 applications.	 The	 two	 main	 branches	 of	 optical	
imaging	 discussed	 here,	 planar	 imaging	 and	 tomographic	 techniques.	 Two	
tomographic	 modalities	 are	 further	 sub-divided	 into	 Classical	 Absorption	
Tomography	 (CAT)	 and	 Absorption-Based	 Non-linear	 Tomography	 (ABNT).	
Finally	 variations	 of	 tomography	 work	 conducted	 using	 3D	 tomography	 and	
multiplexing	are	discussed.	The	 identification	of	 the	gap	 in	published	 literature	
and	how	the	research	in	the	thesis	fills	the	gap	is	listed	in	the	chapter	summary.	

Chapter	3	touches	on	the	theory	associated	with	the	nature	of	research	in	
this	 thesis,	 beginning	 with	 absorption	 spectroscopy	 and	 the	 conversions	
between	common	units	of	water	concentration.	The	tomography	reconstruction	
algorithms	 suitable	 for	Tunable	Diode	Laser	Absorption	Spectroscopy	 (TDLAS)	
tomography	and	the	working	principles	of	key	equipment	are	also	discussed.		

Chapter	 4	 is	 about	 developing	 a	 TDLAS	 line-of-sight	 (LOS)	 monitoring	
system	in	the	Manchester	Ice	Cloud	Chamber	(MICC).	It	begins	with	the	context	
of	 cloud	 formation	 study	 of	 the	MICC	 team,	 their	main	 research	 goals	 and	 the	
existing	equipment	setup.	This	is	followed	by	the	design	of	a	TDLAS	system	for	
LOS	 monitoring	 of	 relative	 humidity	 during	 an	 expansion	 process	 inside	 the	
MICC.	 The	 results	 are	 presented,	 with	 validations	 and	 comparison	 of	 the	
experiment	with	a	simulation	of	an	expansion	process.				

Chapter	 5	 focuses	 on	 the	 concept,	 design	 and	development	 of	 a	 3D	 and	
temporal	tomography	system.	It	begins	with	discussion	of	the	original	fan-beam	
projection	 tomography	 system	 of	 the	 author’s	 research	 group	 and	 the	 results	
and	 limitation	 of	 this	 system,	 before	 building	 a	 design	 framework	 of	 the	
improved	tomography	system.	The	 final	design	of	a	new	tomography	system	is	
developed	from	the	foundations	of	the	LOS	monitoring	system	in	the	MICC	and	
the	design	 framework	from	the	 fan	beam	system.	Details	and	measurements	of	
the	set	up	as	well	as	the	data	analysis	of	that	system	are	also	discussed.	

Chapter	6	focuses	on	the	MATLAB	implementation	of	the	reconstruction	
algorithms,	namely	Filtered	Back	Projection	(FBP),	Fourier	Slice	Reconstruction	
(FSR)	and	the	Direct	Fourier	Reconstruction	(DFR)	method.	These	methods	are	
each	 validated	 with	 thermocouple	 readings	 (physical	 phantoms)	 for	 accuracy	
and	 digital	 simulations	 are	 used	 for	 quantitative	 comparisons.	 Discussions	 of	
various	 forms	 of	 resolutions	 are	 also	 discussed	 here.	 The	 DFR	 method	 was	
chosen	from	the	various	comparisons	for	future	experiments.	

Chapter	 7	 discusses	 the	 results	 from	 the	 tomography	 experiments.	 The	
results	 of	 both	3D	 reconstructions	 as	well	 as	 the	 temporal	 reconstructions	 are	
presented,	 followed	 by	 a	 discussion	 on	 spatial	 resolution	 by	 changing	 the	
number	of	projections.	The	optimised	zero	padding	approach	 is	 also	discussed	
here,	followed	by	the	reproducibilityof	the	system.		

Chapter	 8	 concludes	 the	 thesis	 with	 the	 design	 and	 development	
highlights	of	the	tomography	system,	conclusions	on	the	results	achieved	and	the	
challenges	faced	as	well	as	further	work	and	recommendations.	
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 	LITERATURE	REVIEW	2

2.1 Chapter	overview	
	

The	 aim	 of	 this	 research	 was	 to	 develop	 a	 novel	 optical	 absorption	
tomography	 diagnostic	 system	 to	 study	 the	 temporal	 and	 three-dimensional	
(3D)	 spatial	 temperature	 and	 water	 concentration	 distribution.	 Currently,	 the	
primary	drive	of	such	research	is	for	combustion	applications.	This	chapter	is	to	
help	provide	context	and	gap	analysis	for	this	research.		

As	 this	 research	 is	 on	 designing	 a	 tomography	 imaging	 system,	 the	
literature	review	will	be	centred	on	imaging	modalities	suitable	for	reactive	gas	
flows.	 Section	 2.2	 provides	 the	 context	 for	 the	 importance	 of	 monitoring	
combustion	 processes	 (the	most	 common	 drive	 for	 developing	 and	 employing	
optical	 imaging	 techniques).	 	 There	 are	 two	main	 types	of	 imaging	 techniques,	
planar	imaging	as	 introduced	in	Section	2.3.1	and	tomographic	 imaging.	Within	
tomographic	 imaging,	 it	 is	 further	 sub-divided	 into	 two	 categories;	 Classical	
Absorption	 Tomography	 (CAT)	 discussed	 in	 Section	 2.3.2.1	 and	 Absorption-
Based	Nonlinear	Tomography	(ABNT)	in	Section	2.3.2.2.		Finally	3D	tomography	
and	 multiplexing	 to	 simultaneously	 monitor	 multiple	 species	 is	 presented	 in	
Section	2.4.	

2.2 Optical	imaging	techniques	for	combustion	
	

In	1992,	The	United	Nations	Framework	Convention	on	Climate	Change	
(UNFCCC)	 was	 formed	 in	 the	 recognition	 that	 the	 anthropogenic	 rise	 of	
greenhouse	 gases	 (GHG)	 were	 posing	 a	 threat	 and	 became	 a	 concern	 to	
humankind.[1]	 There	 had	 been	 observable	 changes	 in	 our	 climate	 over	 the	
course	of	the	last	few	decades.	A	linear	trend	was	observed	from	1880	to	2012	
showing	 a	 global	 average	 increase	 of 0.85oC 	of	 the	 Earth’s	 surface	
temperature.[2]	

This	 climate	 change	 was	 affected	 by	 the	 unprecedented	 increment	 of	
greenhouse	gases	(GHGs)	and	aerosols	in	the	atmosphere	such	as	carbon	dioxide	
(CO2),	 methane	 (CH4)	 and	 nitrous	 oxide	 (N2O).	 Carbon	 dioxide,	 the	 fastest	
growing	GHG	is	 the	 largest	single	contributor	 to	radiative	 forcing.	Over	70%	of	
increased	GHG	count	belongs	to	carbon	dioxide	emissions,	mainly	contributed	by	
the	 combustion	 of	 fossil	 fuel	 and	 industrial	 processes.	 Understanding	
combustion	 efficiency	 via	 combustion	 imaging	 allows	 improvements	 to	
performance	efficiency	as	well	as	reduction	in	the	formation	of	these	pollutants.	
[2]–[6]		

There	are	always	new	challenges	facing	combustion	processes,	including	
improvement	of	efficiency,	reliability	as	well	as	adaptability	to	new	fuel	sources.	
Coupled	 with	 the	 increasingly	 tightening	 of	 environmental	 legislations	 and	
competitive	 pressures,	 the	 drive	 to	 monitor	 and	 understand	 the	 combustion	
process	is	ever	present.	[7]–[16]	
	 In	 order	 to	 fully	 understand	 or	monitor	 combustion	 processes	 requires	
the	determination	of	 chemical	 species	 concentrations,	 flow	dynamics,	 chemical	
reaction	kinetics	and	heat	and	mass	transfers.	Temperature	is	a	key	parameter	to	
determine	 in	 this	 analysis.	 This	 information	 allows	 better	 performance	
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evaluation	 (efficiency	 or	 exhaust	 emissions),	 higher	 process	 understanding	
(increased	 knowledge	 of	 physical	 and	 chemistry	 process	which	 leads	 to	 better	
process	designs)	as	well	as	better	process	control	during	operation.	[17]	

Generally,	 conventional	 direct	 methods	 of	 investigating	 combustion	
parameters	are	not	well	suited	because	combustion	devices	tend	to	be	turbulent	
in	nature.	 Intrusive	use	 of	 physical	 probes	 or	 extraction	of	 samples	may	 affect	
the	process	by	interrupting	the	fluid	flow	or	are	simply	inconvenient	due	to	the	
slow	response	time.	Even	with	the	presence	of	sophisticated	and	comprehensive	
models	 to	predict	 combustion	behaviour,	 these	models	 cannot	be	 applied	with	
confidence	without	validations	using	experimental	observations.	[18]–[26]	

	Optical	 imaging	 techniques	 have	 been	 developed	 over	 the	 last	 few	
decades	 and	 have	 proven	 to	 be	 advantageous	 due	 to	 their	 non-invasive	
measurement	 capabilities.	 Optical	 imaging	 techniques	 can	 also	 perform	 spatial	
measurements	 instead	 of	 traditional	 point	measurements	 thus	 providing	more	
detailed	 information.	 These	 advantages	 have	made	 optical	 imaging	 techniques	
superior	to	traditional	methods[27].		

2.3 Categories	of	optical	imaging	techniques	
	
There	are	generally	two	forms	of	optical	 imaging	techniques,	planar	and	

tomographic	 imaging.	An	 image	measured	using	 the	planar	 technique	 typically	
depicts	a	direct	singular	view	from	the	direction	of	the	radiation	source	whilst	an	
image	produced	using	the	tomographic	method	is	typically	a	2D	cross	section	of	
a	volumetric	body	[28].		

Section	2.3.1	discusses	planar	imaging,	which	consists	of	illuminating	the	
investigated	plane	within	the	flow	field	by	a	light	source	and	capturing	the	signal	
with	a	2D	array	detector.		

Section	 2.3.2	 discusses	 tomographic	 imaging,	 which	 on	 the	 other	 hand	
employs	multiple	 line-of-sight	(LOS)	measurements	to	reconstruct	scalar	 fields.	
These	 LOS	measurements	 are	 collected	 through	 lateral	 projections	 at	 different	
angles.	 A	 further	 sub-division	 of	 absorption	 spectroscopy	 based	 tomographic	
imaging	 techniques	 that	 would	 also	 be	 discussed;	 classical	 absorption	
tomography	 (CAT)	 in	 Section	 2.3.2.1	 and	 absorption	 based	 non-linear	
tomography	(ABNT)	in	Section	2.3.2.2.	

2.3.1 Planar	imaging	
	

Planar	 imaging	 has	 the	 ability	 to	 obtain	 2D	 profile	 information	 on	
temperature	 [29]–[33],	 velocity	 [34]–[38]	 and	 mixture	 fractions	 [39]–[41].	 If	
sequential	projections	are	carried	out	in	parallel	planes,	volumetric	information	
can	also	be	extracted	[42],	[43].	

Examples	 of	 planar	 imaging	 techniques	 includes	 Mie	 scattering	 [44],	
Rayleigh	 scattering	 [29]	 and	 particle	 imaging	 velocimetry	 (PIV)	 [45].	 Laser-
induced	fluorescence	(LIF)	[46],	is	another	well	establish	method	for	monitoring	
flow	parameters	such	as	temperature,	velocity	and	even	pressure.		

In	 LIF,	 a	 selected	 species	 is	 excited	 from	 the	 ground	 to	 an	 excited	
electronic	 state	by	 a	photon	of	 the	 required	 energy.	When	 the	molecules	 relax	
directly	 back	 to	 the	 ground	 state,	 they	 emit	 characteristic	 radiation	 called	
fluorescence.	 The	 LIF	 technique	 functions	 by	 probing	 into	 either	 one-photon	
absorption	 processes	 for	 species	 like	 OH,	 CH,	 NH	 or	 NO	 or	 two-photon	
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absorption	processes	like	O,	H,	N	or	CO.	A	variation	of	LIF,	planar	laser-induced	
fluorescence	 (PLIF)	 [47]–[50]	 enables	 the	 measurement	 of	 2D	 species	
distributions,	 gas	 temperatures	 and	 flow	 velocities	 by	 creating	 a	 laser	 sheet	
instead	 of	 a	 beam.	 	 These	 1D	 and	 2D	 visualizations	 are	 extracted	 using	 linear	
diode-array	detectors	 and	2D	detectors	 (CCD	cameras)	 respectively.	 [12],	 [18],	
[51]–[59]	 		

An	 example	 [18]	 was	 the	 study	 of	 water	 vapour	 from	 combustion	
fluorescence	at	417	nm.	This	was	investigated	using	two-photon	excitation	using	
a	KrF	excimer	laser	centred	at	248	nm	shown	in	Figure	1.	Two	detection	modes	
were	 used	 in	 the	 example	with	 the	 aid	 of	 beam	 shaping	 lens	 to	 create	 a	 laser	
sheet.	The	first	method	involved	the	detection	of	fluorescence	from	the	cell	using	
a	CCD	camera	with	 the	aid	of	 a	Nikon	 lens	and	colour	glass	 filters.	The	second	
method	involves	the	collection	of	water	vapour	emissions	that	were	lens-focused	
onto	 a	 spectrograph.	 Spectral	 overlaps	 were	 reported	 from	 hot	 oxygen	
molecules,	which	resulted	in	the	use	of	narrowband	detection.	Quenching	effects	
appeared	 to	be	prevalent	 in	 the	 studies	 conducted,	which	decreased	 the	 signal	
with	time.	Quenching	occurs	when	the	excited	molecular	states	depopulates	via	
collisions	with	other	molecules	 in	 the	system,	resulting	 in	a	reduction	 in	signal	
strength	and	therefore	potentially	a	problem	for	2D	imaging.	[18],	[23],	[60],	[61]	

	

	
Figure 1 Simplified example of a PLIF experimental setup.[18] 

In	general,	planar	imaging	techniques	produce	high	temporal	and	spatial	
resolution	data	 [47],	 [62]–[66]	benefitting	 the	study	of	 flow	regimes	which	are	
turbulent	and	harsh	in	nature	[67]–[71].	However,	 they	tend	to	suffer	 from	the	
requirement	 to	 have	 high	 levels	 of	 optical	 access,	 which	 is	 difficult	 in	 most	
monitoring	for	combustion	engines	without	major	redesigns	or	converting	them	
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into	optical	combustion	engines.	Due	to	their	high	costs,	they	are	also	impractical	
in	most	implementations	due	to	the	harsh	operating	environments.	

2.3.2 Tomographic	imaging	
	
Tomographic	 absorption	 spectroscopy	 (TAS)	 uses	 the	 absorption	 or	

extinction	coefficients	of	absorbing	species	of	multiple	transitions	to	reconstruct	
information	 on	 temperature	 and	 species	 concentration	 [72].	 Examples	 of	
popular	tomographic	 imaging	includes	using	tomographic	X-ray	imaging	of	 fuel	
mass	distributions	[73],	[74]	and	the	use	of	particle	image	velocimetry	(PIV)		for	
3D	velocity	measurements	of	particles	[42],	[75],	[76].		

However,	 this	 thesis	 focuses	 on	 another	 form	 of	 tomographic	 modality	
that	 involves	 coupling	 absorption	 spectroscopy	 with	 tomography	 to	 recover	
temperature	and	species	concentration	spatial	profiles.		

TAS,	 using	 tunable	 diode	 lasers	 (TDL),	 has	 been	 used	 previously	 for	
tomographic	applications.	The	growth	of	TDL	was	due	to	the	applications	in	the	
telecommunication	 industry,	 which	 has	 extensive	 investment	 in	 research	 and	
development	 of	 near	 infrared	 (NIR)	 technology.	 The	 widespread	 use	 of	 a	
matured	 technology	 has	 driven	 down	 the	 cost	 of	 TDL	 technology,	making	 it	 a	
cost	effective	method	of	species	diagnostics.	[77]–[84]			

	TAS	 using	 TDL	 has	 been	 developed	 in	 several	 industrial	 process	
applications	with	examples	such	as	 the	detection	of	signals	 in	high	pressure	or	
temperature	 fuel	 cells	 or	 gas	 turbine	 engines.	 Other	 uses	 include	 the	
measurement	 of	 temperature	 and	 species	 concentration	 in	 high-speed	 flow	
scenarios	 such	 as	 oxygen	within	 a	 shock	 tube	 or	 used	 as	 a	 diagnostic	 tool	 for	
combustion	and	exhaust	species	in	industry,	laboratory	flames	or	for	open	path	
monitoring	in	petroleum	refineries.	[24],	[85]–[88]	

TAS	 using	 TDLAS	 generally	 requires	 easier	 optical	 integration	 with	
combustion	 engines	 due	 to	 its	 compatibility	 with	 optical	 fibre	 technology	 and	
spatial	optical	 access	 requirements	 [89].	This	 increases	 its	 span	of	deployment	
opportunities,equipment	 architecture	 flexibility	 and	 simplicity.	 Either	 direct	 or	
wavelength	modulated	 (WM)	over	 a	narrow	spectralrange,	 tunable	diode	 laser	
spectroscopy	 is	 capable	 of	 high	 sensitivity	 and	 molecular	 specificity	 with	
minimal	 interference	 from	 other	 transitions	 due	 to	 the	 high	 spectral	
resolution.[77]–[84]	 Species	 specificity	 here	 refers	 to	 the	 absorption	 spectra	
where	individual	species	are	uniquely	identifiable	and	distinguishable	from	one	
another	[59],	[90].	Table	1	summaries	additional	research	of	TDLAS	for	both	H2O	
and	CO2,	the	primary	products	for	complete	combustion.		

	
Table 1 Sample TAS TDL research conducted on H2O and CO2 

Target	species	 Detectors	 References	
H2O	 InGaAs	,Ge	 [72],	[91]–[94]	
CO2	 InSb,	InAs	 [95],	[96]	

	
To	exploit	 the	NIR	region	where	TDL	 lasers	are	well	developed,	 the	NIR	

spectra	of	 the	main	products	of	complete	combustion	are	shown	in	Figure	2.	 It	
can	 be	 seen	 that	H2O	lines	 are	 well	 distributed	 throughout	 the	 NIR	 region,	
significantly	more	 than	CO2,	with	much	 stronger	 line	 intensities.	 This	 provides	
the	user	a	large	selection	of	commercially	available	laser	diodes	to	choose	from	
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that	are	capable	of	accessing	strong	H2O	lines.	Stronger	lines	enable	better	signal	
to	noise	ratios	and	facilitate	easy	detection	in	a	short	single	pass	path	length.	

	
Figure 2 NIR line list for H2O and CO2, at room temperature based on HITRAN 2012 and 
extracted from www.spectracalc.com.  

TAS	comes	 in	 two	sub	genres	and	will	be	discussed	with	case	studies	 in	
Section	2.3.2.1	(CAT)	and	Section	2.3.2.2(ABNT).	

2.3.2.1 Classical Absorption Tomography (CAT) 
	
The	 origin	 of	 CAT	 resides	 in	 the	 medical	 discipline	 (nuclear	 magnetic	

resonance	 imaging	 (MRI)	 and	 X-ray	 tomography,	 for	 example)	 and	 later	
expanded	its	use	into	other	disciplines	like	geophysics,	oceanography,	as	well	as	
chemical	engineering	[97]–[100].	

CAT	 consists	 of	 projecting	 through	 the	 investigative	 space	 from	 the	
peripherals	 of	 the	 system	 at	 various	 angles	 and	 using	 these	 projections	 to	
construct	 sinograms.	 These	 sinograms	 are	 then	 post-processed	 to	 recover	 the	
spatial	distributions	of	temperature	and	species	concentration	[72].		

The	 post-processing	 involves	 using	 the	 projections	 allocated	 in	 the	
sinograms	as	linear	equations	to	create	an	equation	system,	and	for	this	system	
to	 be	 well	 posed,	 a	 large	 number	 of	 equations/projections	 are	 required.	
Therefore,	 if	 insufficient	 optical	 access	 were	 available,	 the	 amount	 of	
projections/equations	would	create	an	ill-posed	equation	system.	[101]–[103]	

There	 are	 generally	 three	 geometric	 configuration	of	 CAT,	 ranging	 from	
parallel	 beams,	 fan-beams	 and	 irregular	 beams.	 Parallel	 [104]	 and	 fan-beam	
[105]	 configurations	 are	 classed	 as	 regular	 beams,	 where	 the	 beams	 are	
equiangular	 and	 the	 beams	 equidistantly	 spaced.	 The	 other	 irregular	 beam	
configuration	tends	to	be	more	practical	in	application	with	combustion	engines	
because	it	maximises	the	optical	access	of	the	engine	with	minimal	retrofitting	as	
well	as	providing	good	spatial	sampling	of	the	investigated	area[106],	[107].	This	
however	comes	at	a	cost	of	experimental	complexity	[108]–[111].		

CAT	 demonstrations	 on	 laboratory	 flames	 include	 using	 TDLAS	 to	
monitor	axisymmetric	burners	to	produce	profiles	of	both	temperature	and	CO2	
concentration	 [95],	 [112]	 and	 similarly	 to	 recover	 temperature	 and	
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concentration	H2O	profiles	 in	 a	 premixed	 methane/air	 flame	 [72].	 Other	 work	
includes	 demonstration	 on	 a	 steady,	 non-reacting	 flow	 of	 methane	 and	 argon	
[113];	mean	methane	concentration	in	an	off-axis	turbulent	methane-air	free	jet	
[114];	and	temperature	and	sodium	atom	concentration	in	turbulent	burnt	gases	
[115].	

Practical	 applications	 of	 tomographic	 instrumentation	 have	 been	 been	
developed	extensively,	 for	example,	on	the	measurements	of	hydrocarbon	fuels	
in	 Manchester	 in	 automotive	 engines	 [108],	 [109],	 [116],	 [117];	 and	 the	
measurement	of	hydrocarbon	concentration	in	fuel/air	mixtures	of	a	model	gas	
turbine	combustor		[118]	

Although	 advances	 in	 CAT	 have	 been	 towards	 combustion	 engines	 and	
laboratory	 flames,	 it	has	been	 found	beneficial	 in	other	areas	 such	as	 to	better	
understand	 the	 chemical	 vapour	 deposition	 process	 by	monitoring	 the	 spatial	
distribution	 of	 both	 temperature	 and	 water	 species	 in	 a	 coating	 process	 [93].		
Larger	 scale	 applications	 have	 also	 been	 attempted	 by	 the	 measurement	 of	
atmospheric	CO2	over	a	volcanic	site	[96].	This	versatility	in	size	of	deployment	
and	application	areas	makes	this	a	promising	research	field	to	pursue.			

An	 example	 case	 of	 CAT	 is	 depicted	 in	 Figure	 3	 on	 a	 TDLAS	 fan	 beam	
optical	 tomography	 system	 conducted	 by	 Kasyutich	 on	 the	 study	 of	 spatial	
temperature	and	concentration	of	water	over	two	heaters.[93]		
	

	
Figure 3 (a) Simplified example schematic of fan beam optical tomography setup. (b) 
Distribution of laser projections (green) in 5 ‘fans’ of 11 projections over two heaters (purple).  

It	 consists	of	a	 laser	carriage	and	a	photo	detector	carriage	as	shown	 in	
the	 schematic	 in	 Figure	 3	 (a)	 and	with	 the	 aid	 of	motors,	 the	 carriages	 rotate	
around	 a	 circular	 boundary,	 shown	 in	 orange	 in	 Figure	 3	 (b).	 These	 motors	
control	both	the	wheels	of	the	carriages	as	well	as	the	mirror	mounts,	which	in	
turn	control	the	angle	of	the	laser	beam.	The	laser	carriage	stops	at	5	points	on	
the	circle,	and	with	the	aid	of	the	turning	mirror,	the	projections	are	swept	in	a	
fan-like	shape	that	is	detected	by	the	photo	detector	carriage	on	the	other	side	of	
the	circle.	A	total	of	55	projections	were	used	in	the	study.	These	are	illustrated	
in	 Figure	 3	 (b).	 Using	 the	 algebraic	 reconstruction	 technique	 (ART),	 the	
temperature	and	 concentration	profiles	of	water	 could	be	 reconstructed	above	
the	heated	plates	using	a	primary	absorption	 line	at	7185.6	cm-1	and	a	weaker	
absorption	line	at	7185.394	cm-1	[93].	
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2.3.2.2 Absorption-Based Nonlinear Tomography (ABNT) 
	

CAT	with	 TDLAS	 uses	 a	 large	 number	 of	 projections,	 and	 a	wavelength	
scan	creates	well-posed	system	of	equations.	ABNT	on	the	other	hand,	makes	use	
of	 the	 large	 amount	of	 spectral	 information	per	projection	 to	 cover	 the	 lack	of	
projections.	

To	achieve	this,	ABNT	uses	broadband	laser	sources	where	simultaneous	
sampling	of	different	species	at	different	wavelengths	could	be	achieved	[119]–
[122].	 Frequency-multiplexing	 laser	 diodes	 is	 also	 another	 option	 of	 accessing	
and	detecting	multiple	wavelengths	and	species	for	ABNT	[123]–[130].		

ABNT	allows	for	more	practical	 implementations	of	projection	geometry	
in	 combustion	 engines	 as	 it	 could	 employ	 fewerprojections	 which	 may	 be	
beneficial	when	the	optical	access	is	limited.	This	means	less	retrofitting	into	the	
physical	 engines,	 which	 promotes	 the	 use	 of	 the	 more	 pragmatic	 irregular	
projection	geometry.	[131]–[133]	

Another	benefit	of	ABNT	is	the	rich	spectral	information	gathered	during	
data	acquisition	provides	a	high	immunity	to	experiment	generated	noise	[132],	
[134]	which	improves	its	performance	in	harsh	experimental	scenarios	[135].	

An	 example	 of	 ABNT	 is	 hyperspectral	 tomography	 (HST).	 This	 utilises	
laser	wavelength	multiplexing	to	scan	rapidly	over	a	wide	spectral	range,	of	the	
order	of	100	nm.	[132],	[136]–[139]	

The	 use	 of	 HST	 has	 been	 demonstrated	 in	 several	 applications.	 One	 of	
them	 is	 the	 use	 of	 imaging	 in	 an	 aero-propulsion	 engine	 for	 temperature	
distribution,	 as	 well	 as	 the	 concentration	 of	 water	 vapour	 under	 high-speed	
flows.	 Another	 use	 is	 a	 similar	 diagnostic	 in	 an	 isooctane	 fuel	 homogeneous	
charged	compression	ignition	engine.	[140],	[141]	

CAT	is	essentially	an	inverse	problem,	where	the	results	(absorption)	are	
used	to	calculate	the	causes	(spatial	combustion	parameters),	using	a	set	amount	
of	information	to	solve	for	a	set	amount	of	unknowns.	For	HST	to	be	utilised,	the	
standard	 tomography	 inversion	 problem	 needs	 to	 be	 changed	 into	 a	
minimization	 problem.	 The	 goal	 is	 to	minimise	 the	 difference	 between	 all	 the	
projections	 and	 wavelengths	 involved	 contributing	 to	 the	 spatial	 temperature	
and	species	concentration	profiles.	[132],	[142]	

Li	 et	 al	 reported	 that	 a	 comparison	 of	 reconstructions	 using	HST	 and	 a	
two-wavelength	 tomography	 technique	 yielded	 similar	 results	 at	 only	 20	%	of	
the	 projections	 required	 under	 the	 traditional	 route.	 The	 technique	 has	 been	
validated	with	good	performance	of	overall	mean	relative	reconstruction	errors	
below	3%	and	the	maximum	standard	deviation	below	1%.	

	However,	 this	 superior	 performance	 comes	 at	 a	 cost	 of	 an	 increased	
computational	time	of	approximately	10	hours	on	an	average	personal	computer	
for	a	10	by	10	grid	cell	image.[13],	[132],	[143]	

	
	

2.4 3D	tomography	and	multiplexing	

2.4.1 3D	tomography	
	
There	are	typically	two	methodologies	for	creating	3D	imaging.	The	first	

and	most	commonly	used	method	is	to	create	a	series	of	2D	images	at	different	
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levels	 and	 to	 interpolate	 between	 the	 levels.	 Although	 frequently	 employed	 in	
the	 medical	 industry,	 Wajman	 et	 al	 [144]	 argue	 that	 this	 particular	 method	
involves	 an	 additional	 level	 of	 assumptions	 and	 approximation	 and	 described	
this	method	as	a	“2.5D”	reconstruction.	The	second	method	considers	the	direct	
acquisition	of	3D	detection	from	the	start	and	reconstructing	without	any	form	
of	interpolation.[6],	[144],	[145]	

A	variety	of	3D	studies	 include	using	chemiluminescence	tomography	to	
obtain	3D	distributions	of	combustion	radicals	or	 flame	profiles	with	the	aid	of	
CCD	(charge-coupled	device)	cameras[146]–[149]	and	 the	progression	of	using	
electrical	modality	tomography	from	2D	tomography	to	3D	studies.	[150],	[151]	

Another	 study	 involves	 expanding	 the	use	 of	 hyperspectral	 tomography	
not	 only	 for	 improving	 computational	 time	 but	 also	 to	 perform	 studies	 for	 3D	
diagnostics	with	the	aid	of	Proper	Orthogonal	Decomposition	(POD).	[143]	POD,	
also	more	commonly	known	as	Principal	Component	Analysis	(PCA),	focuses	on	
performing	dimension	reduction	and	retrieving	low	dimensional	descriptions	of	
the	process.	The	goal	of	this	dimensionality	reduction	is	to	reduce	the	number	of	
variables	for	consideration	and	consequently	the	computational	cost.[143],	[152]	

The	use	of	POD	in	the	case	of	Cai	et	al	reduced	the	number	of	variables	by	
4	times,	but	also	found	that	the	parameter	bounds	were	much	better	controlled.	
The	 reduction	 of	 performance	 time	 was	 down	 to	 only	 18%	 of	 the	 original	
computational	 runtime.	 With	 POD,	 the	 use	 of	 hyperspectral	 tomography	 can	
move	closer	towards	temporal	reconstruction	and	easily	adapted	to	multiple	2D	
slices	stacked	close	over	each	other,	creating	a	3D	image.[143]	

Among	 most	 of	 the	 studies	 conducted,	 there	 were	 a	 larger	 number	 of	
methods	 that	 apply	 the	 “2.5D”	method,	 especially	when	 optical	 tomography	 is	
concerned,	 while	 other	 3D	 studies	 were	 carried	 out	 using	 electrical	 modality	
tomography.	However,	there	have	been	minimal	studies	conducted	using	TDLAS	
optical	tomography	to	perform	volumetric	tomography	studies.		

2.4.2 Multiplexing	
	
Multiplexing	was	briefly	mentioned	in	Section	2.3.2.2	and	in	this	section,	

multiplexing	is	further	discussed.	
One	of	the	benefits	of	using	tunable	diode	lasers	is	the	fact	that	the	laser	

system	 can	 be	 multiplexed	 to	 monitor	 multiple	 gas	 species	 simultaneously.	
Unlike	using	free-space	laser	diodes	where	the	laser	beam	is	transmitted	directly	
from	source	 to	detector	 through	 the	medium	 (air	 or	 vacuum	 for	 example),	 the	
laser	 beam	 is	 first	 directed	 through	 optical	 fibres	 before	 transmitting	 through	
the	medium	into	the	detector.	This	allows	easier	manipulation	of	the	beam,	such	
as	 beam	 steering	 (curves	 or	 bents)	 without	 mirrors	 or	 division	 into	 multiple	
sources.	 There	 are	 two	 common	 methods	 of	 multiplexing,	 time-division	
multiplexing	(TDM)	and	wavelength-division	multiplexing	(WDM).	

For	 a	 dual	 laser	 TDM	 scenario	 for	 example,	 where	 the	 lasers	 are	
multiplexed	into	a	single	source	and	are	timed	to	transmit	alternatively	through	
the	gas	cell	with	the	other	kept	below	current	threshold	(current	too	low	to	lase)	
as	 depicted	 in	 Figure	 4	 (a).	 As	 the	 detector	 is	 synchronised	 with	 the	 lasers’	
current	 sweeps,	 it	 allows	 identification	 of	 the	 laser	 signal	 by	 recorded	 time	
Figure	 4	 (b).	 This	 configuration	 required	 minimum	 additional	 equipment,	
simplifying	the	physical	equipment	setup.[153],	[154]	
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Figure 4 (a) Current ramps of Laser 1 and 2. (b) Photodetector signal with both laser’s 
attenuation signals. 

Using	a	similar	dual	laser	scenario,	the	WDM	setup	starts	with	combining	
the	laser	output	with	a	fibre	combiner	before	being	transmitted	simultaneously	
through	 the	 gas	 cell.	 As	 the	 two	 different	 laser	 transmissions	 at	 different	
wavelengths	 leave	 the	gas	 cell,	 they	are	 separated	with	 the	use	of	a	diffraction	
grating.	The	sample	laser	sweeps	of	both	lasers	is	shown	in	Figure	5	(a)	and	the	
individual	detector	readings	in	Figure	5	(b).[155],	[156]	

	

	
Figure 5 (a) Current ramp of both Lasers 1 and 2. (b) Photodetector signals, each with individual 
laser attenuation signal. 

	
A	multiplexing	setup	contains	an	output	that	continuously	cycles	though	a	

set	 number	 of	 spectrally	 narrow	 wavelengths	 that	 correspond	 to	 a	 set	 of	
spectroscopic	 features.	 It	 is	 a	 cost	 effective	 and	 versatile	way	 of	monitoring	 a	
range	 of	 species	 at	 once	 without	 massive	 changes	 to	 the	 internal	 setup	 of	 a	
process	 like	 the	 addition	 of	 equipment	 or	 the	 presence	 of	 additional	 optical	
access.	[154]	

Multiplexing	 combined	 with	 tomography	 not	 only	 allows	 the	
reconstruction	 of	 the	 temperature	 of	 the	 probed	 field,	 but	 also	 the	
reconstruction	 of	 multiple	 chemical	 species	 concentration	 of	 a	 particular	
process,	providing	a	clear	insight	of	chemical	species	interaction	during	reaction.	
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[155]	Multiplexing	several	lasers	together	effectively	increasing	the	total	amount	
of	 wavelength	 probed,	 allows	 the	 user	 to	 have	 access	 to	 multiple	 species	 to	
monitor.	 Many	 studies	 on	 multiplexing	 have	 been	 carried	 out,	 including	 the	
simultaneous	measurement	 of	 both	H2O	and	O2	[155]	 and	 the	measurement	 of	
the	 efficiency	 of	 a	 combustion	 system	 with	 post-combustion	 species	 like	
combustion	fuels,	soot,	CO,	CO2	and	H2O	[116],	[157]–[160]	

	
	
	

2.5 Chapter	summary	
	

Planar	 imaging	 techniques	 on	 its	 own	 cannot	 create	 cross	 sectional	
profiling	 of	 flow	 parameters	 unless	 combined	 with	 tomographic	 techniques.	
Even	though	they	benefit	from	high	spatial	and	temporal	resolutions,	they	suffer	
from	 high	 cost	 and	 require	 a	 large	 degree	 of	 optical	 access,	 rendering	 it	
impractical	for	many	practical	applications	of	combustion	monitoring.		

ABNT	 is	 a	 practical	 way	 of	 monitoring	 combustion	 engines	 because	 it	
benefits	 from	 high	 signal	 to	 noise	 ratio	 due	 to	 its	 rich	 spectral	 data.	 It	 also	
requires	 a	 significantly	 smaller	 number	 of	 projections,	 making	 it	 a	 practical	
solution	to	combustion	monitoring	due	to	minimal	retrofitting	for	optical	access.	
However,	ABNT	suffers	from	a	long	processing	time.	

CAT	using	TDLAS	benefits	from	high	molecular	specificity	and	sensitivity,	
and	 could	 be	 generally	 adapted	 for	 multiple	 species	 analysis	 with	 the	 use	 of	
multiplexing.	Work	that	has	been	conducted	on	laboratory	flame	2D	tomography	
work	 is	 listed	 in	 Section	 2.3.2.1.	 There	 are	 also	 several	 examples	 of	 3D	 work	
conducted,	however	most	consist	of	only	using	planar	 imaging	techniques	(3D-
PIV	 or	 3D	 chemiluminescence	 for	 example)	 or	 ABNT	 (3D	 hyperspectral	
tomography).		However,	minimal	research	work	has	been	conducted	so	far	using	
TDLAS	for	3D	CAT	to	date.	
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 THEORY	3

3.1 Chapter	overview	
	

This	 chapter	 describes	 the	 relevant	 theory	 required	 for	 the	 research	
conducted.	In	Section	3.2,	the	theory	associated	with	absorption	spectroscopy	is	
discussed.	This	is	the	primary	modality	of	measurement	for	average	line	of	sight	
temperature	and	concentration	in	an	absorption	path.	A	brief	discussion	of	unit	
conversion	 is	 presented	 in	 Section	 3.3	 so	 that	 concentration	 results	 could	 be	
easily	applied	in	different	studies	in	their	respective	conventional	units.	Different	
tomography	algorithms	used	in	this	thesis	are	introduced	in	Section	3.4,	which	is	
key	to	calculating	spatial	distribution	of	temperature	and	concentration.	Finally,	
relevant	theory	on	equipment	used	is	discussed	in	Section	3.5.		

3.2 Near	infrared	absorption	spectroscopy	
	

Spectroscopy	is	the	study	of	the	interaction	of	electromagnetic	waves	and	
matter,	and	 in	 this	 thesis	 the	 focus	 is	on	 the	absorption	of	water	vapour	 in	 the	
near-infrared	 NIR	 region	 of	 the	 electromagnetic	 spectrum.	 The	 vibrational	
energy	of	a	water	molecule	in	the	NIR	region	could	be	quantized	as	energy	levels,	
and	can	transit	in	energy	level	with	a	finite	amount	of	energy.	Transition	energy,	
∆𝐸 ,	 is	 expressed	 in	 Equation	 1.	 The	 energy	 of	 transition	 occurs	 by	 the	
absorption/emission	of	a	photon,	relating	 to	 the	 frequency	and	 intensity	of	 the	
radiation.	The	wavenumber	(𝑣)	is	the	number	of	waves	in	1	m	of	distance,	is	also	
commonly	used	interchangeably	with	wavelength	(𝜆).	[161]		

	

	 ∆𝐸 = 𝐸! − 𝐸! = ℎ𝑣 =
ℎ𝑐
𝜆 = ℎ𝑐𝑣 

 
Equation 
1 

	
	 Where:	 ∆𝐸	 Energy	of	transition	 	
	 	 𝐸!,𝐸!		 	 Higher	energy,	lower	energy	 	
	 	 ℎ	 	 Planck	constant		

(6.62606876 × 10!!" 𝐽 𝑠)	
	

	 	 𝑐	 Speed	of	light	in	vacuum	
	(2.99792458 × 10! 𝑚 𝑠!!)	

	

	 	 𝜆	 Wavelength	(𝑐𝑚)	 	
	 	 𝑣	 Frequency	of	photon	 	
	 	 𝑣	 Wavenumber	(𝑐𝑚!!)	 	
	

Considering	 3	 Cartesian	 location	 coordinates	 of	 x-axis,	 y-axis	 and	 z-axis	
per	 atom	 in	 a	molecule	 and	N	 the	 number	 of	 atoms	 in	 the	molecule,	 the	 total	
number	of	degrees	of	 freedom	 is	3N.	For	a	non-linear,	 tri-atomic	molecule	 like	
water,	 the	 amount	 of	 freedom	 is	 3N	 –	 6	 (fundamental	 vibrations)	 =	 3	 allowed	
internal	vibrational	modes.	The	fundamental	vibrations	are	made	up	of	3	axes	of	
rotational	motions	so	that	the	degrees	of	freedom	for	that	rotation	is	3,	summing	
up	to	6.	
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For	the	water	molecule	to	be	infrared	active,	there	is	a	requirement	for	a	
change	in	the	electron	dipole	moment	during	vibration	as	shown	in	Figure	6.		

	

	
Figure 6 The change in dipole moment (shown in green) produced by different vibration (a) for 
v1, (b) for v2, (c) for v3) of the water molecule.[161] 

The	 NIR	 region	 lies	 within	 0.78	𝜇𝑚	to	 2.5	𝜇𝑚	in	 wavelength,	 or	 12800	
cm-1 	to	 4000	cm-1 	in	 wavenumber.	 Absorption	 bands	 in	 the	 NIR	 region	 are	
usually	 classified	 as	 overtone	 or	 combination	 bands	 as	 depicted	 in	 Figure	 7.	 A	
fundamental	 vibration	 occurs	 when	 the	 molecule	 is	 excited	 from	 the	 ground	
state	by	1	quantum	(v	=	0	 to	v	=	1).	An	overtone	occurs	when	 the	molecule	 is	
excited	by	a	quantum	level	greater	than	1	(the	first	overtone	is	v	=	0	to	v	=	2	and	
the	 second	 overtone	 is	 v	 =	 0	 to	 v	 =	 3).	 A	 hot	 band	 transition	 consists	 of	
movements	from	level	1	to	higher	vibrational	levels	(v	=	1	to	v	=	2).[161]	

	

	
Figure 7 Vibrational levels and the types of transitions.   
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The	absorption	 features	of	H2O	in	 the	NIR	region	are	shown	in	Figure	8.	
The	TDL	used	 in	 the	 thesis	 is	 shown	as	well,	 depicting	 the	use	of	 combination	
band	 (v1 	+	v3 ).[162].	 Although	 having	 the	 appearance	 of	 thin	 lines,	 these	
absorption	 features	are	not	 truly	monochromatic	 (single	wavelength)	but	exist	
as	 broad	peaks.	 The	 factors	 that	 influence	 peak	 broadening	 include	 its	 natural	
line	width,	Doppler	and	pressure	broadening.		
	

	
Figure 8 NIR line list for H2O at room temperature with the lasers utilised in research shown. 
Based on HITRAN 2012 line list obtained from www.spectralcalc.com. 

3.2.1 Line	broadening	
	

The	 characteristic	 of	 the	 peak	 is	 shown	 in	 Figure	 9	 (a),	 where	 the	
maximum	 intensity	 𝐼! 	will	 be	 located	 at	 central	 wavelength	  𝑣! .	 Two	 half	
maximum	 intensity	 !!

!
,	 are	 located	 at   𝑣! 	and	  𝑣! 	respectively.	 The	 distance	

between	  𝑣! 	and	  𝑣! 	is	 termed	 Full	 Width	 at	 Half	 Maximum	 (FWHM).	 The	
locations	of	the	line	kernel	and	wings	are	also	depicted	in	Figure	9(a),	where	the	
peak	centre	at	𝑣!	is	called	the	line	kernel	and	the	wings	of	the	peak	are	located	to	
the	left	of	𝑣!	and	the	right	of	𝑣!.			

Unlike	 Equation	 1	 where	𝐸!	and	𝐸!	are	 exact,	 due	 to	 the	 Heisenberg’s	
uncertainty	principle	shown	in	Equation	2	and	depicted	in	Figure	9	(b),	it	is	more	
realistic	 for	𝐸!	and	𝐸!	to	 correspond	 more	 closely	 to	∆𝐸!and	∆𝐸!.[161],	 [163],	
[164]	

	 	

	 ∆E! =
ℏ
∆t 

 
Equation 
2 

	
	 Where:	 ℏ	 Reduced	Planck’s	constant	( !

!!
)	 	

	 	 ∆t		 	 Time	in	energy	state	 	
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The	natural	 line	width	is	built	on	the	model	of	the	damped	oscillation	of	
an	 excited	 atomic	 electron.	 As	 the	 amplitude	 of	 the	 electron’s	 oscillation	
decreases	 gradually,	 the	 frequency	 of	 the	 emitted	 radiation	 is	 no	 longer	 sharp	
compared	to	a	constant	oscillation	electron.		

	

	
Figure 9 (a) The characteristics of an absorbent peak (b) The uncertainty principle is depicted in 
the shaded area of ∆𝑬𝟏and ∆𝑬𝟐.  

The	 Fourier	 transform	 of	 the	 dampening	 oscillation	 profile	 shown	 in	
Figure	10	(a)	produces	the	frequency	distribution	profile	in	Figure	10	(b),	which	
is	 also	 known	 as	 the	 normalized	 Lorentzian	 profile	 and	 could	 be	 expressed	 in	
Equation	3.	The	normalised	line	shape	function	is	normalised	such	that	the	area	
that	is	integrated	over	the	range	of	wavelength	is	unity	(equal	to	1).	[165]	
	

	

	
Figure 10 (a) The damped oscillation profile, where X0 is the initial amplitude, decreasing as 
time (t) is increased (b) The normalised frequency distribution profile of the damped oscillation 
after being Fourier transformed.  g is the damping constant w0 while is the frequency no 
damping. 
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	 y = y! +
2A
π

w
4(𝑣 − 𝑣!)! +w! 

 
Equation 
3 

 

	 Where:	 y!	 Offset	 	
	 	 A		 	 Area	under	the	peak	 	
	 	 𝑤	 FWHM	 	
	 	 𝑣!	 	 Peak	centre	 	

	
Molecules	or	atoms	colliding	with	each	other	cause	collision	or	pressure	

broadening.	 These	 collisions	 cause	 deformations	 in	 the	 outer	 electron	 shells	
creating	 a	 broadening	 effect.	 Increasing	 the	 pressure	 shortens	 the	 distance	 in	
between	molecules,	increasing	the	rate	of	collisions.	These	collisions	shorten	the	
lifetime	 the	 molecules	 spend	 in	 the	 upper	 energy	 state,	 thus	 causing	 line	
broadening.	 Collisions	 between	 the	 same	 species,	 water	 molecules	 in	 this	
context,	is	termed	self-broadening.	When	collisions	occurs	with	different	species,	
then	it	causes	foreign-broadening.		Pressure	broadening	can	also	be	described	by	
a	Lorentzian	profile.		

Another	broadening	effect	on	gases	is	Doppler	broadening.	This	is	caused	
by	thermal	motion	of	the	absorbing	molecules,	shifting	the	central	frequency	of	
the	 molecular	 emission	 with	 an	 additional	 element	 of	 velocity.	 Doppler	
broadening	 as	 depicted	 in	 Equation	 4	 can	 often	 be	 expressed	 as	 the	 Gaussian	
function	shown	in	Figure	11.[165]	

	

	 y = y! +
Ae−4𝑙𝑛 (2)(𝑣 − 𝑣!)!

w!

w π
4𝑙𝑛 (2)

 
 
Equation 
4 

	

	
Figure 11 The comparison of the Lorentzian line profile with the Gaussian line profile.  
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However,	 there	 are	 certain	 situations	 where	 a	 convolution	 of	 the	
Lorentzian	 and	 Gaussian	 profile	 yields	 a	 more	 accurate	 peak	 fitting.	 This	
convolution	of	 two	profiles	 is	called	 the	Voigt	profile.	However,	a	pseudo-Voigt	
function,	which	is	a	close	approximation	to	a	Voigt	function,	shown	in	Equation	5	
can	be	used.	The	addition	of	one	more	fitting	parameter	𝑚!	is	the	profile	shape	
factor	and	ranges	from	0	to	1.	This	is	useful	in	situations	where	the	peak	shape	
changes	from	Lorentzian	to	Gaussian	with	time	due	to	pressure	change.[165]	
	

	
y = y! + A m!

2
π

w
4(𝑣 − 𝑣!)! +w!

+ (1−m!)
4ln2
πw

e!
!"#$
!! (!!!!)!   

 
Equation 
5 

	

3.2.2 Beer-Lambert	Law	and	Two-line	thermometry		
	
The	 principle	 of	 absorption	 spectroscopy	 involves	 sending	 a	 beam	 of	

radiation	 from	 a	 source	 through	 a	 cell	 containing	 the	 absorbing	 medium	 and	
onto	 a	 detector	 as	 shown	 in	 Figure	 12.	 The	 Beer-Lambert	 law	 for	 weak	
absorptions	can	be	applied	for	the	measurements	of	water	vapour	in	this	thesis	
and	expressed	in	Equation	6.[93]		

	
	

	
Figure 12 The depiction of absorption process with a sample cell of length 𝑳. 

	

	 𝐼! 𝑣 = 𝐼! 𝑣  𝑒𝑥𝑝 (−𝑆 𝑇 𝑔(𝑣 − 𝑣!)𝑁𝐿) 
 
Equation 
6 

	
	 Where:	 𝐼! 𝑣 , 𝐼! 𝑣  	 Incident	intensity,	transmitted	intensity	

at	wavenumber	 𝑣 	
	

	 	 𝑆(𝑇)			 	 Line	strength	at	temperature	𝑇			
(cm!!/molecules	cm!!)		

	

	 	 𝑇	 	 Temperature	(K)	 	
	 	 𝑔(𝑣 − 𝑣!)	 Normalised	line	shape	function	(cm)	 	
	 	 𝑁	 Number	density	(molecules	cm!!)	 	
	 	 𝐿	 Absorption	path	length	(cm)	 	
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Under	 the	 conditions	 of	 uniform	 distributions	 of	 temperature	 and	
concentration,	 the	number	density	of	 the	absorber	could	be	extracted	 from	the	
integrated	absorbance	using	Equation	7.		

	

	 𝐴 = 𝑙𝑛 
𝐼! 𝑣
𝐼! 𝑣 !

𝑑𝑣
!

!!
= 𝑁𝑆 𝑇 𝐿 𝑔(𝑣 − 𝑣!)𝑑𝑣

!

!!
 

 
Equation 
7 

	
	 Where:	 𝐴	 Integrated	absorbance	or	area	under	

the	absorption	peak	
	

	
The	line	strength	Equation	7	could	be	derived	by	considering	a	two-level	

energy	system	with	a	lower	level	(𝑙)	and	an	upper	level	(𝑢)	shown	in	Equation	8.	
[82],	[93][166],	[167]		

	

	 𝑆!" =
8𝜋!

3ℎ𝑐 𝑣!"
𝑛!
𝑛!
× 1−

𝑔!𝑛!
𝑔!𝑛!

×
1
𝑔!
|𝑢!"|!  

 
Equation 
8 

	
	 Where:	 𝑆!"		 Line	strength	of	normalised	transition	

from	lower	to	upper	energy	level	
	

	 	 𝑛! 			 Number	density	in	lower	state	 	
	 	 𝑛!	 	 Number	density	in	upper	state	 	
	 	 𝑛!		 Total	Number	density	 	
	 	 𝑔! 	 Statistical	weight	in	lower	state	 	
	 	 𝑔!	 Statistical	weight	in	upper	state	 	
	 	 |𝑢!"|	 Transition	dipole	moment		 	
	 	 𝑣!"	 Frequency	of	transition	(cm-1)		 	
	

The	 line	 strength	 is	 also	 known	 as	 the	 transition	 probability,	 which	 is	
dependent	on	the	population	difference	between	the	lower	and	upper	level.		The	
Boltzmann	 distribution	 of	 states	 shown	 in	 Equation	 9	 is	 used	 to	 describe	 the	
temperature	dependency	of	the	population	distribution	of	the	molecules	in	their	
allowed	 quantum	 states	 and	 can	 be	 substituted	 into	 Equation	 8	 at	 thermal	
equilibrium	at	temperature	𝑇.[82],	[93][166],	[167]	

	

	 𝑛!
𝑛!
=
𝑔!exp −𝐸!𝑘𝑇

𝑄(𝑇)  

 
Equation 
9 

	
	 Where:	 𝑇		 Temperature	(K)	 	
	 	 𝑘			 Boltzmann’s	constant	 	
	 	 𝐸! 	 	 Energy	of	lower	state	 	
	 	 𝑄(𝑇)		 Total	 internal	 partition	 function	 with	

respect	to	temperature	
	

	
The	line	strength	is	temperature	dependent	because	the	Boltzmann	factor	

is	 temperature	 dependent.	 The	 temperature	 is	 the	 factor	 that	 controls	 the	
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amount	 of	 energy	 the	 particles	 have	 to	 cross	 the	 activation	 energy	 barrier.	 As	
HITRAN	uses	a	reference	temperature	of	296	K,	the	line	strength	𝑆 (𝑇)	needs	to	
be	adjusted	with	respect	to	the	line	strength	at	the	reference	temperature.	This	is	
shown	in	Equation	10.[82],	[93],	[166],	[167]	
	

	
𝑆 𝑇 = 𝑆 𝑇!

𝑄(𝑇!)
𝑄 𝑇

𝑇!
𝑇 𝑒𝑥𝑝 −

ℎ𝑐𝐸"

𝑘
1
𝑇 −

1
𝑇!

× 1− 𝑒𝑥𝑝 −
ℎ𝑐𝑣!
𝑘𝑇  

× 1− 𝑒𝑥𝑝 −
ℎ𝑐𝑣!
𝑘𝑇!

!!

 

 
Equation 
10 

	
	 Where:	 𝑆(𝑇!)		 Line	strength	at	reference	temperature	

at	(cm!!/molecules	cm!!)	
	

	 	 𝑄(𝑇)		 Partition	function	of	the	absorbing	
molecules	at	temperature	(K)	

	

	 	 𝑄(𝑇!)	 	 Partition	function	of	the	absorbing	
molecules	at	reference	temperature	(K)	

	

	 	 𝐸!"	 Lower-state	energy	of	 the	 transmission	
(cm!!)	

	

	 	 𝑘	 Boltzmann’s	constant	(J	K!!)	 	
	
	 The	total	internal	partition	function	shown	in	Equation	9	and	Equation	10	
is	given	by	the	sum	of	all	states,	like	electronic,	vibrational	and	rotational	shown	
in		Equation	13.	[168]–[170]	
	

	 𝑄 =  𝑑! 𝑑!𝑒𝑥𝑝!!!!!/!"
!"" !"#"$!

  Equation 
11 

	 Where:	 𝑑! 		 State-independent	degeneracy	factor	 	
	 	 𝑑!		 State-dependent	degeneracy	factor	 	
	 	 𝐸!	 	 Energy	of	state		 	
	 	
	 For	 convenience,	 calculated	 partition	 functions	 have	 been	 organised	 for	
convenient	rapid	recall	in	the	form	of	a	third	order	polynomial	expression	in	𝑇	as	
shown	in	Equation	12.[168]	

	

	 𝑄 𝑇 =  𝑎 + 𝑏𝑇 + 𝑐𝑇! + 𝑑𝑇! 
 Equation 
12 

	
	 Where:	 𝑎, 𝑏, 𝑐,𝑑		 Polynomial	coefficients	of	partition	

function	within	a	given	temperature	
range	

	

	
The	partition	function	shown	in	Equation	12	utilises	the	low	and	medium	

temperature	range	coefficients	shown	in	Table	2	for	H!!"O.	The	temperature	for	
low	ranges	from	70	K	–	500	K	and	medium	ranges	from	500	K	to	1500	K.	[168]	
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Table 2 The coefficients for the partition function of 𝐇𝟐
𝟏𝟔𝐎. (Low and medium temperature 

range). [168] 

 a b c d 
Low -4.44 0.27678 1.25 × 10!! 4.89 × 10!! 
Medium -9.43 0.81903 7.40 × 10!! 4.24 × 10!! 

	
The	 temperature	 must	 be	 known	 before	 the	 line	 strength	 can	 be	

calculated	from	Equation	10.	In	the	absence	of	temperature	measurements	from	
conventional	 instrumentations	 like	 thermocouples,	 the	 average	 temperature	
across	 the	 absorption	 path	 length	 could	 still	 be	 calculated	 using	 the	 two-line	
thermometry	 technique.	 Two-line	 thermometry	 can	 be	 used	 to	 find	 the	 path-
averaged	 temperature	 of	 the	 gas	 cell	 if	 two	 transitions	 are	 monitored	
simultaneously	under	the	same	mole	fraction,	pressure	and	path	length.		

For	the	two-line	thermometry	technique	to	work,	at	least	two	transitions	
are	 required	 within	 a	 singular	 measurement.	 The	 two-line	 thermometry	
measures	 two	 transitions	 simultaneously	 under	 the	 same	 pressure,	 mole	
fraction,	 path	 length	 and	 temperature.	 The	 temperature	 can	 be	 recovered	 by	
finding	 the	 ratio	 of	 the	 two	 integrated	 absorbance	 of	 two	 transitions.	 From		
Equation	13,	the	ratio	of	both	𝐴!	and	𝐴!	can	be	reduced	to	the	ratio	of	𝑆! and	𝑆!	
as	 a	 function	 of	 a	 specific	 temperature.	 By	 rearranging	 	 Equation	 13,	 the	
temperature	could	be	recovered	using	Equation	14.[82],	[93]			
	

	 𝑅 =
𝐴!
𝐴!

=
𝑆!(𝑇)
𝑆!(𝑇)

=
𝑆!(𝑇!)
𝑆!(𝑇!)

×𝑒𝑥𝑝 −
ℎ𝑐
𝑘 (𝐸!

" − 𝐸!")
1
𝑇 −

1
𝑇!

 
  
Equation 
13 

	
	 Where:	 𝑅		 Ratio	of	integrated	absorbance	 	
	

	 𝑇 =
ℎ𝑐
𝑘 (𝐸!" − 𝐸!")

𝑙𝑛 𝐴!
𝐴!

+ 𝑙𝑛 𝑆!(𝑇!)
𝑆!(𝑇!)

+ ℎ𝑐
𝑘

𝐸!" − 𝐸!"
𝑇!

 
 
Equation 
14 

	
The	number	density	can	then	be	determined	from	the	Beer-Lambert	Law	

in	Equation	7	after	the	temperature	is	recovered	using	the	two-line	thermometry	
technique.	

3.2.3 Line	selection	process	
	

There	 are	 several	 criteria	 to	 aid	 consideration	 of	 water	 spectral	 line	
selection.	 [82],	 [171],	 [172]	 The	 first	 criterion	 to	 consider	 is	 to	 decide	 which	
spectral	region	to	 target	 for	 the	absorption	of	water	molecules.	To	 fully	exploit	
the	TDL	technology	due	to	telecommunication	advancement,	the	spectral	region	
chosen	would	 have	 to	 be	within	 the	 region	 telecommunication	 of	 1.25	 to	 1.65	
𝜇m.	This	region	possesses	a	range	of	absorption	bands,	namely	the	𝑣! + 𝑣!,	2𝑣!	
and	2𝑣!.The	 spectrum	 closer	 to	 1.3 𝜇m	 is	 dominated	 by	 the	2𝑣!	band	 overtone	
transitions.	 As	 it	 moves	 higher	 than	 1.35	𝜇m,	 the	 stronger	 combination	 band	
transition	 of	𝑣! + 𝑣! 	holds	 more	 influence.[24],	 [82],	 [173][174]	 By	 working	
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within	this	spectral	region,	it	ensures	a	wide	selection	of	diode	lasers	and	single	
mode	optical	fibres.	

The	second	criterion	is	that	the	absorption	strength	of	the	selected	lines	
must	 also	 enable	 a	 good	 signal-to-	 noise	 ratio	 of	 absorption	 spectra	 without	
being	optically	thick.	The	range	used	by	Liu	et	al	was	that	the	absorbance	must	
be	within	0.9	to	1.[174]	

The	 third	 criterion	 involves	 the	use	of	 absorption	 spectra	 to	be	 isolated	
enough	 from	 nearby	 strong	H!O	and	CO!	features	 to	 prevent	 interference	 and	
identity	uncertainty	during	analysis.		

The	 fourth	 criterion	 involves	 selecting	 line	 pairs	 with	 sufficient	
temperature	 sensitivity	 between	 their	 ratios	 to	 enable	 sensitive	 temperature	
measurements.	 A	 recommendation	 from	 Zhou	 et	 al	 [172]	 suggested	 that	 the	
difference	of	 the	 lower	state	energy	of	 the	two	lines	were	to	be	more	than	700	
cm-1	as	shown	in	Equation	15.	

	

	 |𝛥𝐸!"| = 𝐸!" − 𝐸!" ≥ 700𝑐𝑚!! 
 
Equation 
15 

	

3.3 Unit	conversions	
	
The	concentration	shown	in	Equation	16	could	be	derived	with	the	use	of	

Avogadro’s	constant	and	rearranging	Equation	7.	
	

	 𝐶 =
𝐴

𝑆 𝑇 ∙ 𝐿 ∙ 𝑁!
 

 
Equation 
16 

	
	 Where:	 𝐶		 Concentration	(mol	cm!!)	 	
	 	 𝑁!	 Avogadro’s	constant		

(6.022	×	1023	molecules	mol!!)		
	

	
Percentage	relative	humidity	is	the	preferred	unit	of	measurement	for	the	

concentration	of	water	vapour	 in	 the	MICC.	To	 calculate	 this,	 the	 ideal	 gas	 law	
shown	in	Equation	17,	is	used	to	first	determine	the	total	number	density	of	all	
molecules	in	the	chamber.	The	environmental	conditions	are	considered	to	obey	
the	 ideal	 gas	 law,	 where	 the	 assumptions	 are	 that	 the	 kinetic	 energy	 of	 the	
molecules	are	proportionate	to	the	temperature	of	the	gas	and	that	there	are	no	
intermolecular	forces	acting	between	the	gas	molecules.	[175]		
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	 𝑃𝑉 = 𝑛𝑅𝑇 
 
Equation 
17 

	
	 Where:	 𝑃		 Pressure		 	
	 	 𝑉	 Volume		 	
	 	 𝑛	 Moles		 	
	 	 𝑅	 Ideal	gas	constant		

(8.314	m!	Pa	K!!mole!!)	
	

	 	 𝑇	 Temperature		 	
	
	 The	percentage	relative	humidity	could	be	calculated	by	multiplying	 the	
partial	 pressure	with	 the	 calculated	 saturation	 pressure	 as	 shown	 in	 Equation	
18.	
	

	 𝑅𝐻 =
𝑝!!!
𝑝!"# 𝑇

×100% 
 
Equation 
18 

	
	 Where:	 𝑅𝐻	 Relative	humidity	(%)	 	
	 	 𝑝!!!	 Partial	pressure	of	water	(hPa)	 	
	 	 𝑝!"#	 Saturation	pressure	(hPa)	 	

The	 saturation	 pressure	 could	 be	 calculated	 using	 the	 Arden	 Buck	
equation,	which	is	an	empirical	correlation	between	saturation	vapour	pressures	
for	moist	air	as	shown	in	Equation	19.	The	partial	pressure	could	be	calculated	
using	the	Dalton’s	law,	which	states	that	the	total	pressure	is	the	summation	of	
all	 the	 partial	 pressures	 of	 its	 individual	 species	 in	 the	 system,	 shown	 in	
Equation	20.[176],	[177]	
	

	 𝑝!"# 𝑇 = 6.1121exp 18.678−
𝑇

234.5
𝑇

257.14+ 𝑇  
 
Equation 
19 

	

	 𝑝!!! =
𝑁!"#$%
𝑁!"!#$

×𝑝!"#$% 
 
Equation 
20 

	
	 Where:	 𝑁!"#$% 	 Number	density	of	water	

(molecules cm!!)	
	

	 	 𝑁!"# 	 Number	density	of	air	
(molecules	cm!!)	

	

	 	 𝑝!"#$% 	 Total	pressure	(hPa)	 	
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Converting	 the	 concentration	 to	 parts	 per	 million	 (ppm)	 could	 also	 be	
performed	using	the	ratio	of	partial	pressure	to	Equation	21.		

	

	 𝐶!!" =
𝑝!!!
𝑝!"#$%

×10! 
 
Equation 
21 

	
	 Where:	 𝐶!!"	 Concentration	(ppm)	 	

	

3.4 Tomographic	algorithm		
	
The	 discussion	 so	 far	 assumes	 that	 the	 temperature,	 concentration	 and	

pressure	 of	 the	 absorption	 path	 are	 uniform.	 In	 the	 scenario	where	 there	 is	 a	
varying	 temperature	 and	 species	 concentration	 across	 the	 absorption	 path,	
tomography	can	be	used	to	detect	the	variation	in	parameters,	not	just	across	the	
absorption	path,	but	across	the	2D	spatial	distribution	as	well.		

Tomography	involves	dividing	the	two-dimensional	(2D)	optical	plane	of	
measurement	 into	 a	 grid	 of	 cells.	 The	 cells	 of	 the	 grid	 will	 be	 individually	
allocated	 an	 𝑥,𝑦  coordinate.	 There	 are	 various	 methods	 of	 employing	
tomographic	 techniques,	 typically	 chosen	 based	 on	 equipment	 architecture	
layout	 and	 resources	 and	 which	 projection	 geometry	 best	 complements	 the	
physical	 layouts.	 Examples	 of	 common	 reconstruction	 algorithms	 are	 Filtered	
Back	Projection	(FBP),	Fourier	Slice	Theorem	and	the	Algebraic	Reconstruction	
Tomography	(ART).	

The	reconstructions	used	in	this	thesis	focus	on	the	reconstruction	of	the	
integrated	 absorbance	of	water.	The	 reconstructed	 image	will	 be	 comprised	of	
grid	 cells	or	pixels,	 and	 the	assumption	used	 is	 that	 the	 temperature,	pressure	
and	concentration	of	water	are	uniform	in	each	cell/pixel.		

3.4.1 Filtered	Back	Projection	(FBP)	
	
Firstly	a	definition	of	terminology	is	required.	A	singular	beam	from	laser	

source	 to	detector	across	 the	optical	plane	 is	 a	 line	 integral.	This	optical	plane	
where	the	measured	objects	are	located	is	termed	the	space	domain	and	is	a	two-
dimensional	 function	𝑓 (𝑥,𝑦).	 The	 rays	 or	 line	 integrals	 show	 in	 Figure	 13	 are	
defined	by	its	unique	equation	based	on	the	angle	(𝜃)	in	relation	to	the	object	of	
measure	as	well	as	its	coordinates	as	shown	in	Equation	22.	These	line	integrals	
are	also	represented	as	functions	of	(𝜃, 𝑡).[110]	

	

𝑥 𝑐𝑜𝑠𝜃 + 𝑦 𝑠𝑖𝑛𝜃 = 𝑡	
Equation 
22 

	
Typically,	FBP	works	by	emitting	a	set	amount	of	laser	beams	in	a	parallel	

fashion	 at	 an	 arbitrary	𝜃! 	and	 repeating	 the	 same	 process	 at	𝜃!!!	and	 so	 on.	 A	
combination	of	laser	rays	or	line	integrals	from	𝑡!	to	𝑡!	at	a	set	angle	𝜃! 	will	form	
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a	 singular	 parallel	 projection	 represented	 by	𝑃!(𝑡)	in	 Figure	 13,	where	𝑡	is	 the	
location	of	the	line	integral	along	an	arbitrary	line	on	𝜃.[110]	

	

	
Figure 13 Example of object in 2D function (x, y) with individual line integrals forming a Radon 
Transform. 

The	 function	𝑃!(𝑡),	also	known	as	 the	Radon	transform	of	 the	measured	
optical	plane	𝑓 (𝑥,𝑦)	can	be	expressed	in	Equation	23	and	Equation	24,	where	𝑠	
is	the	intensity	of	the	line	integral.[110]	

	

𝑃!(𝑡) = 𝑓 𝑥,𝑦  𝑑𝑠
 

!,! !"#$
	

Equation 
23 

	

𝑃!(𝑡) = 𝑓 𝑥,𝑦 𝛿 𝑥 𝑐𝑜𝑠𝜃 + 𝑦 𝑠𝑖𝑛𝜃 − 𝑡 𝑑𝑥 𝑑𝑦
!

!!

!

!!
	

Equation 
24 

	
Typically	 at	 this	 point,	 an	 impulse	 function	 filter	 is	 multiplied	 to	 the	

individual	 radon	 transforms	 and	 back-smeared	 onto	 the	 image	 via	 their	
respective	 projection	 angle.	 The	 filter	 is	 used	 to	 counteract	 the	 blurring	 that	
occurs	from	back	‘smearing’	of	the	data	back	into	the	image.[110]	

It	is	worth	noting	at	this	point	that	the	Abel	transform	is	also	commonly	
used	 to	 study	 combustion.	 The	Abel	 transform	 is	 actually	 a	 special	 case	 of	 the	
Radon	 transform,	which	 is	used	when	 the	 interference	 is	symmetrical	 in	shape	
and	 that	 the	 line-of-sight	 integrals	 are	 all	 at	 the	 same	angle.	However	 in	many	
industrial	applications,	this	is	rarely	the	case	and	therefore	the	Radon	transform	
is	used	and	all	the	experiments	conducted	in	this	research	feature	asymmetrical	
heating/combustion	configurations.	[178]	
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3.4.2 Fourier	Slice	Theorem	
	

Figure	14	depicts	the	use	of	the	Fourier	Slice	Theorem	(FST)	to	transform	
information	 from	 the	 space	 domain	 into	 the	 frequency	 domain.	 The	 FST	 is	
executed	by	performing	a	1D	Fourier	Transform	of	a	parallel	projection	and	by	
allocating	it	to	a	2D	Fourier	transform	of	the	original	optical	plane	measurement	
area.	A	standard	way	of	depicting	a	2D	transform	of	any	object,	 	𝐹,	 is	shown	in	
Equation	25,	where	u and v	are	the	axes	in	the	frequency	domain.	[110]	
	

𝐹 (𝑢, 𝑣) = 𝑓 𝑥,𝑦 𝑒!!!!(!"!!")𝑑𝑥 𝑑𝑦
!

!!

!

!!
	

Equation 
25 

	
	

	
Figure 14 The translation of projection slices from the space domain to the frequency domain 
Fourier slices via Fourier Transform. 
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So	 the	Fourier	 transform	 for	a	projection	𝑃!(𝑡)	at	 an	angle 𝜃	is	Equation	
26.	

	

𝑆!(𝑤) = 𝑃!(𝑡)𝑒!!!!"#𝑑𝑡
!

!!
	

Equation 
26 

	
In	 reference	 to	Equation	23,	𝑓 𝑥,𝑦 	could	 also	be	 expressed	 as	𝑓 𝑡, 𝑠 	as	

shown	from	their	relation	in	Equation	27	and	Equation	26	could	be	rewritten	as	
Equation	28.	[110]	

	
𝑡
𝑠 =  𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃
𝑥
𝑦 	

Equation 
27 

	

𝑆!(𝑤) = 𝑓 𝑡, 𝑠  𝑑𝑠 𝑒!!!!"#𝑑𝑡
!

!!
	

Equation 
28 

	
The	 2D	 transform	 shown	 in	 Equation	 29	 could	 be	 achieved	 by	

transforming	Equation	28	using	Equation	27.	
	

𝑆!(𝑤) = 𝑓 𝑥,𝑦 𝑒!!!!"(! !"#$!! !"#$)𝑑𝑥 𝑑𝑦
!

!!

!

!!
	

Equation 
29 

	

3.4.2.1 Computer implementation 
	
The	 Fourier	 transform	 could	 be	 implemented	 by	 a	 FFT	 (Fast	 Fourier	

transform)	 function,	 by	 band-limiting	 the	 Fourier	 transformed	 slices.	 A	
bandlimited	Fourier	transform	assumes	components	over	a	certain	frequency	to	
be	negligible	(zero)	and	suitable	for	a	FFT	algorithm	to	be	a	good	approximate	to	
the	Fourier	transform	in	Equation	29.	[110]	

Filters	 are	 used	 to	 supress	 the	 high	 frequencies,	 which	 tend	 to	 be	
observation	noises.	These	filters	are	usually	convoluted	to	the	projection	slices,	
either	in	the	spatial	domain	or	in	the	frequency	domain.	[110]	

Zero	padding	consists	of	adding	a	trail	of	zeros	to	the	projection	slices	and	
this	 will	 decreases	 the	 step	 size/	 cell	 size	 of	 the	 data	 points	 in	 the	 Fourier	
domain.	Adequate	zero	padding	reduces	the	overall	formation	of	artifacts	caused	
by	 interperiod	 interference	present	 in	 the	 reconstruction	 images	by	producing	
smoother	individual	spectrums.[110]	

3.4.3 Algebraic	Reconstruction	Technique	(ART)	
	
ART	 is	 usually	 best	 implemented	 where	 the	 projections	 are	 not	 evenly	

distributed	over 180°	or	360 °	or	it	 is	not	physically	possible	to	measure	a	large	
number	 of	 projections.	 Similar	 work	 was	 based	 on	 fan	 beam	 projection	 using	
Algebraic	 Reconstruction	 Tomography	 (ART)[93]	 and	 was	 chosen	 because	 it	
suited	that	particular	equipment	architecture	as	it	only	had	one	laser	source	and	
detector,	 which	made	 acquiring	 large	 volumes	 of	 projections	 time	 consuming.	
[110]		
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ART	 is	 achieved	 by	 first	 superimposing	 a	 grid	 on	 the	 image	𝑓 (𝑥,𝑦)	as	
depicted	 in	 Figure	 15,	 where	 each	 cell	 in	 the	 grid	 are	 assumed	 uniform	 in	
pressure,	temperature	and	concentration.	The	projection	(𝑝!),	that	is	transmitted	
across	 the	 image	 is	 given	 a	 set	 width,	 and	 a	 single	 projection	 is	 expressed	 in	
Equation	 30.	 The	 ratio	 of	 area	within	 each	 cell	 that	 is	 exposed	 to	 the	 passing	
projection	is	given	by	𝑤!" ,	which	is	depicted	as	the	purple	rectangle	within	points	
ABCD	shown	in	Figure	15.	Each	cell	is	the	accumulation	of	the	total	impact	each	
projection	have	on	it,	where	the	impact	of	a	projection	not	touching	the	cell	is	0.	
The	value	of	 each	 cell,	𝑓! 	can	 then	be	 calculated	via	 iteration	with	Equation	31.	
[110]	 A	 threshold	 value	 is	 typically	 used	 between	 the	 latest	 and	 previous	
iteration	to	stop	the	iteration	process,	which	in	this	thesis	is	set	at	1%	[93].			

	
Figure 15 Superimposed grid over object, with the ratio of cell exposed to passing projection 
located within points ABCD. 

	

𝑝! = 𝑤!"×𝑓!   
!

!!!

  ,       𝑖 = 1, 2,… ,𝑀   	
Equation 
30 

	
	 Where:	 𝑝! 		 𝑖!!	Projection	 	
	 	 𝑁	 Total	number	of	cells		 	
	 	 𝑤!" 	 Ratio	of	cell	𝑗	exposed	to	the	projection	

𝑖	
	

	 	 𝑓! 	 Constant	value	inside	the	cell	𝑗	 	
	 	 𝑀	 Total	number	of	projections		 	
	
	

𝑓!
(!!!) =  𝑓!

(!) + 𝜆×𝑤!"×
𝑝! − 𝑓!

(!)×𝑤!"!
!!!

𝑓!
(!)×𝑤!"!!

!!!
	

Equation 
31 

	
	 Where:	 𝜆		 Relaxation	parameter	 	
	 	 𝑘	 Iteration	step	number		 	
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3.5 Key	equipment	theory	

3.5.1 Distributed	feedback	(DFB)	diode	semiconductor	laser	
	
A	typical	laser	consists	of	three	main	components,	the	active	medium,	the	

energy	pump	and	the	optical	resonator.	The	active	medium	is	used	to	amplify	the	
incident	electromagnetic	wave.	The	energy	pump	is	used	to	deliver	energy	into	
the	 active	 medium	 for	 populating	 energy	 levels	 until	 population	 inversion	
occurs.	

	Population	 inversion	 can	 occur	 when	 a	 deviation	 from	 thermal	
equilibrium	occurs.	A	 typical	 lower	 level	always	has	a	 larger	population	 than	a	
higher	level	in	thermal	equilibrium	state	and	no	accumulation	may	occur	in	this	
state	as	shown	in	Figure	16	(a).	A	population	inversion	occurs	when	the	higher	
level	contains	a	higher	population	than	the	lower	level	as	shown	in	Figure	16	(b).	

	
Figure 16  (a) The population distribution for energy levels at thermal equilibrium (b) 
Population inversion occurs at higher level 

A	semiconductor	laser	consists	of	two	terminals,	p	and	n,	with	a	junction	
between	 the	 two	 terminals.	 The	 n-type	 (n-terminal),	 also	 known	 as	 the	
conduction	 band,	 is	 usually	 doped	 with	 impurities	 such	 as	 phosphorous	 to	
increase	 the	 conductivity	 of	 the	 semiconductor.	 The	 p-type	 (p-terminal),	 also	
known	as	 the	valence	band,	 is	doped	with	 impurities	 such	as	gallium	 to	create	
deficiencies	 of	 valence	 electrons	 or	 holes	 for	 recombination.	 This	 is	 shown	 in	
shown	in	Figure	17	(a).	

	
Figure 17 (a) The bandgap between the semiconductor terminals. The conduction band or the n-
type, contributes the free electrons while the valence band, the p-type, contains valence electrons 
or the holes for recombination. (b) The layout of the semiconductor diode laser (c) Depiction of 
stimulated emission in the active layer. 
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When	the	n	terminal	has	a	negative	voltage	and	the	p	terminal	a	positive	
voltage,	 a	 forward	 direction	 electric	 current	 is	 sent	 through	 the	 p-n	 terminals	
causing	the	electrons	and	holes	within	the	p-n	junction	to	recombine.	This	is	also	
termed	forward	biasing.	This	recombination	process	emits	energy	in	the	form	of	
electromagnetic	 radiation	 as	 shown	 in	 Figure	 17	 (b)	 and	 Figure	 17	 (c).	 The	
energy	 difference	 or	 bandgap	 between	 the	 energy	 levels	 of	 the	 electrons	 and	
holes	 produces	 light	 of	 a	 specific	 wavelength.	 This	 is	 dependent	 on	 the	
composition	of	the	semiconductor	material.		

The	 standard	 binary	 compounds	 are	 GaAs	 and	 InP,	 which	 have	 a	 fixed	
bandgap	 and	 therefore	 emitted	 wavelength.	 However,	 adding	 additional	
elements	 changes	 the	 lattice	 constant	 and	 bandgap,	 thus	 changing	 the	 emitted	
wavelength.	InGaAsP	diodes	were	used	in	this	research,	which	are	typically	used	
for	telecommunications.	The	forward	electric	current	must	first	be	higher	than	a	
certain	 threshold	 current	 before	 emission	 of	 radiation	 occurs.	 The	 type	 of	
semiconductor	 diode	 determines	 this	 current	 threshold.	 The	 electric	 current	
threshold	 is	 exceeded	 when	 the	 radiation	 filed	 in	 the	 p-n	 junction	 becomes	
intense	 enough	 for	 the	 induced-emission	 rate	 to	 exceed	 the	 radiation-less	
electron-to-hole	recombination	rate.		

A	 distributed	 feedback	 (DFB)	 laser	 utilises	 the	 Bragg	 grating	 shown	 in	
Figure	18	(a)	to	reduce	the	spectral	width	of	the	laser	and	allow	it	to	only	emit	
one	 mode	 or	 wavelength.	 This	 is	 shown	 in	Figure	 18	 (b),	 where	 the	 grating	
reflects	 portions	 of	 stimulated	 photons	 back	 to	 the	 active	 layer,	 thus	 the	
term	‘feedback’.	 The	 reflection	 occurs	 throughout	 the	 active	 medium,	 which	
gives	the	term	‘distributed’.	

	
Figure 18 (a) The layout of a DFB laser (b) The reflected portions of stimulated photons from the 
grating.  

3.5.2 Fibre	Optics	
	
Fibre	 optics	 are	 primarily	 used	 for	 telecommunication	 purposes	 as	

transmission	channels,	carrying	 light	beams	through	the	 fibre	via	 total	 internal	
reflection.	 An	 optical	 fibre	 consists	 of	 an	 inner	 central	 dielectric	 core	 of	 high	
refractive	 index,	n!,	 while	 being	 cladded	 by	 a	 secondary	 material	 of	 slightly	
lower	 refractive	 index,	n!	to	 allow	 light	 to	 be	 transmitted	 through	 the	 fibre	 as	
shown	in	Figure	19.	[179],	[180]	

	SiO!	is	commonly	used	for	both	core	and	cladding,	but	the	core	is	usually	
doped	with	a	secondary	component	 to	change	 its	 refractive	 index.	Examples	of	
oxides	 used	 to	 increase	 the	 refractive	 index	 are	 TiO!,	 GeO!	and	Al!O!.	 Light	
propagated	through	an	optical	fibre	suffers	from	mild	attenuation	due	to	minor	
losses	but	most	modern	fibres	have	improved	significantly,	with	as	low	as	20dB	
loss	per	km.	[179],	[180]	
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There	are	typically	two	kinds	of	optical	fibre,	single	mode	and	multi-mode	
fibres.	Single-mode	fibres	typically	consists	of	smaller	cores	of	9	𝜇𝑚,	with	lower	
attenuation	and	are	designed	for	single	transmission	of	wavelength.	Multimode	
fibres	on	the	other	hand	are	thicker	in	the	core	and	commercially	available	at	50	
𝜇𝑚	and	 62.5	𝜇𝑚.	 They	 support	 multiple	 wavelengths	 but	 suffer	 from	 higher	
attenuation	of	light.	The	claddings	are	usually	at	125	𝜇𝑚.	[179]–[181]	
	

	
Figure 19 Schematic of a fibre optic, with the core wrapped by the cladding. The light 
propagating through the core is shown in red.  

3.6 Chapter	summary	
	
The	chapter	summarises	the	relevant	theory	required	for	the	average	line	

of	sight	measurements	using	TDL.	The	tomography	algorithms	that	were	used	in	
this	thesis	have	also	been	discussed	to	calculate	the	varying	spatial	temperature	
and	concentration	distribution	of	water	vapour	in	the	optical	plane.	The	working	
principles	of	key	equipment	used	during	the	research	have	also	been	discussed.		
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 TUNABLE	 DIODE	 LASER	 (TDLAS)	 LINE	 OF	 SIGHT	4
(LOS)	MONITORING	IN	ICE	CLOUD	CHAMBER	

	

4.1 Chapter	overview	
	

In	this	chapter,	the	research	focuses	on	setting	up	a	TDLAS	system	in	the	
Manchester	 Ice	 Cloud	Chamber	 (MICC).	 There	 are	 3	 ice	 cloud	 chambers	 to	 the	
authors	knowledge,	 the	AIDA	chamber	 in	Karlsruhe,	Germany[182],	 the	MRI	 in	
Tsukuba,	Japan[183]	and	the	MICC	in	Manchester	UK.	The	use	of	TDLAS	systems	
as	 hygrometers	 has	 only	 been	 done	 so	 in	 AIDA	 but	 not	 below	 atmospheric	
pressures.	

	It	is	a	novel	idea	in	incorporating	a	TDLAS	tomography	system	for	2D,	3D	
or	temporal	imaging	for	an	ice	cloud	chamber	to	study	the	spatial	distribution	of	
water	 vapour	 concentration	 during	 cloud	 formations.	 However,	 before	 the	
tomography	 system	 is	 considered,	 a	 single	 line-of	 sight	 (LOS)	 TDLAS	 system	
needs	to	be	designed	to	test	its	diagnostic	capabilities	in	the	chamber.	The	design	
of	this	TDLAS	system	and	its	associated	programs	also	serves	as	a	starting	point	
for	future	tomography	work	detailed	in	this	thesis.		

The	 background	 and	 the	 reason	 for	 conducting	 the	 experiments	 at	 the	
MICC	is	introduced	in	Section	4.2.	Section	4.3	details	the	TDL	equipment	for	LOS	
monitoring,	as	well	as	the	associated	acquisition	and	fitting	programs,	that	were	
designed	and	written	by	the	author	to	be	retrofitted	onto	the	existing	MICC.		The	
results	 of	 TDLAS	 monitoring,	 together	 with	 calibrations	 and	 validations	 are	
discussed	in	Section	4.4.	Finally,	challenges	and	future	work	are	summarised	in	
Section	4.5.	

4.2 Background	on	supressed	Snomax	immersion	freezing		
	

One	 of	 the	 most	 devastating	 outcomes	 from	 climate	 change	 is	 the	
increased	 frequency	 of	 extreme	weather	 events.	 The	 Earth’s	 climate	 is	 largely	
determined	by	the	solar	radiation	entering	and	leaving	the	atmosphere.		

The	 radiation	 budget	 depicted	 in	 Figure	 20	 is	 seen	 as	 a	 balancing	 act	
between	the	incoming	shortwave	solar	radiation	from	the	sun	and	the	outgoing	
longwave	terrestrial	radiation	emitted	from	Earth	and	its	atmosphere.	A	tipping	
in	 either	 direction	 of	 the	 radiation	 budget	 would	 have	 a	 role	 in	 the	 overall	
climate	change.	 [184]	Over	 the	years,	 anthropogenic	activities	have	altered	 the	
state	of	equilibrium,	which	is	one	of	the	causes	of	climate	change.	Aerosols	affect	
the	climate	 in	 two	ways;	 the	 first	 involves	 the	direct	absorption	of	 radiation	 in	
the	 atmosphere	while	 the	 second	 affects	 the	 climate	 indirectly	 through	 cloud-
aerosol	 interactions.	 Although	 the	majority	 of	 aerosols	 are	 naturally	 occurring	
(dust	 or	 volcanic	 ash	 for	 example),	 it	 is	 the	 anthropogenic	 aerosols	 that	 are	of	
concern	here.	Aerosols	 resulting	 from	human	activities	usually	occur	 from	 fuel	
combustion,	 and	 a	 rise	 of	 sulphate	 aerosols	 could	 be	 seen	 since	 the	 industrial	
revolution.	[5],	[185]–[187]	
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Figure 20 The radiation budget of incoming solar radiation and outgoing longwave radiation.[2] 

The	 presence	 of	 these	 sulphate	 aerosols	 affects	 the	 climate	 in	 several	
ways.	 It	 has	 a	 direct	 role	 in	 reflecting	 the	 incoming	 solar	 radiation.	 Indirectly,	
they	create	clouds	with	smaller	droplet	sizes,	making	the	clouds	more	reflective	
to	incoming	solar	radiation	(cloud	albedo	effect	where	net	cooling	is	created).	By	
reflecting	incoming	solar	radiation	from	either	the	direct	or	the	indirect	manner,	
the	general	trend	of	aerosols	cooling	the	Earth	is	opposite	to	the	rising	effects	of	
GHG.	However,	unlike	GHG,	 the	effects	of	aerosols	are	more	regional	 in	 impact.	
While	 there	 are	 suggestions	 that	 the	 cooling	 effect	 of	 aerosols	 could	 alleviate	
GHG	warming	effects,	there	are	high	levels	of	uncertainties.[5],	[188],	[189]	

It	is	estimated	that	69%	of	global	precipitation	involves	ice	formation.	Ice	
glaciation	begins	as	ice	nucleation,	wherein	heterogeneous	freezing,	requires	the	
presence	 of	 ice	 nuclei	 (IN)	 like	 mineral	 dusts	 and	 bacteria.	 As	 the	 ice	 crystal	
grows	 through	 collisions	 and	 coalescence	 of	 nearby	 water	 droplets	 and	 ice	
particles,	it	becomes	large	enough	to	fall	as	precipitation.	These	ice	precipitation	
particles	 melt	 as	 they	 fall,	 becoming	 rain	 as	 they	 hit	 the	 ground.	 It	 is	
hypothesized	 that	 the	 presence	 of	 cloud	 condensation	 nuclei	 (CCN)	 like	
ammonium	 sulphate	 will	 inhibit	 the	 formation	 of	 ice	 within	 the	 cloud	 by	
competing	 for	 water	 vapour	 in	 the	 air,	 resulting	 in	 suppressed	 immersion	
freezing	where	there	is	less	condensed	water	to	freeze.	[190]–[192]	

Immersion	 freezing	 occurs	when	 the	 air	 is	 cooled	 to	 dew	point	 and	 the	
relative	humidity	is	raised	to	a	100%.	When	this	happens,	two	processes	occur.	
The	first	occurs	when	the	water	vapour	condenses	onto	the	CCN	to	form	a	cloud	
droplet.	 Precipitation	 occurs	 via	 the	 coalescence	 process	 (action	 of	 colliding	
droplets	with	each	other)	by	 forming	 large	enough	droplets	before	 falling.	The	
falling	droplets	continue	to	grow	as	they	continue	to	collide	with	other	droplets	
during	 its	 fall.	 The	 second	 process	 involves	 the	 ice	 nucleation	 process	 where	
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water	 vapour	 is	 condensing	 onto	 the	 ice	 crystal.	 The	 ice	 crystal	 grows	 into	 a	
snow	 crystal	 when	 the	 rate	 of	 condensation	 is	 higher	 than	 the	 rate	 of	
evaporation[188],	[193]–[195].		

The	researchers	working	at	 the	MICC	studying	the	expansion	simulation	
conducted	 in	 the	 ice	 cloud	 chamber	 are	 supposed	 to	 simulate	 a	 parcel	 of	 air	
rising	 adiabatically	 as	 it	 would	 in	 the	 atmosphere.	 It	 is	 conducted	 with	 the	
addition	 of	 ice	 nuclei	 (IN)	 inside	 the	 air,	 and	 varied	 with	 and	 without	 the	
presence	of	anthropogenic	cloud	condensation	nuclei	(CCN).		

Based	 on	 a	 cloud	 parcel	 model,	 Aerosol-Cloud-Precipitation	 Interaction	
Model	(APCIM)[196],	the	presence	of	CCN	supresses	the	freezing	of	IN	due	to	the	
higher	competition	of	aerosols	for	water	molecules.	The	goal	of	the	experiments	
was	to	validate	the	hypothesis	model	of	suppressed	IN	freezing	in	the	presence	
of	CCN	particles.	Snomax	was	used	as	the	source	of	IN,	which	is	a	commercially	
available	protein	based	ice	nuclei	(IN)	and	ammonium	sulphate	was	used	as	CCN.		

However,	to	study	this	process	successfully,	an	instrument	is	required	to	
measure	the	changes	in	relative	humidity	of	gaseous	water	in	the	air	inside	the	
chamber.	As	 the	chamber	 is	sealed	during	experiments,	 the	rate	of	diminishing	
gaseous	water	 is	 directly	 related	 to	 the	 rate	 of	 ice	 nucleation.	 This	 allows	 the	
comparison	of	ice	nucleation	rate	at	different	conditions.		

Currently,	 a	 chilled	 mirror	 hygrometer	 is	 used	 to	 monitor	 the	 relative	
humidity	in	the	chamber.	This	instrument	however	does	not	keep	up	with	rapid	
changes	 in	 relative	 humidity,	 which	 occurs	 during	 an	 expansion	 process.	
Therefore	 the	work	 described	 here	 focuses	 on	 designing	 a	 TDLAS	 system	 and	
validating	its	results	in	measuring	the	rapid	changes	of	relative	humidity	inside	
the	chamber.		

The	 TDLAS	 line	 of	 sight	 setup	 and	 its	 associated	 programs	 create	 a	
fundamental	step	in	developing	a	future	tomography	system.	
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4.2.1 Details	of	the	experimental	site		
	

The	 expansion	 process	 is	 conducted	 in	 the	MICC,	which	 is	 a	 10	m	 high	
stainless	 steel	 tube	 of	 1	 m	 in	 diameter,	 spanning	 across	 3	 floors	 as	 shown	 in	
Figure	 21.	 The	 pressure	 sealed	 chamber,	 accessible	 at	 each	 floor	 is	 enclosed	
within	a	temperature	controlled	cold	room	that	could	each	be	reduced	to	-55	℃	
to	reduce	the	effect	of	ambient	temperature	on	the	structure	and	its	content.				

	

	
Figure 21 Schematic of the MICC. The locations of the temperature probes (T) are listed in red, 
pressure probes (P) as grey, chilled mirror as (CM) and the TDLAS system (TDL) as green. 

The	aerosols	that	are	fed	into	the	chamber	are	premixed	with	ambient	air	
in	 the	Manchester	Aerosol	 Chamber	 (MAC)	before	 being	 fed	 into	 the	 chamber.	
The	 MAC	 is	 an	 18	m3	Teflon	 bag	 suspended	 by	 a	 mobile	 frame.	 A	 filtration	
system	 capable	 of	 removing	 all	 particles	 and	 trace	 gases	 is	 used	 to	 filter	 the	
ambient	 air	 before	 being	 fed	 into	 the	MAC.	 The	 filtration	 system	 consists	 of	 3	
types	 of	 filters,	 namely	 Paurafil/charcoal	 mix,	 charcoal	 and	 HEPA.	 The	 IN,	
Snomax	power,	was	prepared	as	a	solution	by	mixing	0.402	g	of	dried	Snomax	
power	with	250	ml	of	18.2	MΩ	deionised	water.	The	final	concentration	of	the	IN	
solution	is	1.6	mg/ml.	A	sonic	bath	was	used	to	facilitate	mixing	of	the	Snomax,	
which	is	 insoluble	 in	water.	The	CCN	used	for	the	experiments	was	ammonium	
sulphate,	was	prepared	from	an	aqueous	salt	solution	of	ammonium	sulphate	at	
solute	mass	concentration	of	0.01	%.	Depending	on	the	aerosol	requirements	of	
the	 experiment,	 the	 corresponding	 solutions	 are	 atomised	 and	passed	 through	
diffusion	 dryer	 before	 mixing	 with	 the	 filtered	 ambient	 air	 in	 the	 MAC.	 The	
aerosol-air	mixture	 in	the	MAC	is	delivered	 into	the	chamber	via	a	pipe	nozzle.	
The	 chamber	was	 left	 to	 equilibrate	with	 the	 cold	 room	 via	 an	 open	 porthole	
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located	at	the	base	of	the	chamber.		The	air	of	the	cold	room	was	allowed	to	enter	
the	chamber	and	once	the	temperature	of	the	air	inside	the	chamber	equilibrated	
with	 the	 air	 of	 the	 cold	 room,	 the	 porthole	 would	 be	 shut.	 The	 experiments	
conducted	would	always	begin	at	atmospheric	pressure	and	-13	℃.	

For	 the	 expansion	 process	 to	 occur,	 high	 power	 pumps	 are	 used	 to	
evacuate	 the	 chamber.	 This	 expansion	 process	 will	 reduce	 the	 pressure	 from	
atmospheric	 pressure	 down	 to	 approximately	 0.7	 atm,	 while	 cooling	 the	 air	
down	from	-13	℃	to	approximately	-17	℃.	A	variety	of	instruments	were	used	to	
measure	 different	 parameters	 within	 the	 chamber.	 Examples	 of	 parameters	
monitored	included	particle	concentration,	particle	size	distribution,	and	aerosol	
and	droplet	size	distribution.		

The	pressure	is	monitored	by	a	pressure	probe	located	at	a	sampling	port	
at	 the	 base	 of	 the	 chamber.	 The	 temperatures	 were	 monitored	 across	 the	
chamber	 using	 thermometers	 at	 8	 sampling	 points	 inside	 the	 inner	 chamber	
walls.	 The	 thermometers	 were	 platinum	 resistance	 and	 were	 calibrated	 to	
measure	 temperature	 down	 to	 approximately	 -30	 ℃ .	 A	 chilled	 mirror	
hygrometer	 (MBW	 Calibration	 Ltd	 LX-373)	 located	 at	 the	 bottom	 of	 the	MICC	
was	used	to	monitor	 the	relative	humidity	with	the	assistance	of	an	air	sample	
line.	

4.3 TDL	equipment	and	setup	design	
	

This	section	details	the	TDL	setup	that	was	designed	by	the	author	for	the	
MICC	 research	 team	 to	 be	 retrofitted	 onto	 the	 pre-existing	 MICC	 setup.	 The	
author	 was	 involved	 in	 the	 design	 and	 equipment	 selection	 process	 unless	
otherwise	stated.	Several	points	were	considered	during	the	setup	design	phase.	

	
• Most	 of	 the	 equipment,	 including	 the	 laser,	 its	 controllers	 and	

computers	should	be	kept	outside	the	chilled	room	due	to	the	low	
temperature	 (-13	 ℃ ).	 This	 allows	 the	 operator	 to	 work	
comfortably	at	the	computer,	as	well	as	provide	optimum	working	
conditions	(within	room	temperature)	for	the	laser	diode	itself.		

• Optical	 access	needs	 to	be	 installed	 for	 the	 laser	 to	pass	 through	
the	chamber.		

	
The	TDL	 setup	was	designed	 to	be	 located	 in	 the	middle	of	 the	3	 floors	

and	away	from	the	chilled	mirror	as	shown	in	Figure	21.		The	rationale	to	locate	
the	 TDL	 setup	 away	 from	 the	 chilled	 mirror	 in	 the	 basement	 was	 space	
constraints	 in	 the	 basement	 and	 to	 include	 another	 point	 of	 measurement	 of	
relative	humidity	away	from	the	existing	chilled	mirror	in	the	lower	chamber.		

The	TDL	setup	spans	through	the	external	area	outside	the	cold	room	into	
the	 internal	 area	 of	 the	 cold	 room	on	 the	 first	 floor.	 The	 area	 outside	 the	 cold	
room	is	exposed	to	atmospheric	conditions	as	depicted	by	the	orange	dashed	line	
of	Figure	22,	while	the	second	area	depicted	by	the	blue	dashed	line	depicts	the	
cold	room	at	atmospheric	pressure	but	chilled	down	to	a	desired	temperature.	
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Figure 22 Schematic and relevant photos of the equipment setup. 

The	 external	 room	 in	 Figure	 22	 hosts	 the	 majority	 of	 the	 equipment	
involved,	 which	 consists	 of	 the	 laptop,	 a	 data	 acquisition	 board,	 the	 laser	
controllers	as	well	as	the	laser	and	its	mount.	This	allows	the	user	to	operate	the	
program	comfortably	outside	the	chilled	room	and	keep	the	chilled	room	sealed	
during	experiments.	This	allows	the	assumption	that	the	chilled	room	condition	
stays	 constant	 throughout	 the	 experiments	 in	 terms	 of	 both	 humidity	 and	
temperature.		

A	hole	was	drilled	into	the	wall	of	the	chilled	room	and	used	as	a	portal	
for	both	entering	and	exiting	electrical	cables	and	fibre	optics	cables.	Insulating	
foam	was	wrapped	around	the	cables	to	seal	up	the	excess	gap	in	the	hole.	The	
end	of	 the	 laser	diode	was	 fed	through	this	hole	 into	 the	 internal	chilled	room,	
which	also	contains	other	optical	components	 like	mirrors	 to	redirect	 the	 laser	
beam.	The	detector	was	also	located	inside	the	internal	room	as	well.		
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The	 enlarged	 view	 of	 the	 chilled	 room	 from	 Figure	 22	 can	 be	 seen	 in	
Figure	23,	which	shows	the	schematic	of	the	laser	arrangements,	inclusive	of	the	
length	at	different	zones	of	the	laser	path.		

	

	
Figure 23 Schematic of laser path length and location of key equipment. The red arrow depicts 
laser path, while black arrows depict fibre optic cables. 

The	fibre	optic	end,	coupled	with	a	collimating	 lens	(Thorlabs	F230APC-
1310),	 was	 fed	 into	 the	 chilled	 room	 and	 mounted	 onto	 a	 kinematic	 mount	
(Thorlabs	KM100T)	with	 the	 aid	 of	 an	 adapter	 (Thorlabs	AD11F)	 as	 shown	 in	
Figure	23.		

The	 laser	 beam	was	 directed	 through	 a	 calcium	 fluoride	window	 panel	
constructed	 for	 this	purpose,	 into	 the	chamber	with	 the	help	of	 two	adjustable	
mirrors	 (Thorlabs	 PF05-03-M01)	 mounted	 onto	 kinematic	 mounts	 (Thorlabs	
KM100CP/M).	The	laser	beam	traverses	1	m	across	the	chamber,	and	exits	from	
a	 similar	 calcium	 fluoride	 window	 panel	 and	 was	 directed	 onto	 an	 InGaAs	
switchable	gain	photodetector	with	2	mm	diameter	(PDA10CS-CS)	with	the	help	
of	 an	 off-axis	90°	parabolic	 mirror	 (Thorlabs	 MPD129-M01).	 Calcium	 fluoride	
was	used	because	it	provides	good	transmission	in	the	NIR.	The	windows	were	
also	wedged	to	prevent	optical	interference	effects.		

All	 laser	 optics	 and	 detectors	 were	mounted	 on	 50	mm	 long,	 12.7	mm	
diameter	 optical	 posts	 (Thorlabs	TR50/M)	 and	 secured	with	30	mm	high	post	
holders	 (Thorlabs	 PH30/M).	 These	 optical	 posts	were	 placed	 onto	 customised	
pre-drilled	 stainless	 steel	 1	 cm	 thick	 breadboards,	 which	 were	 then	 attached	
outside	of	the	optical	access	areas	of	the	chamber.		

The	 laser	 diode,	 which	 was	 made	 available	 prior	 to	 the	 author’s	
introduction	 to	 the	 project,	 was	 a	 factory	 pre-assembled	 10	 mW	 distributed	
feedback	 (DFB)	 pigtail	 fibre	 optic	 coupled	 laser	 with	 a	 FC/APC	 connection	
(NLK1E5EAAA).	 It	 was	 centred	 at	 7220	cm-1 	(1.38512	µm)	 with	 a	 possible	
deviation	of	±	1	nm.	The	laser	diode	had	a	conservative	working	range	between	
7210	cm-1	and	7224	cm-1	as	shown	in	Figure	24.	
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Figure 24 The simulated H2O absorption spectra at 296 K accessible by the laser at different laser 
temperatures. Extracted from HITRAN 2012 from www.spectralcalc.com. 

The	laptop	running	LabVIEW	is	used	to	control	the	data	acquisition	board	
(DAQ)	 (National	 Instruments	 16-bit	 NI	 USB	 6211).	 The	 interface	 used	 in	 the	
laptop	 was	 a	 customised	 LabVIEW	 program,	 similar	 to	 the	 example	 shown	 in	
Appendix	 11.2.	 The	 DAQ	 was	 used	 to	 either	 send	 commands	 to	 the	 laser	
controllers	or	to	receive	information	from	the	photodetector.	The	DAQ	transmits	
a	 signal	 to	 the	 current	 controller	 (Thorlabs	LDC	202C)	 to	 tune	over	a	 range	of	
current	 values,	 which	 corresponds	 to	 a	 wavenumber	 scan.	 The	 temperature	
controller	 (Thorlabs	 TED	 200C)	was	 used	 to	 control	 the	 laser	 temperature	 as	
shown	in	Figure	24.	The	forward	voltage	from	the	controllers	was	directed	to	the	
14-pin	butterfly	laser	mount	(Thorlabs	LM14S2).		

The	modulation	input	waveform	applied	to	the	laser	diode	current	driver	
is	 shown	 in	 Figure	 25	 in	 red.	 A	 specific	 voltage	 corresponds	 to	 a	 specific	 bias	
current	 and	 the	 laser	 diode	 lases	 at	 a	 particular	 wavelength.	 By	 applying	 this	
voltage	 modulation	 waveform,	 the	 laser	 diode	 bias	 current	 was	 increased	
linearly	 in	 the	 shape	of	 the	 voltage	 ramp,	 and	 the	 corresponding	wavenumber	
targeted	 by	 the	 laser	 was	 also	 linearly	 increased	 in	 relation	 to	 the	 time	 and	
pattern	of	the	input	voltage	waveform.		

The	 modulated	 waveform	was	 rapidly	 sweept	 at	 100	 Hz,	 with	 a	 single	
sweep	lasting	a	total	of	200	μs	with	200	data	points.	Averaging	was	done	for	each	
spectrum,	and	 for	each	averaging	 cycle,	 consisting	of	5	 spectra	amounting	 to	a	
total	 time	 of	 1000	 μs	 and	 1000	 data	 points.	 Each	 cycle	was	 averaged	 and	 the	
resulting	spectrum	of	200	points	per	cycle	lasting	1000	μs	as	depicted	in	Figure	
25.	

	The	conversion	to	relative	wavenumber	will	not	be	discussed	in	detailed	
here	 as	 a	 sample	 demonstration	 can	 be	 seen	 in	 Chapter	 5.2.3	 As	 the	 pressure	
may	 fluctuate	 between	 atmospheric	 and	 lower	 pressures,	 a	 pseudo-Voigt	
function	 shown	 in	 Equation	 5	 in	 Chapter	 3.2.1	was	 used	 to	 fit	 the	 each	 of	 the	
peaks	in	the	spectrum.			
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Figure 25 Voltage modulation waveform used for tuning the laser wavenumber is shown in red. 
The blue signal represents the signal acquired at the end of the photodetector with the laser 
passing through a Fabry-Perot etalon. 

	
Figure 26 A transmission fitting of a sample experimental spectrum. The experimental spectrum 
is in dashed green, the fitted spectrum is blue and the residual of the fit is in red (secondary y-
axis). 

Only	lines	with	line	strength	larger	than	a	threshold	of	1×10!"	were	used	
for	 the	 peak	 fitting	 shown	 in	 Figure	 26.	 There	 are	 a	 total	 of	 4	 of	 these	 lines	
present	are	either	centred	near	7212.88	cm-1	or	7212.14	cm-1	as	shown	in	Figure	
27.	
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Figure 27 Line strengths above threshold deemed significant enough to contribute to peak fitting 
process. Extracted from HITRAN 2012 at room temperature from www.spectralcalc.com. 

The	peak	convolution	of	the	4	pseudo-Voigt	peaks	in	Figure	26	was	used	
to	 fit	 the	 transmission	 spectrum	 as	 shown	 in	 Equation	 32.	 The	 residual	 was	
calculated	by	subtracting	the	fitted	spectrum	over	the	original	experimental	data.		
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Equation 
32 

	
The	 standard	 deviation	 (𝑆𝐷)	 of	 the	 residuals	 is	 shown	 in	 Equation	 33,	

where	 𝑛 	is	 the	 number	 of	 residual	 samples.	 The	 standard	 deviation	 of	
experimental	data	over	the	 fitted	spectrum	was	calculated	to	be	approximately	
around	1.339	×	10-5.		

	
	

𝑆𝐷 =
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠!

𝑛 − 2 	
Equation 
33 

	
The	 unit	 conversions	 to	 convert	 number	 density	 to	 relative	 humidity	

were	covered	in	Chapter	3.2.3.	
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4.4 Results	

4.4.1 Calibrations	and	validations	
	

The	laser	path	from	the	laser	source	to	the	detector	as	shown	in	Figure	23	
was	a	total	of	115	cm.	The	laser	path	within	the	MICC	was	100	cm	and	15	cm	of	
the	 laser	 path	 length	was	 outside	 the	MICC	 (but	within	 the	 cold	 room),	which	
means	 the	 absorption	 of	 water	 molecules	 includes	 those	 of	 the	 chilled	 room	
enclosure.	Therefore	 it	 is	 important	 to	 remove	 the	number	of	 absorbing	water	
molecules	before	processing	the	relative	humidity	of	the	MICC.	

	
To	do	this,	several	assumptions	are	laid	out.		
	

• The	parameters	of	the	MICC	were	allowed	to	equilibrate	with	the	chilled	
room	by	leaving	the	bottom	porthole	open.	

• During	 the	 calibration	 process,	 the	 temperature	 and	 pressure	 of	 the	
chilled	room	are	the	same	as	inside	the	MICC.		

• The	 distribution	 of	 water	 vapour	 during	 calibration	 is	 assumed	
homogeneous.	

• The	 concentration	 of	 water	 vapour	 in	 the	 chilled	 room	 stays	 constant	
after	the	porthole	has	been	shut	and	the	experiment	is	being	carried	out	
in	the	MICC.	

• The	 temperature	 of	 the	 chilled	 room	 stays	 constant	 throughout	 the	
experiment.		

• If	the	peak	shape	of	water	vapour	absorption	in	chilled	room	is	different	
from	 the	 peak	 shape	 of	 water	 absorption	 inside	 the	 MICC	 due	 to	 a	
difference	 in	 temperature	 and	 pressure,	 it	 is	 assumed	 negligible,	 as	 the	
difference	is	small.	
	
The	 calibration	 steps	 of	 the	 TDL	 readings	 are	 described	 in	 Figure	 28.	

During	this	calibration	process,	the	condition	of	the	chilled	room	was	equivalent	
to	the	MICC	and	the	condition	of	the	chilled	room	stays	constant	throughout	the	
experiment	after	the	MICC	porthole	was	closed.	

	

	
Figure 28 The known parameters are shown in green. The integrated absorbance data from the 
calibration is shown in red and the number density calibration process shown in blue. 
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Based	on	the	conditions	of	the	chilled	room	at	-15	℃,	and	the	pressure	at	
0.98	atm,	the	total	number	density	of	the	recorded	water	vapour	is	2.12	×	10!" 	
molecules	cm-3 .	 This	 corresponds	 to	 1.84×	10!" 	molecules	cm-3 	for	 the	 MICC	
(100	cm	path	length)	and	2.76	×	10!"	molecules	cm-3	for	the	chilled	room	(15	cm	
path	 length).	The	corresponding	total	 integrated	absorbance	value	 is	0.009398,	
0.00817	for	the	MICC	and	0.001226	for	the	chilled	room.	Table	3	summarises	the	
information	above.	

	
Table 3 Comparison of number density and integrated absorbance values of water during 
calibration process 

	 Total	 MICC	 Chilled	room	

Number	density	
(molecules	cm3)	 2.12	×	10!"	 1.84×	10!"	 2.76	×	10!"	

Integrated	absorbance	 0.009398	 0.00817	 0.001226	
	
As	it	was	assumed	that	the	number	density	of	water	vapour,	as	well	as	the	

temperature	 and	 pressure	 of	 the	 chilled	 room	 does	 not	 change	 during	 the	
experiment,	 it	 was	 assumed	 that	 the	 integrated	 absorbance	 could	 be	 used	 as	
0.001226.	During	the	course	of	the	expansion	process,	pressure	and	temperature	
fluctuates,	 but	 absorbance	 is	 additive	 and	 the	 peak	 shape	 of	𝐴!"#$% 	is	 a	
convolution	of	𝐴!"## 	and	𝐴!!!""#$ !""#	as	shown	in	Equation	34.		

	

𝐴!"#$% !" !!" !" = 𝐴!"## !" !"" !" + 𝐴!!!""#$ !""# !" !" !"	
Equation 
34 

	
It	was	also	assumed	that	during	peak	fitting,	the	difference	in	peak	shape	

exhibited	by	𝐴!!!""#$ !""#	is	negligible	as	the	value	is	small	with	respect	to	𝐴!"## .	
With	this	assumption,	the	values	of	the	TDL	were	calibrated	and	used	for	in	situ	
monitoring	 of	 relative	 humidity.	 A	 validation	 process	 shown	 in	 Figure	 29	was	
also	conducted	using	the	pre-installed	chilled	mirror	hygrometer	 located	at	the	
bottom	floor	of	the	MICC	as	shown	in	in	Figure	21.	
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Figure 29 Comparison of the chilled mirror hygrometer sampling against the TDL sampling at 
constant pressure of 0.99 atm and at similar temperature. 

The	validation	process	was	 conducted	over	 a	 stable	period	without	 any	
form	of	expansion,	as	the	hygrometer	was	incapable	of	tracking	rapid	changes	in	
relative	humidity.	The	pressure	 in	 the	MICC	was	 constant	 throughout	 and	was	
held	at	0.99	atm.	However,	the	temperature	distribution	in	the	MICC	was	not	as	
homogenous	 and	 the	 area	 around	 the	 chilled	mirror	measured	 approximately	
15.2	℃,	with	a	range	of	±	0.2℃.			

The	 TDL	 measurements	 were	 recorded	 simultaneously,	 and	 the	
temperature	taken	from	the	nearest	thermocouple	located	above	the	TDL	station	
inside	 the	 chamber	 shown	 in	 Figure	 21	 was	 consistently	 higher	 by	
approximately	0.3	℃.	The	averaged	standard	deviation	of	peak	fitting	of	the	TDL	
was	 0.000368,	 which	 correlates	 to	 approximate	±	0.4%	of	 fluctuating	 relative	
humidity.			

The	measurement	of	relative	humidity	between	both	methods	were	close,	
with	similar	trends.	The	relative	humidity	recorded	using	the	TDL	system	seems	
to	be	consistently	lower	than	the	hygrometer.	This	could	be	due	to	the	fact	that	
the	temperature	and	concentration	of	water	vapour	were	not	fully	homogenous,	
as	shown	in	the	area	of	the	TDL	with	consistently	slightly	higher	temperature.		

From	this,	it	is	concluded	that	the	TDL	could	record	the	change	in	relative	
humidity	faithfully.		

4.4.2 Comparison	of	TDLAS	monitoring	with	simulation	
	

The	monitoring	 of	 the	 expansion	 process	was	meant	 to	 study	 its	 trend	
with	 its	 ACPIM	 cloud	 parcel	 simulation	 shown	 in	 Figure	 30	 performed	 by	
Simpson	in	the	MICC	research	group.	
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Figure 30 Taken from E. Simpson’s first year PhD report, the simulation of the cloud parcel with 
the relative humidity of 2 separate scenarios at the same expansion speed. The first scenario, 
marked in green involves only IN particles, where super saturation occurs, of which the relative 
humidity of water falls as ice crystals are formed. The second scenario, marked as red involves 
the mixture of CCN and IN particles, and does not form any ice crystals as the relative humidity 
did not decrease and stayed at saturation throughout. [197] 

The	 initial	 starting	 pressure	 of	 the	 simulation	 begins	 at	 1000	 hPa	 and	
involves	a	pump	speed	of	-1.23	hPa s-1for	the	expansion	to	occur	in	the	chamber.	
The	total	run	time	of	the	simulation	was	540	s.	The	simulation	was	conducted	in	
two	 separate	 scenarios,	 the	 first	 involves	 only	 IN	 particles	 in	 the	 MICC,	
comprising	 of	 1	cm3	of	 Snomax	 with	 a	 mean	 diameter	 of	 80	 nm.	 The	 second	
scenario	 consists	 of	 aerosol	mixture	 content,	 which	 was	 comprised	 of	 aerosol	
mixture	of	1000	cm3	ammonium	sulphate	(CCN)	with	a	mean	diameter	of	50	nm	
and	1	cm3	of	Snomax	with	a	mean	diameter	of	80	nm.	

From	Figure	30,	scenario	1	shown	in	green	depicts	the	relative	humidity	
reaches	supersaturation	before	a	steady	decline.	This	was	due	to	the	formation	
of	 ice	particles	and	the	 freezing	of	 the	water	vapour	droplets,	 thus	a	decline	 in	
the	gaseous	phase.	 Scenario	2	as	 shown	 in	 red,	depicts	 the	 increase	of	 relative	
humidity	to	saturation	point,	but	stays	saturated	throughout.	This	 is	correlated	
with	having	no	ice	formation.		
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Figure 31 The monitoring of relative humidity change per time with error bars (blue). The red 
dots mark the decrease of pressure over time.  

The	experiment	conducted	and	shown	in	Figure	31	depicts	the	simulation	
of	 scenario	 2,	with	 the	 same	 aerosol	mixture	 of	 1000	cm3 	ammonium	 sulphate	
(CCN)	 with	 a	 mean	 diameter	 of	 50	 nm	 and	 1	 cm3	 of	 Snomax	 with	 a	 mean	
diameter	of	80	nm.		

The	trend	in	the	relative	humidity	matched	the	cloud	parcel	simulations	
of	 increasing	 in	 relative	 humidity	 as	 pressure	 was	 decreased.	 The	 relative	
humidity	 reached	 100	 %	 and	 fluctuated	 around	 100%	 whilst	 the	 simulation	
models	the	relative	humidity	to	remain	consistently	at	100%.	The	experimental	
trend	 matched	 the	 simulation	 model,	 where	 the	 presence	 of	 CCN	 particles	
suppressed	the	freezing	capabilities	of	water,	resulting	in	a	lower/no	formation	
of	ice	crystals.	This	was	due	to	the	fact	that	CCN	competes	with	IN	with	available	
droplets	of	water.	

The	standard	deviation	of	the	peak	fitting	at	1000	hPa	increased	from	an	
average	of	0.0008	to	an	average	of	0.0016	for	peak	fittings	at	700	hPa.	It	could	be	
seen	that	the	standard	deviation	of	the	peak	fitting	stays	consistently	around	±	
3.2	%	relative	humidity	from	atmospheric	pressures	to	approximately	750	hPa.	
However,	 the	 standard	 deviation	 error	 increases	 to	 approximately	±	7.9	 %	
relative	 humidity	 once	 it	 was	 lower	 than	 750	 hPa.	 This	 may	 be	 due	 to	 the	
possibility	of	icing	of	the	optical	access,	which	may	inhibit	partial	optical	access.	

The	 relative	 humidity	 provided	 1	 measurement	 per	 second	 during	 the	
expansion	process,	which	was	the	requirement	as	that	was	what	the	hygrometer	
failed	to	do.	
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4.5 Chapter	summary	
	

There	 are	 several	 challenges	 faced	 in	 the	 experiment	 that	 could	 be	
overcome	 in	 the	 future.	 	 The	 first	 was	 fogging/condensation	 of	 the	 portholes	
during	rapid	changes	in	temperature	that	may	obscure	optical	access	of	the	laser.	
The	 experiments	 carried	 out	 did	 not	 encounter	 major	 issues	 with	 obscured	
optical	access	during	decreasing	pressure.	This	was	because	the	temperature	of	
the	 chamber	decreases	with	decreasing	pressure.	However,	 condensation	does	
occur	 during	 the	 warming	 up	 of	 the	 chamber,	 but	 there	 are	 no	 records	 of	
condensation	or	fogging	of	portholes	that	was	drastic	enough	to	block	all	optical	
access	of	the	laser.	However,	during	repeated	cycles	after	the	chamber	has	been	
subjected	 to	multiple	warming	 and	 cooling;	 condensation	 that	 have	previously	
occur	may	cause	icing	of	the	optical	portholes.		

Theoretically,	 the	 MICC	 was	 built	 to	 withstand	 low	 pressures,	 from	
atmospheric	down	to	200	hPa.	However,	significant	flexing	and	contraction	does	
occur	 and	 the	 pressure	 was	 only	 decreased	 down	 to	 approximately	 700	 hPa.	
Even	 though	 the	 MICC	 would	 be	 able	 to	 withstand	 700	 hPa	 without	 any	
movements	of	the	chamber	structure,	a	small	amount	of	contraction	and	shifting	
could	 still	 be	 detected.	 This	 may	 cause	 misalignments	 of	 laser,	 resulting	 in	
poorer	signal	to	noise	ratio.	

An	 in-situ	 TDLAS	 system	 and	 its	 associated	 operating	 and	 analysis	
programs	 were	 designed	 to	 monitor	 changes	 in	 relative	 humidity	 in	 rapidly	
changing	 conditions,	 something	 the	 pre-installed	 chilled	 mirror	 hygrometer	
could	 not	 perform.	 The	 TDL	 monitoring	 system	 was	 calibrated	 and	 validated	
under	stable	conditions	with	the	chilled	mirror	hygrometer	and	yielded	similar	
results.	 As	 the	 distance	 between	 the	 hygrometer	 and	 TDL	 system	was	 a	 floor	
apart,	 the	results	were	considered	acceptable	and	within	reason.	The	design	of	
the	 TDLAS	 system	 and	 its	 programs	were	 used	 as	 a	 design	 foundation	 for	 the	
tomography	chapters	discussed	in	this	Chapter	5.			

The	 experiments	 conducted	 were	 successful	 in	 the	 monitoring	 of	 the	
suppressed	formation	of	ice	crystals	with	Snomax	in	the	presence	of	ammonium	
sulphate.	It	matched	simulated	results	of	the	ACPIM	cloud	parcel	simulation.		
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 OPTICAL	 TOMOGRAPHY	 CONCEPT	 DESIGN	 AND	5
DEVELOPMENT	

	

5.1 Chapter	overview	
	

This	 chapter	 focuses	 on	 the	 design	 progression	 of	 the	 equipment	
architecture	 for	 a	 new	 tomography	 system.	 Firstly,	 the	 concept	 of	 optical	
tomography	 is	 introduced	 as	 a	 fan	 beam	 tomography	 system	 designed	 by	
Kasyutich	[93].			Description	of	the	original	system,	new	developments,	analysis,	
results	and	challenges	of	that	system	are	described	in	Section	5.2.	Based	on	the	
challenges	 of	 the	 first	 system,	 coupled	 with	 new	 requirements,	 a	 design	
framework	was	crafted.	The	iterations	of	equipment	design	were	discussed	and	
the	final	setup	is	introduced	in	detail	in	Section	5.3.	The	chapter	summarises	in	
Section	5.4.		

5.2 Fan	beam	optical	tomography	system		
	

The	 author	 first	 began	 tomography	 by	 further	 developing	 a	 fan	 beam	
optical	tomography	system	designed	initially	by	Kasyutich	[93].		The	equipment	
architecture	 of	 the	 fan	 beam	 system	 is	 first	 briefly	 described	 (Section	 5.2.1)	
followed	by	the	developments	made	to	the	original	system	in	(Section	5.2.2).	

The	decisions	on	line	peak	selection	as	well	as	analysis	will	also	be	shown	
in	(Section	5.2.3).	The	result	of	a	sample	experiment	is	presented	together	with	
its	validation	in	(Section	5.2.45.2.5)	and	its	challenges	in	(Section	5.2.5).	

5.2.1 Equipment	architecture	of	fan	beam	tomography	system	
	

The	 experimental	 setup	 shown	 in	 Figure	 32	 depicts	 two	 separate	
carriages,	 one	 carrying	 the	 laser	 emitter	 (laser	 platform)	 and	one	 carrying	 the	
photodetector	 (photodetector	 platform),	moving	 along	 a	white	 circular	 optical	
rail.	 This	 rail	 facilitated	 the	 manoeuvring	 of	 the	 laser	 and	 photodetector	
platforms	and	served	as	an	imaginary	system	boundary.	

Two	 heaters	 placed	 in	 the	 centre	 of	 the	 rail	 were	 used	 to	 create	
inhomogeneous	 temperature	 and	 water	 molecule	 spatial	 distribution.	 The	
heaters	 were	 both	 different	 in	 shape	 as	 well	 as	 temperature	 setting	 for	 an	
asymmetrical	variation.	The	circular	plate	heater	was	set	at	a	lower	temperature	
setting,	while	the	rectangular	coil	at	a	higher	temperature	setting.	

The	laser	platform	was	positioned	at	five	equally	spaced	points	(L1	to	L5)	
on	 the	 circular	 rail	marked	by	 the	blue	dots	 in	Figure	33.	 In	each	position,	 the	
laser	was	swept	 from	left	 to	right	 through	a	set	radius	 in	a	series	of	11	spaced	
beams,	 forming	 a	 projection	 fan.	 As	 the	 laser	 beam	 swept	 for	 each	 successive	
beam	position,	the	photodetector	platform	on	the	other	side	of	the	rail	moved	in	
sync	with	 the	 laser	beam	 location.	Each	 laser	projection	 (green	 lines)	was	also	
allocated	a	number	in	the	figure	which	indicated	the	order	it	was	recorded,	from	
1	to	55,	from	the	first	to	last	projection	respectively.	
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Figure 32 Photo of fan beam tomography system setup. 

	
Figure 33 Diagram and description of fan beam system.  

To	facilitate	the	laser	sweep	per	projection	fan,	mirrors	were	installed	on	
each	platform	 to	 redirect	 the	beam	 to	 its	 desired	path.	The	 laser	platform	had	
two	 mirrors	 as	 shown	 in	 Figure	 34.	 The	 first	 of	 the	 two	 mirrors	 (Mirror	 1)	
located	on	the	laser	platform	was	fixed,	mainly	to	redirect	the	beam	from	laser	
source	 to	 the	 rotatable	 scan	 mirror	 (Mirror	 2).	 Mirror	 2,	 the	 rotatable	 scan	
mirror	 re-directed	 the	 incoming	 laser	 beam	 across	 the	 optical	 plane	 into	 the	
photodetector.	Mirror	2	on	the	laser	platform	moved	in	a	clockwise	manner	and	
thus	created	a	left	to	right	fan	beam	projection	sweep.		
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Figure 34 Example of laser projection travelling from source and directed by mirrors on the 
laser platform. 

	
Figure 35 Example of laser projection being directed by mirror into the photodetector on the 
detector platform. 

To	accommodate	 the	clockwise	 laser	 sweep,	 the	photodetector	platform	
shown	 in	 Figure	 35,	 moved	 along	 the	 rail	 in	 an	 anti-clockwise	 manner.	 The	
mirror	 (Mirror	 3)	 located	 on	 this	 platform	 was	 also	 controlled	 by	 another	
rotating	 motor,	 tuned	 to	 redirect	 the	 incoming	 laser	 projection	 into	 the	
photodetector	regardless	of	the	incoming	laser	angle.		

The	circular	heater	on	the	left	was	located	at	(-7.5,	0)	and	the	rectangular	
heat	 on	 the	 right	was	 located	 at	 (8,	 0).	 The	 surface	 of	 the	 circular	 heater	was	
located	3.5	cm	below	the	optical	plane	and	the	surface	of	the	rectangular	heater	
was	located	2	cm	below	the	optical	plane.	

A	 LabVIEW	 program	 operating	 on	 a	 laptop	 controlled	 the	 setup	 via	 a	
National	 Instrument	 data	 acquisition	 card	 (DACQ).	 Servomotor	 printed	 circuit	
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boards	 (PCB)	 with	 detailed	 information	 are	 tabulated	 in	 Table	 4.	 The	 total	
experimental	 time	 for	 all	 55	 beams	 to	 be	 acquired	 was	 approximately	 160	 s,	
excluding	 the	movement	of	 individual	carriages	and	alignments.	This	 is	 further	
discussed	in	Section	5.2.5.	

	
Table 4 Details of fan beam tomography equipment setup 

Laser	Platform	

Diode	Laser	

Centred	at	1392	nm	10	mW	Eblana	Photonics	EP1392-DM	
NIR	DFB	TDL,	with	beam	diameter	approximately	2	mm.	
Threshold	current	at	15	mA,	maximum	forward	current	at	
120	mA,	operating	temperature	from	-5	to	70	℃.	Mode-
hop	free	tuning.	

Current	Controller	 Thorlabs	(LDC205C)	
Temperature	Controller	 Thorlabs	(TED200C)	

Servomotor	1	 HITEC	(HS-322HD),	for	adjusting	mirror	angle	

Servomotor	2	 HITEC	 (HSR-1422CR),	 for	 wheeling	 the	 platform	 around	
the	rail	

Mirrors	 2	Al	coated	mirrors,	one	fixed	and	the	other	rotating	
DACQ	 National	Instruments	18	bit	(USB-6281)	

PCB	 Phidgets	 (PhidgetAdvancedServo-1061),	 for	 controlling	
the	servo	motors	

Detector	Platform	
Photodetector	 Thorlabs	(PDA10CS-EC),	InGaAs	switchable	gain	detector	

PCB	 Phidgets	 (PhidgetAdvancedServo-1061),	 for	 controlling	
the	servo	motors	

Servomotor	3	 HITEC	(HS-322HD),	for	adjusting	mirror	angle	

Servomotor	4	 HITEC	 (HSR-1422CR),	 for	 wheeling	 the	 platform	 around	
the	rail	

Other	components	
Circular	rail	 97	cm	in	diameter	

Heater	1	(circular)	 Heidolph	 (MR3001K),	 stainless	 steel	 heating	 plate,	 14.5	
cm	in	diameter	

Heater	2	(rectangular)	 CERIX	(HTE500W),	ceramic	heating	plate	of	5.5	by	12	cm,	
controlled	by	temperature	controller	CAREL	(IRDRW2000)	

	

5.2.2 Developments	to	original	publication	
	
The	LabVIEW	program	controlling	the	setup	was	further	developed	such	

that	peak	 fitting	was	conducted	 in	 real-time.	This	aided	a	more	simplified	post	
experiment	 analysis	 where	 only	 the	 reconstruction	 program	 was	 used	
(Previously,	 a	 post-experiment	 MATLAB	 peak	 fitting	 was	 used	 followed	 by	 a	
MATLAB	reconstruction	program)	

The	updated	laser	used	was	centred	around	7178	cm-1	(1392	nm)	with	a	
range	 from	 7155	cm-1	to	 7185	cm-1 This	 allowed	 a	 larger	 selection	 of	 peaks	 to	
access	compared	to	the	original	publication	which	used	7185.6	cm-1	and	a	weak	
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absorption	 line	 at	 7185.394	cm-1[93]	 The	 wavenumber	 sweep	 range	 of	 the	
updated	laser	was	also	larger	by	2	cm-1,	allowing	a	wider	range	of	transitions	per	
sweep	to	be	measured.		

5.2.3 Waveform	modulation,	Peak	selection	and	Analysis	
	

The	 modulated	 waveform	 is	 depicted	 in	 Figure	 36	 in	 green.	 Using	 a	
similar	 modulation	 method	 discussed	 in	 Section	 4.3,	 a	 single	 cycle	 of	
wavenumber	tuning	consisted	of	sweeping	the	current	linearly	up	a	ramp	for	the	
first	800	μs	of	which	the	current	was	dropped	below	the	laser	diode	operational	
current	bias	threshold	value	for	another	200	μs.	The	laser	was	not	lasing	during	
these	 last	 200	 μs	 of	 the	 cycle.	 The	 modulated	 wavelength	 at	 different	 laser	
temperatures	corresponded	to	a	different	range	of	wavelength	sweep	as	shown	
in	Figure	37.	

	

	
Figure 36 Voltage modulation waveform used for current ramping of laser. The photodiode 
output is given in red and the same signal passed through a Fabry-Perot etalon is shown in blue. 

The	laser	was	swept	for	a	total	of	1000	data	points	per	cycle	and	averaged	
over	 5	 times	 within	 that	 cycle	 to	 form	 a	 spectrum	 of	 200	 data	 points.	 This	
allowed	a	total	of	100	spectra	to	be	acquired	per	1	second,	or	inversely	10ms	to	
acquire	1	spectrum.	Therefore	the	rate	of	spectrum	sampling	may	not	be	higher	
than	 100	 Hz.	 The	 rate	 of	 photodiode	 data	 acquisition	 was	 set	 at	 maximum	
frequency	of	100	kHz.		
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Figure 37 Simulated H2O absorption spectra at four different temperatures (296 K, 696 K, 896 
K, 1096 K) using HITRAN 2012 at different laser operating temperatures (15℃, 23℃, 30℃, 
35℃). Obtained from www.spectralcalc.com. 

Typical	 removal	 of	 background	 atmospheric	 water	 concentration	 was	
carried	 out	 using	 dual	 beam	 measurements,	 where	 two	 spectra	 were	
simultaneously	 recorded	 and	 divided,	 improving	 the	 detection	 limit	 of	 the	
system	[198].	 	However,	this	was	not	feasible	due	to	the	constraints	of	the	data	
acquisition	 board	 (insufficient	 ports)	 and	 the	 lack	 of	 additional	
splitters/detectors.	

The	 background	 concentration	 however,	 was	 taken	 into	 account	 by	
performing	 peak	 and	 background	 fitting	 across	 the	 range	 of	 wavelengths	
covered	(shown	in	red	in	Figure	36).	This	allowed	the	detection	of	changes	with	
the	integrated	absorbance	of	water	against	the	background.			

The	 averaging	 was	 performed	 to	 enhance	 the	 signal	 to	 noise	 ratio	
(SNR)/interference	ratios	and	reduced	the	level	of	noise	and	errors.	As	the	signal	
was	 present	 in	 each	 spectrum,	 their	 final	 contributions	 to	 the	 final	 averaged	
spectrum	were	cumulative.	However,	because	the	noise	from	the	detectors	was	
random,	 it	was	cancelled	out	as	the	averaging	number	 increased.	Theoretically,	
an	averaging	of	100	could	reduce	the	relative	error	by	two	orders	of	magnitude	
[199],	however	 in	 this	 scenario,	 speed	and	data	acquisition	space	conservation	
was	more	 important	 than	SNR.	 In	some	cases	where	there	was	 initially	a	weak	
signal,	a	double-beam	laser	noise	cancellation	could	be	conducted	where	a	beam	
is	 divided	 into	 a	 signal	 and	 reference	 beam.	 The	 signal	 beam	 is	 used	 for	 data	
acquisition	 while	 the	 reference	 beam	 is	 used	 for	 blanking	 purposes.	 The	
reference	 beam	 (noise)	 is	 deducted	 from	 the	 signal	 beam	 results	 at	 the	 end	
[200].		
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The	 signal	 to	 noise	 ratio	was	 calculated	 from	 the	 average	 height	 of	 the	
signal	 divided	 by	 the	 average	 peak	 to	 peak	 height	 of	 the	 noise	 (in	 this	 case	
background	detector	noise).	

	

𝑆𝑁𝑅 =
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 𝑝𝑜𝑤𝑒𝑟

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑛𝑜𝑖𝑠𝑒 =
2.4522 
0.00048 = 5108.75	

		
Due	to	the	high	power	of	the	laser	(even	after	splitting	it	by	4),	the	signal	

was	strong	as	 shown	 in	Figure	36	and	produced	a	good	SNR	value	of	5108.75.	
Any	form	of	 further	averaging	 for	 further	 improvement	to	SNR	was	considered	
negligible.	

The	 selection	 of	 which	 spectral	 region	 to	 capture	 depended	 on	 several	
criteria,	 from	 the	 sensitivity	 of	 the	 peak	 ratios	 to	 temperature	 change,	 how	
densely	packed	the	region	is	with	peaks	as	well	as	its	signal	to	noise	ratio.		Figure	
38	and	Figure	39	are	zoomed	in	versions	of	Figure	37.	

The	region	accessible	at	a	laser	temperature	of	35℃	is	shown	in	Figure	38	
and	contains	a	convoluted	peak	of	inverse	temperature	trend	identified	as	1a.	It	
also	contains	2	other	peaks	of	good	absorption	values	over	0.2.		It	also	has	a	low	
complexity	peak	density	with	only	3	primary	peaks.	However	there	is	a	difficulty	
in	 capturing	 the	 full	 region	 accurately	 due	 to	 peak	 drifting	 from	 efficient	
temperature	control	within	this	region	during	the	experiment.	This	is	because	it	
takes	 significant	 energy	 to	 raise	 the	 laser	 temperature	 above	 typical	 room	
conditions	 of	 approximately	 23℃	and	 maintain	 a	 constant	 35℃	without	 any	
additional	 heat	 sink.	 The	 peak	 drifting	 results	 in	 wings	 being	 chopped	 off	 on	
either	ends	of	the	extreme	peaks	as	the	desired	peaks	are	located	very	close	to	
the	end	boundaries	of	the	laser	sweep.	
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Figure 38 Zoomed in portion of Figure 37 for regions of wavelength accessible by laser at 30℃ 
and 35℃. 

The	 region	 accessible	 at	 30℃	as	 shown	 in	 Figure	 38	 benefited	 from	
having	 two	 peaks	 (2a(i)	 and	 2a(ii))	 that	 could	 be	 used	 with	 the	 two-line	
thermometry	 technique.	 However,	 2a(ii)	 has	 low	 absorption	 values	 and	 2a(i)	
might	be	preferred	due	to	higher	signal	 to	noise	ratio.	This	region	 is	also	 fairly	
complex	with	 regards	 to	 the	peak	density	 (total	of	7	primary	peaks).	Although	
the	complexity	is	not	an	issue	with	the	actual	spectrum	fitting	process,	it	loses	its	
appeal	when	there	are	other	easier	and	‘cleaner’	regions	to	choose	from.	It	would	
also	increase	the	length	of	time	required	to	fit	the	spectrum	(detrimental	to	a	live	
analysis	program)	due	to	its	complexity.	The	extreme	right	wing	of	peak	2c	may	
also	 be	 cut	 off	 during	 the	 data	 acquisition	 process	 due	 to	minor	 peak	 drifting	
during	experiments,	 albeit	 less	pronounced	 than	35℃	(again	due	 to	 the	 lack	of	
additional	heat	sinks).	Based	on	this	reasoning,	 this	region	was	discarded	 from	
the	selection	process.	

The	region	accessible	at	23℃	as	shown	in	Figure	39	contains	3	‘a’	peaks,	
but	all	of	the	peaks	suffer	from	weak	absorbance	values,	with	every	peak	lower	
than	0.1.	Due	to	the	poor	signal	to	noise	ratio	of	this	region,	this	region	was	not	
considered	for	experiments.	
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Figure 39 Zoomed in portion of Figure 37 for regions of wavelength accessible by laser at 15℃ 
and 23℃. 

The	 final	 region	 accessible	 at	 15℃	is	 shown	 in	 Figure	 39	 contains	 5	
primary	peaks.	 It	also	contains	peak	4b,	which	exhibits	 the	highest	absorbance	
value.	 Peak	 4b	 also	 shows	 good	 inverse	 trends	with	 peak	 4a	 at	 good	 signal	 to	
noise	ratio.	With	a	moderate	peak	density	of	5	primary	peaks,	they	are	also	easily	
captured	within	the	range	of	a	 laser	current	sweep.	This	region	was	chosen	for	
analysis	 using	 the	 DFB	 diode	 laser,	 and	 the	 range	 accessible	 under	 laser	
temperature	of	15℃	corresponds	to	7179	cm-1to	7184	cm-1.	

The	relationship	between	 line	strengths	of	peaks	4b	(7181.93	cm-1)	and	
4a	(7179.8	cm-1)	as	a	function	of	temperature,	as	well	as	their	ratio,	is	depicted	
in	Figure	40.	They	are	calculated	 from	Equation	13	and	Equation	14	 in	Section	
3.2.2.	The	 ratio	 as	 a	 function	of	 temperature	 can	be	described	as	 a	polynomial	
order-3	equation	given	in	Table	5.	
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Figure 40 Depicts the changes of line strength of peaks 4b (blue) and 4a (red) with temperature 
(left vertical axis). The ratio of the two line strengths as a function of temperature is shown in 
green (right vertical axis).  

Table 5 Parameters of polynomial relationship between line strength ratios as a function of 
temperature. 

x3	 x2	 x1	 x0	
−𝟔.𝟖𝟑×𝟏𝟎!𝟏𝟎	 1.66×10!!	 −5.31×10!!	 3.94×10!!	

	
A	sample	photodetector	output	is	shown	in	red	back	in	Figure	36.	This	is	

recorded	 for	 the	wavenumber	 sweep	 over	 a	 cluster	 of	H2O	peaks	 accessible	 at	
laser	 temperature	 of	 15℃,	 between	 7179	cm-1 	to	 7184	cm-1 .	 	 The	 ambient	
temperature	was	22℃,	a	pressure	of	1 atm and	57%	relative	humidity	with	total	
laser	path	 length	of	 37	 cm.	The	 laser	path	 travelled	 through	undisturbed	 from	
source	 to	 detector	 in	 the	 laboratory	 and	 was	 assumed	 to	 be	 of	 uniform	
temperature	and	concentration	of	water	molecules.		

A	 Fabry-Perot	 etalon	was	 also	 inserted	 in	 between	 the	 laser	 and	 photo	
detector	wavelength	and	its	photodetector	output	could	be	seen	in	blue	in	Figure	
36.	This	etalon-influenced	signal	was	 later	used	 to	 convert	 the	 time	x-axis	of	 a	
photodiode	 signal	 to	 relative	wavenumber	 shown	 in	 Figure	 41	 using	 Equation	
35.	
	

	
	 Where:	 𝑘!, 𝑘!, 𝑘!, 𝑘!	 Parameters	of	the	polynomial	equation	 	
	 	 𝑡	 Time	or	Data	points	 	
	

	 𝑣 = 𝑘! + 𝑘!𝑡 + 𝑘!𝑡! + 𝑘!𝑡! 	 Equation 
35 
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Figure 41 Fitting of a sample spectrum after wavenumber conversion. The experimental 
spectrum is in blue, with the peak fitting in red dashes (both left vertical axis). The residual is in 
green (right vertical axis).   

Turbulent	flow	of	gases	created	during	combustion	or	thermal	gradients	
within	 the	 optical	 plane	 create	 refractive	 index	 gradients,	 which	 causes	
unwanted	beam	steering	of	 lasers	passing	 through	 it,	or	 the	defocussing	of	 the	
laser	 beam	 to	 the	 detector.	 However,	 in	 situations	 where	 smaller	 combustion	
devices	 operating	 at	 or	 near	 atmospheric	 pressure,	 this	 phenomenon	does	not	
pose	 any	 significant	 problems	 [199].	 This	was	 confirmed	 for	 this	work	 by	 the	
strong	signal	to	noise	ratios	of	the	individual	spectra	as	shown	in	Figure	41.	

The	 polynomial	 relationship	 used	 to	 convert	 data	 points	 to	 relative	
wavenumber	 is	 shown	 in	 Figure	 42	 and	 the	 parameters	 of	 Equation	 35	 are	
shown	in	Table	6.		
	

	
Figure 42 Relative wavenumber as a function of data points.  
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Table 6 Parameters of polynomial relationship between relative wavenumber as a function of 
data points. 

𝒌𝟑	 𝒌𝟐	 𝒌𝟏	 𝒌𝟎	
-1×10-7	 0.0001	 0.0106	 −0.0111	
	
As	 the	 experiments	 were	 carried	 out	 at	 room	 temperature	 under	

atmospheric	 conditions,	 the	 Lorentzian	 line	 shape	 function	 was	 used	 for	 the	
transmission	 fitting	 process.	 	 The	 spectra	 consisted	 of	 several	 peaks,	 so	 peak	
convolution	 was	 necessary	 as	 part	 of	 the	 transmission	 fitting.	 Line	 strengths	
within	 the	 investigated	 region	 that	 are	 above	 a	 set	 threshold	 of	
10!!" (cm-1molecules-1cm2)	were	used	 as	part	 of	 the	 convolution	process.	Any	
lines	 with	 their	 strength	 below	 the	 threshold	 value	 were	 assumed	 to	 be	
negligible	 in	 contributing	 to	 the	 peak	 shape.	Within	 this	 spectral	 range,	 there	
were	 a	 total	 of	 9	 lines	 used	 for	 convoluted	 fitting	 as	 shown	 in	 Figure	 43.	 The	
transmission	fitting	was	also	multiplied	by	a	base	line	fitting,	which	is	a	3rd	order	
polynomial	to	accommodate	the	curved	behaviour	produced	by	the	laser	current	
ramp	as	shown	in	Equation	36.			
	

	
Figure 43 Line strengths above threshold deemed significant enough to contribute to peak fitting 
process. Extracted from HITRAN 2012 at room temperature from www.spectralcalc.com. 

	 𝐼! 𝑣 = 𝐼!! + 𝐼!!𝑣 + 𝐼!!𝑣! + 𝐼!!𝑣!

×exp (− 2𝐴!𝑤!/(𝜋(𝑤!! + 4(𝑣 − 𝑣!!)!))
!

!!!

)	

	

Equation 
36 

	
The	residual	of	the	line	shape	in	Figure	41	was	also	calculated	to	see	the	

goodness	 of	 fit,	 and	 a	 typical	 standard	 deviation	 (SD)	 of	 fit	 is	 approximately	
0.00223,	 calculated	 from	Equation	37,	where	n	 is	 the	 total	 number	 of	 residual	
points.	
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𝑆𝐷 = !!"#$%&'"!

!!!
		

Equation 
37 

The	reconstructed	spatial	distributed	integrated	absorbances	of	a	sample	
fan	beam	tomography	experiment	were	analysed	using	ART	discussed	in	Section	
3.4.3	 to	 recover	 the	 temperature	 spatial	 distribution.	 The	 reconstruction	
program	worked	by	 separately	 analysing	 the	 integrated	 absorbance	 from	each	
peak.	Each	peak	was	reconstructed	individually	using	MATLAB	2013	to	form	its	
own	integrated	absorbance	grid	of	50	by	50.	Each	cell	in	the	grids	was	assumed	
uniform	and	suitable	to	apply	the	two-line	thermometry	technique	discussed	in	
Section	3.2.2.	The	two	grids	were	divided	over	each	other	(Grid	of	peak	4b	over	
4a)	 to	 create	 a	 singular	 grid	 which	 was	 referenced	 to	 its	 temperature	 values	
using	Figure	40.		

To	 confirm	 that	 the	 laser	 operating	 at	 15	℃	was	 exhibiting	 the	 same	
wavenumber	 range	 as	 shown	 in	 Figure	 37,	 a	 simulation	 was	 extracted	 using	
HITRAN	 2012	 database	 and	 compared	 with	 experimental	 data	 at	 the	 same	
conditions	as	shown	in	Figure	44.		
	

	
Figure 44 Laser operating at 15℃  wavenumber sweep from 7179.2 cm-1 to 7183.4 cm-1  in 
comparison to HITRAN 2012 data simulated at identical experimental conditions. Simulation 
data obtained from www.spectralcalc.com. 

For	 the	 laser	 to	 operate	 at	 15	℃,	 the	 temperature	 controller	 works	 by	
cooling	 the	 laser	 diode	 down,	 and	 the	 ease	 of	 control	 was	 dependent	 on	 its	
normal	 operating	 temperature	 and	 room	 temperature.	 At	 a	 typical	 room	
temperature	of	23	℃,	 there	was	a	slight	deviation	of	wavenumber	sweep	range	
(from	a	lack	of	precise	temperature	control).	This	was	typically	±0.25	cm-1	from	
the	minimum	or	maximum	sweep	indicated	in	Figure	44.	For	better	temperature	
control	 precision,	 a	 larger	 heat	 sink	 attachment	 could	 be	 attached	 to	 the	 laser	
mount.	 However,	 the	 range	 per	 wavelength	 sweep	 covers	 the	 targeted	 water	
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lines	 adequately	 and	 does	 not	 affect	 the	 analysis	 even	 with	±0.25 	 cm-1	
wavelength	deviation.		

5.2.4 Results	of	fan	beam	tomography	experiment	
	

The	 experiment	 was	 conducted	 at	 ambient	 temperature	 of	 296	 K	 with	
relative	 humidity	 at	 42%.	 A	 K-type	 welded	 tip/glass	 fibre	 thermocouple	 was	
used	for	validation	of	the	experiment.	The	circular	heater	on	the	left	was	set	to	
heat	up	to	400	K.	However	the	thermocouple	measurement	of	the	heater	surface	
stabilised	at	only	360	K.	The	rectangular	heater	on	the	right	was	set	to	operate	at	
450	K.	However	the	thermocouple	reading	on	the	heater	surface	read	only	430	K.	
The	 integrated	 line-of-sight	 absorbance	 of	 H2O	 centred	 at	 7181.93	cm-1	of	 the	
experiment	 is	 shown	 in	Figure	45,	where	 it	was	arranged	by	 fans	of	11	beams	
each,	totalling	up	to	55	beams	per	experiment.		

	

	
Figure 45 Line-of-sight of H2O integrated absorbance at 7181.93 cm-1 at ambient temperature of 
296 K and relative humidity of 42%. 

The	 results	 of	 Figure	45	were	 reconstructed	using	ART	 and	depicted	 in	
Figure	 46	 (a)	 that	 is	 validated	 by	 thermocouple	 sampling	 on	 the	 optical	 plane	
shown	in	Figure	46	(b).	The	thermocouple	validation	consisted	of	sampling	with	
a	 thermocouple	 on	 a	 25	 by	 25	 imaginary	 grid	 superimposed	 onto	 the	 optical	
plane.	They	were	 then	 linearly	 interpolated	via	MATLAB	 to	a	128	by	128	grid.		
The	 temperature	 reconstructions,	 using	 ART	 and	 thermocouple	 readings	 are	
presented	 as	 3D	 visualisations	 of	 a	 2D	 spatial	 distribution	 for	 easier	
comparisons.	It	can	be	observed	that	the	ART	reconstruction	matches	well	with	
the	thermocouple	validation.		
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Figure 46 (a) Experiment results of 3D visualisation of 2D temperature spatial distribution over 
the two heaters. (b) Thermocouple validations of the experiment at the same heater settings and 
configuration.  

The	 spatial	 distribution	of	water	 concentration	 could	now	be	 recovered	
using	the	Beer-Lambert	law	and	the	number	density	converted	to	its	desired	unit	
as	 discussed	 in	 Section	 3.3.	 However	 the	main	 purpose	 of	 this	 section	was	 to	
demonstrate	the	concept	of	an	optical	tomography	system	and	to	aid	the	design	
of	a	new	system.		

5.2.5 Challenges	
	

There	 were	 several	 challenges	 that	 this	 setup	 encountered	 during	
operation.		

	
• The	design	was	only	capable	for	2D	data	acquisition	

	
Although	 the	 height	 of	 the	 laser	 diode	 and	 photo	 detectors	 could	 be	

adjusted,	 the	rotating	mirrors	were	mounted	directly	onto	 fixed	height	motors,	
rendering	it	incapable	of	performing	3D	experiments.	

	
• The	 long	 overall	 measurement	 time	 rendered	 temporal	 experiments	

unsuitable	
	
The	 design	 of	 the	 fan	 beam	 tomography	 prototype	 had	 a	 theoretical	

optimim	 experimental	 time	 of	 160	 s,	 which	 included	 the	 optimum	movement	
time	 of	 the	 various	 mechanical	 components.	 However	 there	 were	 several	
practical	challenges	that	lengthened	the	overall	experimental	time.			

The	 motors	 of	 the	 carriage	 wheels	 used	 in	 the	 experiment	 were	
programed	 to	 travel	 at	 a	 set	 distance	 upon	 activation.	 However	 the	 motors	
exhibited	 a	 range	 of	 movement	 response	 and	 had	 high	 tendencies	 of	 not	
responding	as	expected.	This	lack	of	accurate	response	meant	an	additional	fine-
tuning	 of	 the	 stopping	 positions	 of	 the	 carriages,	 lengthening	 the	 overall	
experimental	time	by	approximately	7	minutes.		

As	 different	 parts	 of	 the	 setup	were	 resting	 independently	 on	 different	
parts	 of	 the	 table	 surface,	 it	was	 important	 that	 the	 surface	 is	 flat.	 An	 uneven	
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surface	creates	a	skewed	optical	plane,	as	well	as	creating	secondary	problems	
such	 as	 projection	 misalignments.	 These	 misalignments	 forced	 the	 user	 to	
perform	 fine-tuning	 of	 mirrors	 during	 the	 experiment	 to	 correctly	 realign	 the	
laser	beams	into	the	detector,	adding	approximately	another	10	minutes	to	the	
measurement	time.			

Because	the	design	of	the	original	prototype	involved	two	wired	carriages	
to	 circle	 around	 the	 heaters	 for	 data	 acquisition,	 the	 cables	 tend	 to	 tangle	 up	
when	 the	 carriages	 start	 circling	 around	 the	 heaters.	 The	 tangled	 cables	
generally	 have	 to	 be	 repositioned	 during	 the	 experiment	 to	 allow	 smooth	
carriage	movements,	increasing	the	overall	experimental	time	by	approximately	
1	minute.	

The	overall	time	added	to	the	original	experimental	time	is	approximate,	
and	 varies	 from	 experiment	 to	 experiment	 and	 is	 averaged	 based	 14	
experiments.	The	total	average	measurement	time	is	approximately	21	minutes	
or	1240	seconds,	rendering	this	system	unsuitable	for	temporal	experiments.		
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5.3 Design	of	temporal	and	3D	tomography	system	
	

The	 design	 framework	 was	 created	 based	 on	 the	 challenges	 of	 the	
previous	fan	beam	system	and	new	goals.	This	is	followed	by	an	introduction	to	
the	design	iteration,	before	the	final	design	is	described	in	detail.		

5.3.1 Framework	and	direction	of	tomography	algorithm	
	

• Framework	based	on	previous	challenges	
	
The	 new	 design	 needs	 to	 be	 able	 to	 conduct	 3D	 tomography.	With	 the	

temperature	interference	being	a	three	dimensional	effect,	it	is	attractive	to	not	
just	 study	 a	 2D	 slice,	 but	 extend	 the	 experiment	 to	 study	 the	 effects	 of	
temperature	with	height	as	well.		

The	 design	 should	 also	 work	 towards	 executing	 temporal	 experiments	
and	 in	 order	 to	 do	 that,	 the	 total	 experimental	 time	 should	 be	 reduced	
significantly.	 The	 target	 per	 tomogram	 measurement	 is	 less	 than	 3	 seconds,	
which	would	be	an	approximately	400%	improvement	to	the	fan	beam	system.	
Although	it	 is	ideal	to	aim	for	an	even	lower	measurement	time,	3	seconds	was	
allocated	 for	any	physical	 limitation	of	moving	components	of	 the	new	system.	
To	achieve	this	temporal	goal,	the	projections	should	be	pre-aligned	from	source	
to	detector,	to	remove	the	need	for	individual	alignments	during	the	experiment	
and	 to	 remove	 the	 risk	of	misalignments	all	 together.	The	optical	plane	 should	
also	 be	 independent	 of	 the	 surface,	 and	 be	 consistent	 regardless	 of	 resting	
surface	irregularities.		

Finally	 the	design	needs	 to	 consider	 the	movement	 of	 the	 laser	 sources	
and	detectors,	as	well	as	the	restrictions	the	cables	might	pose.	Entanglement	of	
cables	should	be	considered	and	adjustment	not	required	during	experiment.	

	
• Framework	based	on	new	criteria	

	
As	well	as	building	the	new	design	framework	to	address	the	challenges	

that	 the	 first	 prototype	 faced,	 several	 other	 considerations	 were	 also	 added	
based	on	changes	of	the	experimental	needs.		

The	 heaters	 that	 were	 used	 were	 replaced	 with	 mixed	 fuel	 burners	
because	the	burners	can	reach	higher	temperatures	compared	to	the	heaters,	as	
well	 as	produce	water	vapour	 from	the	combustion	process	and	was	 therefore	
more	realistic.	The	change	in	heat	source	provides	the	experiment	a	wider	range	
of	temperature	interference	as	well	as	providing	additional	water	concentration	
interference	to	the	optical	plane.	Due	to	safety	reasons,	there	was	also	a	need	to	
make	 special	 considerations	 that	 the	 construction	materials	 are	 able	 to	handle	
close	 proximity	 to	 open	 flames.	 That	 would	 also	 extend	 to	 materials	 that	 are	
located	in	the	area	above	the	flame	to	be	non-flammable	and	have	a	high	melting	
point.	For	example,	plastic	frames	and	gears	were	substituted	with	metal	whilst	
fabric	ropes	substituted	with	spun	metal	cables.		

Metal	construction	tubes	were	also	made	available	within	the	laboratory	
and	 it	was	desirable	 to	have	 them	repurposed.	This	determined	 that	 the	 setup	
would	be	more	suitable	for	parallel	beam	configuration.		
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The	 original	 prototype	 consisted	 of	 several	 independent	 components,	
such	 as	 carriages	 that	 housed	 the	 laser	 and	 detector,	 as	 well	 as	 requiring	 a	
separate	 optical	 rail	 that	 was	 resting	 on	 the	 surface	 to	 guide	 the	 carriage	
movement.	 It	 was	 attractive	 to	 keep	 the	 whole	 system	 singular,	 compact	 and	
mobile	so	that	the	system	could	be	moved	from	location	to	location	easily.	This	
allows	the	experiment	to	be	easily	moved	and	conducted	 in	a	variety	of	places.	
This	is	beneficial	for	any	potential	collaboration	with	other	departments.	

	
• Direction	of	tomography	algorithm	

	
Algebraic	Reconstruction	Technique	(ART)	was	used	to	reconstruct	data	

from	the	fan	beam	tomography	system	because	it	was	a	suitable	solution	to	fan	
beam	 geometry.	 The	 projection	 geometry	 of	 a	 system	 is	 usually	 based	 on	 the	
space	 and	 equipment	 available,	 which	 comprises	 a	 single	 laser	 source	 and	
detector	 in	 this	case.	However,	with	access	 to	a	new	 fibre	optic	splitter	 (1	 to	4	
splitter)	 and	4	new	detectors,	 4	 simultaneous	projections	 could	be	acquired	at	
any	one	projection	angle.	There	was	also	access	to	construction	tubes	that	could	
be	used	as	support	and	as	frame	beams.	

It	would	 then	 be	 natural	 to	 change	 the	 projection	 geometry	 from	 a	 fan	
beam	style	 to	a	parallel	beam	style.	The	parallel	beam	style	was	more	efficient	
compared	to	fan	beam	style	by	reducing	the	total	movement	of	the	system	to	just	
the	 rotation	 of	 the	 parallel	 projections	 along	 the	 peripheral	 boundary	 of	 the	
object	of	study.		

	However,	it	could	also	be	argued	that	a	fan	beam	projection	could	still	be	
employed	 by	 creating	 fans	 of	 4	 beams	 and	 increasing	 the	 amount	 of	 fans	 to	
accommodate	a	decrease	in	beam	density	per	fan.	This	could	be	easily	done	for	
emitters	 that	produce	 light	 in	 sheets,	or	 smaller	emitters	 that	 could	be	housed	
closely	 together	 to	 create	a	 single	 location	emitting	at	 several	angles.	However	
due	to	the	space	constraints	of	the	larger	fitting	equipment	available,	a	fan	beam	
configuration	was	not	considered.		

Due	to	the	parallel	beam	configuration,	the	filtered	back	projection	(FBP)	
and	Fourier	 slice	 theorem	would	 then	be	a	more	 suitable	 technique	 to	analyse	
parallel	beam	data	compared	to	ART.	
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5.3.2 Design	iteration	of	3D	tomography	systems	

5.3.2.1 Initial iteration of 3D tomography system 
	

	
Figure 47 Various views and drawing of the first iteration of 3D tomography system. 

The	 first	 design	 iteration	 is	 shown	 in	 multiple	 angles	 and	 drawing	 in	
Figure	 47.	 This	 iteration	 used	 internal	 black-coated	 aluminium	 construction	
tubes	 as	 housing/frames	 to	 support	 the	 4	 detectors	 and	 4	 laser	 sources.	 The	
internal	housing	was	sandwiched	between	two	stainless	steel	gear	bearings	and	
attached	 to	 an	 external,	 larger	 black-coated	 aluminium	 housing.	 The	 gear	
bearings	 comprised	 of	 a	 rotatable	 component	 (yellow	 in	 drawing)	 and	 fixed	
component	 (blue	 in	 drawing),	 which	 allowed	 the	 internal	 housing	 to	 rotate	
either	clockwise	or	anticlockwise	independently	from	the	external	housing.	The	
rotation	direction	 is	dependent	on	 the	motor	attached	 to	 the	 top	gear	bearing.	
The	burner	was	placed	in	the	centre,	and	could	be	elevated	via	a	laboratory	jack.	
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However	this	iteration	was	discarded,	as	even	though	this	design	could	be	
utilised	for	both	temporal	and	3D	studies,	there	were	problems	with	this	setup.		
	

• Damaged	motor	and	gear	
	

The	 motors	 ceased	 functioning	 correctly	 over	 time,	 and	 the	 gear	 to	
facilitate	 the	 rotation	 became	 misshapen	 due	 to	 the	 proximity	 of	 high	 heat	
radiation	 during	 3D	 experiments.	 This	 occured	 even	 when	 precautions	 were	
taken	using	a	stainless	steel	heat	shield	attached	to	the	gear	and	motor.	

	
• There	was	only	space	for	a	singular	heater.		

	
The	heater	was	placed	on	a	laboratory	jack	that	could	facilitate	the	change	

in	height	of	the	flame,	thus	simulating	a	3D	study.	However	there	was	only	space	
for	a	smaller	laboratory	jack,	which	could	only	accommodate	a	single	burner.	A	
false	 surface	 was	 constructed	 on	 top	 of	 the	 laboratory	 jack	 that	 could	
accommodate	 two	 burners,	 however	 it	 was	 discarded	 due	 to	 poor	 surface	
stability.	

5.3.2.2 Final iteration of 3D tomography system 
	

The	 detailed	 diagram	of	 the	 final	 iteration	 of	 the	 tomography	 system	 is	
shown	 in	 Figure	 48	 with	 simplified	 annotation	 and	 alternative	 angles	 of	 the	
system	 shown	 in	 Figure	 49.	 The	 main	 difference	 between	 the	 first	 and	 final	
iteration	 was	 that	 the	 motor	 and	 gears	 were	 now	 located	 at	 the	 bottom	 and	
beneath	 the	 flame	source.	A	separate	carriage	 for	 the	burners	was	constructed	
for	3D	studies	and	the	rotation	now	pivoted	on	only	a	single	gear	bearing.		

The	setup	consisted	of	three	main	sections,	each	defined	by	its	own	‘cage’.	
These	three	‘cages’	were	composed	of	2.5	cm	by	2.5	cm	thick	black	construction	
rails.	The	rails	were	formed	into	general	cuboid	shapes	of	varying	sizes	with	mild	
alteration	to	their	individual	shapes	as	shown	in	Figure	48.		
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Figure 48 (a) Overall view of the full setup from the top. (b) The corresponding photo of the 
setup, with each primary section boxed out in blue (Exoskeleton), green (Rotator) and red 
(Carrier). (c) Exploded view of the setup, with each primary section removed for a clearer view 
of the individual segments. 
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Figure 49 Alternative views of the final design, with simplified annotations of main components. 

5.3.3 Equipment	and	setup	design	of	temporal	and	3D	tomography	system	

5.3.3.1 Equipment and software details 
	

With	 reference	 to	 Figure	 50,	 the	 Exoskeleton	 which	 housed	 the	 two	
‘cages’	was	the	largest,	and	had	the	dimension	of	90	cm	width	by	90	cm	depth	by	
100	cm	height.	A	90	cm	 long	central	bar	 supported	by	 two	rails	of	40	cm	high	
further	extended	 the	height.	The	Exoskeleton	sat	on	 four	 legs	of	each	10	cm	 in	
height.	 The	 Rotator	 that	 sat	 in	 the	 bottom	 half	 of	 the	 Exoskeleton	 had	 the	
dimension	of	37	cm	width	by	37	cm	depth	by	60	cm	height.	Finally	the	Carrier,	
which	was	the	smallest	‘cage’,	had	the	dimension	of	22	cm	width	by	22	cm	depth	
by	28	cm	height.	The	Exoskeleton	also	acted	as	a	barrier	 to	protect	users	 from	
accidentally	touching	the	moving	components	or	heat	source	during	operation.	
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Figure 50 All the dimensions of the setup are in (cm). The Exoskeleton is located in the blue 
section, the Rotator in the green section and the Carrier in the red section.  (Green Rotator 
section) The red object indicates the burner. The detector is the rectangle in blue and the laser 
source is the rectangle in purple. (Red Carrier section) The pulleys are indicated by the green 
rectangles.  

The	Rotator	held	the	moving	cage,	which	was	located	inside	the	bottom-
half	 of	 the	Exoskeleton.	The	Rotator	 sat	 on	 a	 38	 cm	diameter	 circular	 bearing,	
which	was	made	up	of	a	stationary	half	and	a	rotating	half.	This	circular	bearing	
also	 had	 a	 hollow	 inner	 hole	 of	 diameter	 28	 cm	 as	 shown	 in	 Figure	 48.	 The	
stationary	half	of	the	bearing	was	mounted	at	the	bottom	of	the	Exoskeleton	to	
secure	the	bearing	to	a	stationary	object	while	the	Rotator	was	screwed	onto	the	
rotating	other	half	of	the	bearing.		

The	 rotating	half	was	 connected	 to	a	motor	 from	SpingRC	 (Sm-S4303R)	
located	at	the	bottom	of	the	circular	bearing	and	fixed	onto	the	Exoskeleton.	This	
motor	was	connected	via	a	cable	to	a	printed	circuit	board	(PCB)	from	Phidgets	
(PhidgetsAdvanceServo-1061),	which	was	controlled	directly	from	the	laptop	via	
LabVIEW	and	powered	directly	by	 Iso-Tech	 IPS-3303	bench	power	supply	unit	
as	shown	in	Figure	51.	The	6	V	motor	(Sm-S4303R)	with	no	load	had	a	technical	
specified	maximum	 rotational	 speed	 of	 54	 RPM.	 However,	 the	motor	 behaved	
differently	under	additional	 load	 from	the	Rotator.	With	 this	current	setup,	 the	
maximum	rotation	speed	was	16.6	RPM,	and	the	slowest	speed	at	5.7	RPM.	This	
was	calculated	by	using	the	fastest	speed	per	single	rotation	during	experiment	
to	be	at	1.8	s	and	the	slowest	speed	to	be	at	5.2	s	(lowest	speed	possible	to	break	
inertia	from	weight).		

The	 same	 computer	 was	 also	 connected	 to	 an	 18-bit	 data	 acquisition	
board	(DAQ)	from	National	 Instruments	(NI-USB	6281)	to	control	actions	or	to	
receive	information.	The	DAQ	controlled	the	laser	current	controller	(ThorLabs	
LDC	 205C)	 and	 the	 temperature	 controller	 (ThorLabs	 TED	 200C).	 These	



CHAPTER	5	–	OPTICAL	TOMOGRAPHY	CONCEPT	DESIGN	AND	
DEVELOPMENT	

	

	

	 	
	

93	

controllers	 adjusted	 the	 current	 ramp	 and	 temperature	 of	 the	 distributed	
feedback	 (DFB)	 tunable	 diode	 laser	 from	 Eblana	 Photonics	 (EP1392-DM-B01-
FA)	mounted	on	 to	 a	 butterfly	mount	 from	ThorLabs	 (LM14S2).	The	output	 of	
the	 laser	 diode	was	 divided	 into	 4	 fibre	 optic	 emitters	with	 the	 aid	 of	 a	 1	×	4	
fibre	coupler	from	Topfibre	tech	(S/N	AA002048).		The	single	mode	fibre	optics	
were	 then	 fed	 through	 the	bottom	of	 the	Exoskeleton	 through	 the	 central	hole	
within	the	circular	bearing	and	the	bottom	of	the	Rotator	and	finally	mounted	on	
top	of	the	Rotator.	Each	of	the	fibre	optic	emitters	was	mounted	on	to	a	ThorLabs	
adjustable	 kinematic	 mount	 (KM	 100)	 and	 a	 5	 cm	 ThorLabs	 optical	 post	
(TR50/M)	with	the	aid	of	a	ThorLabs	adaptor	(RMS11P).	A	collimating	lens	from	
ThorLabs	(F230SMA-C)	was	also	used	to	collimate	the	laser	beams	to	a	diameter	
of	approximately	2	mm.	The	average	beam	diameter	was	approximately	1.5	mm	
and	 travelled	 along	 a	path	 length	of	 37	 cm.	This	 created	 an	 imaginary	 circular	
boundary	of	 37	 cm	 in	diameter	 around	 the	optical	 plane	 as	 the	beams	 rotated	
around	 the	 periphery	 of	 the	 gas	 exhaust.	 The	 emitters	 were	 centred	 on	 the	
middle	of	the	Rotator	and	placed	4	cm	apart.		
	

	
Figure 51 The schematic layout of the software control loop. The laptop is coloured in grey and 
signifies the main control interface. It communicates with the motor via LabVIEW through the 
servo motor controller PCB. The motor is then activated and moves the rotating carriage. The 
DAQ (teal) controls the rest of the equipment setup. The DAQ handles both output commands as 
well as input commands. The output actions are listed in pink and the input data receiving is in 
blue. The DAQ controls both the laser current and temperature controller, which is connected to 
the butterfly mount. The laser sitting on the mount will lase through a 1 x 4 coupler across the 
one side of the rotating carriage to the other end. The detectors will receive the signal and send it 
back to the laptop via the DAQ. 

Four	 InGaAs	 switchable-gain	 photo	 detectors	 (ThorLabs	 PDA10CS-CS)	
with	2	mm	diameter	active	area	were	aligned	to	sit	across	the	four	laser	emitters	
and	were	also	 located	4	cm	apart	on	top	of	the	Rotator,	as	shown	in	Figure	52.	
The	distance	of	4	cm	was	the	minimum	distance	possible,	as	space	was	required	
to	accommodate	the	size	and	spacing	of	the	detectors	and	fittings.	Due	to	the	lack	
of	space,	a	parallel	beam	configuration	was	a	more	economical	geometry	to	a	fan	
configuration.	 This	was	 also	 because	 the	 emitting	 sources	 do	not	 come	 from	a	
singular	 emitter,	 but	 from	 4	 emitters	 spaced	 side-by-side,	 4	 cm	 apart.	 As	 the	
length	 of	 the	 bar	 the	 detectors	 were	 sitting	 on	 was	 also	 space	 limited,	 this	
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created	 minimal	 angles	 of	 the	 fan	 beam	 and	 the	 complexities	 of	 this	
configuration	severely	outweighed	the	benefits.		

The	wired	electrical	and	data	cables	were	also	similarly	fed	though	under	
the	 Exoskeleton,	 through	 both	 the	 circular	 bearing	 and	 bottom	 of	 the	 Rotator.	
The	detectors	received	the	attenuated	signals	 from	the	 lasers	and	the	data	was	
fed	back	to	the	DAQ	and	then	recorded	on	the	computer	via	LabVIEW.	The	data	
of	 each	 detector	 were	 received	 by	 the	 DAQ	 simultaneously	 through	 multiple	
analogue	channels	on	the	DAQ.	

The	final	section	and	cage	is	called	the	Carrier.	This	was	the	cage	that	held	
the	 burners	 that	 were	 lowered	 into	 the	 Rotator.	 It	 was	 fitted	 with	 two	 3	 cm	
diameter	pulleys	on	 the	 top.	Two	similar	pulleys	were	also	 installed	below	 the	
Exoskeleton	 central	 bar.	 Each	 of	 the	 individual	 pulleys	 on	 the	 Carrier	 was	
connected	 to	 the	 Exoskeleton	 central	 pulley	with	 their	 individual	 rope.	 A	 final	
similar	pulley	was	 installed	 in	 the	middle	of	 the	Exoskeleton	 front	where	both	
ropes	were	 fed	 into	 to	ensure	equal	 force	during	height	adjustment.	The	ropes	
once	 fed	 through	 the	 final	 pulley	 were	 tucked	 on	 the	 side	 of	 the	 Exoskeleton	
front	hook.		

	

	
Figure 52 The dimensions of the image are provided in (cm). The Rotator is pictured as the outer 
black square while the Carrier forms the inner black square. The layout of laser source emitters 
(cyan rectangles) and photo detectors (green rectangles) are shown sitting on the Rotator. Four 
laser beams are shown as red. Two yellow discs located are located in the centre of the Carrier. 
The current layout of this arrangement is pictured at theta at 0 degrees. The locations of the laser 
source emitters and Rotator mid-point are located in the bottom of the figure in (cm). The mid-
point of the rotator is 18.5 cm. 

Based	 on	 Figure	 52,	 it	 was	 clear	 that	 there	 was	 no	 beam	 projected	
through	the	middle	of	the	burners	(position	18.5	cm	on	the	image).	This	meant	
that	the	information	had	to	be	interpolated	by	the	beams	at	16.5	cm	and	20.5	cm.	
However,	 due	 to	 the	 physical	 constraints	 of	 the	 equipment	 and	 the	 carriage	
structure,	 this	 was	 the	 most	 suitable	 arrangement	 for	 maximising	 the	 data	
sampling.			
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A	camera	(Olympus	E-P2	with	a	14-42	mm	zoom	lens)	was	also	attached	
to	 the	 central	 bar	 of	 the	 Exoskeleton	 to	 record	 throughout	 the	 course	 of	 the	
experiments.	 A	 program	written	using	 LabVIEW	2010	was	 used	 to	 control	 the	
laser	 and	 motor,	 as	 well	 as	 to	 receive	 the	 attenuated	 laser	 signals	 from	 the	
detector.	

The	detector	received	signals	at	a	rate	of	10	ms	per	spectrum	as	discussed	
in	Section	5.2.3.	However	the	Rotator	does	not	stop	for	data	acquisition	at	each	
projection	 angle,	 which	meant	 that	 the	 recorded	 spectrum	 is	 actually	 not	 at	 a	
single	projection	angle,	but	at	a	range	of	projection	angles.	The	size	of	the	range	
of	projection	angle	depends	both	on	acquisition	rate,	as	well	as	on	the	speed	of	
rotation.	Assuming	that	the	acquisition	rate	was	left	constant	at	10	ms,	then	the	
faster	the	speed	of	rotation,	the	larger	the	range	of	projection	angle.	At	this	point,	
assumption	 was	 made	 that	 this	 would	 not	 largely	 affect	 the	 results	 of	
reconstruction,	but	some	blurring	of	the	reconstructed	image	could	be	expected.	
This	is	discussed	later	on	in	the	results	section.		

5.3.4 Burner	details	
	

Each	burner	consisted	of	a	mixed	fuel	canister	and	mounted	on	top	of	 it	
was	the	 fuel	delivery	mechanism	that	was	connected	to	a	valve	and	a	 flat	9	cm	
diameter	top	where	the	flame	exits	along	the	circumference	of	the	round	metal	
plate.	 The	 fuel	 canisters	were	 from	 Jetboil	 (Jetpower	 Isobutane	 /	Propane	 fuel	
mix	100g).	The	 total	height	of	 the	burner,	 inclusive	of	 the	 fuel	 canister	was	11	
cm.	 The	 composition	 of	 the	 mix	 fuel	 was	 unknown,	 but	 it	 is	 typical	 for	 these	
types	of	fuel	to	be	approximately	20%	to	30%	weight	Propane	and	the	remaining	
to	be	Isobutane.		

Each	 half	 of	 the	 burner	 plate	was	 covered	 by	 aluminium	 foil	 (Reynolds	
Heavy	Duty	Foil)	as	shown	in	Figure	53.	The	purpose	of	the	foil	was	to	block	part	
of	 the	 gas	 outlet,	 shown	 by	 the	 1	 cm	 thick	 perforated	 edge	 along	 the	 inner	
circumference	 of	 the	 plate	 from	 escaping,	 thus	 creating	 a	 non-symmetrical	
pattern	for	the	flames	when	lit.	Two	burners	were	used	during	the	experiments,	
resulting	in	two	asymmetrical	shapes	formed	from	the	flames.		
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Figure 53 The top view of the 9cm in diameter burner plate and the image of the fuel canister 
used.  The perforated edge along the circumference is the holes where the gas exits from the gas 
canister. 

Assuming that the actual area where the gas escapes (total surface areas of the 
gas holes) makes up 50% of the perforated area and the aluminium foil covers half of 
the perforation, the surface area of gas exhaust can be calculated from Equation	38. 

 

	
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑝𝑒𝑟𝑓𝑜𝑟𝑎𝑡𝑖𝑜𝑛

= 0.5 × 0.5 × (𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑙𝑎𝑡𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒
−  𝐴𝑟𝑒𝑎 𝑜𝑓 𝑛𝑜𝑛 𝑝𝑒𝑓𝑜𝑟𝑎𝑡𝑒𝑑 𝑝𝑙𝑎𝑡𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒)	

 
Equation 
38 

 
0.5 × 0.5 × 𝜋4.5! − 𝜋4! = 3.339 𝑐𝑚!	

	
The	area	of	perforation	(estimated	gas	exhaust	area)	was	calculated	to	be	

approximately	3.339	𝑐𝑚!.	
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5.3.4.1 Steady state burning  
	
The	 burners	 were	 adjusted	 in	 quick	 succession	 during	 the	 temporal	

experiments.	To	make	sure	 that	 the	burner	was	operating	 in	 steady	state	after	
each	adjustment	and	before	the	next	sequential	image	acquisition,	a	high	frame	
rate	 video	 capture	 camera	 was	 used.	 The	 camera	 used	 was	 a	 12	 MP	 GoPro	
HERO4,	recording	video	at	32	frames	per	second.		

Sample	 frames	 were	 extracted	 from	 the	 video	 and	 examples	 shown	 in	
Figure	54.	The	burner	was	turned	on	at	2	full	turns	of	gas	notch	and	left	to	burn	
for	 30	 seconds	 before	 an	 adjustment	 of	 1	 gas	 notch	 higher	 (turned	 up	 to	 gas	
notch	3)	was	done.	The	burner	was	left	alone	for	another	10	seconds	to	see	any	
change	in	flame	shape.	The	assumption	being	that	steady	state	was	attained	once	
the	visual	shape	of	flame	stays	constant	after	gas	notch	adjustment.	

	
Figure 54 Selected frames from a video recording of the adjustment of a burner, from gas notch 
2 to gas notch 3. Video was recorded using GoPro HERO4, 12 MP at 32 fps. 

The	burner	was	sampled	from	frame	1	to	960	(0	to	30	sec)	as	shown	in	
Figure	 54	 and	 the	 flame	 was	 stable	 from	 visual	 inspection.	 The	 gas	 flow	 was	
slowly	 increased	 by	 1	 gas	 notch	 is	 shown	 from	 frame	 1056	 to	 1737	 (33	 to	
54.2813	 sec).	 At	 frame	 1868	 (58.375	 sec),	 there	 was	 no	 physical	 adjustment	
from	 this	 point	 with	 the	 burner	 (fingers	 could	 be	 seen	 moving	 away	 and	 no	



CHAPTER	5	–	OPTICAL	TOMOGRAPHY	CONCEPT	DESIGN	AND	
DEVELOPMENT	

	

	

	 	
	

98	

longer	 in	 contact	with	 the	 burner	 in	 this	 frame).	 No	 changes	 in	 flame	 pattern	
were	observed	from	frame	1920	to	2240	(60	to	70	sec)	and	it	was	concluded	that	
it	only	took	1.625	sec	to	reach	steady	state	after	adjustment	(60-58.375	=	1.625	
sec).		

	

5.3.4.2 Adiabatic flame temperature 
	
The	 adiabatic	 flame	 temperature	 was	 also	 calculated	 to	 provide	 an	

estimate	of	the	maximum	temperature	the	flame	could	achieve.	The	assumptions	
used	for	the	calculations	are	as	followed:	

• For	each	canister,	 the	 lighter	 fuel	dominated	the	 fuel	composition	of	 the	
initial	burning	cycle	and	the	heavier	fuel	dominated	close	to	the	end	of	the	
burning	 cycle.	 Each	 gas	 canister	 lasted	 approximately	 30	minutes	 if	 the	
gas	notch	regulator	was	turned	fully	twice.	Each	experiment	listed	in	this	
thesis	was	conducted	with	new	gas	canisters,	and	only	lasted	for	the	first	
few	minutes	of	its	30	minutes	burning	cycle	and	it	was	therefore	assumed	
that	 the	primary	 fuel	was	 the	 lighter	 fuel.	 In	 this	 case,	propane	was	 the	
lighter	fuel	at	a	density	of	2.01	kg/m3	as	compared	to	the	heavier	fuel	of	
isobutane	at	551	kg/m3.					

• The	 combustion	was	 assumed	 to	 be	 complete	 in	 the	 presence	 of	 excess	
air.	 This	 could	 also	 be	 inferred	 from	 Figure	 54	 where	 the	 flame	 burns	
predominantly	blue,	 typical	of	complete	combustion	 in	a	Bunsen	burner	
(incomplete	combustion	tends	to	burn	orange).	

• The	fuel	escaped	from	the	burner	plate	surface,	along	the	perforated	edge	
along	the	plate	circumference.	This	was	where	the	air	mixes	with	the	fuel.		

• The	 air	 fuel	 ratio	 AFR	 was	 assumed	 to	 be	 10:1	 as	 the	 burner	 was	
operating	 in	 atmospheric	 conditions,	 although	 it	 is	 typical	 for	 the	
combustion	within	an	engine	to	operate	at	significantly	leaner	conditions	
(higher	AFR	value	of	14:1	have	been	used	for	diesel	engines).	A	lower	AFR	
value	yields	higher	theoretical	flame	temperature	calculations.	

• As	 this	 is	 a	 theoretical	 flame	 temperature	 calculation,	 the	 fuel	 flow	 rate	
and	other	heat	loses	were	not	considered.	

• Typical	 method	 for	 solving	 for	 adiabatic	 temperature	 involved	 using	
iterations	 via	 software	 (solvers	 on	 excel	 for	 example)	 to	 recover	
temperature-dependent	 specific	 heat	 capacity	 values.	 However,	 in	 this	
case,	 averaged	 specific	 heat	 values	 were	 used	 (using	 the	 average	
temperature	 of	 573	 K).	 This	 was	 because	 the	 changes	 between	 the	
specific	 heat	 values	 were	 not	 considered	 significant;	 the	 working	
temperature	 range	 for	 this	 burner	 was	 relatively	 small	 (from	 296	 K	 to	
896	K).	
	
The	combustion	of	propane	at	10:1	AFR	is	given	in	Equation	39.	

	

	𝐶!𝐻! + 50𝑂! + 188.09𝑁! → 3𝐶𝑂! + 4𝐻!𝑂 + 45𝑂! + 188.09𝑁! 
 
Equation 
39 
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The	enthalpy	of	reaction	is	given	in	Equation	40	and	could	be	calculated	
by	using	enthalpy	of	formation	of	combustion	products	and	reactants,	where	O2	
and	N2	are	0	and	omitted,	as	they	are	elements.			
	

	 ∆𝐻°! = 3(∆𝐻°!,!"!)+ 4(∆𝐻°!,!!!)− (∆𝐻°!,!!!!)	
 

 
Equation 
40 

	
	 Where:	 ∆𝐻°! 	 Enthalpy	of	reaction	 	
	 	 ∆𝐻°!		 	 Enthalpy	of	formation	 	
	

∆𝐻°! = 3 −393.51
𝑘𝐽
𝑚𝑜𝑙 + 4 −241.82

𝑘𝐽
𝑚𝑜𝑙 — −104.7

𝑘𝐽
𝑚𝑜𝑙 	

	

∆𝐻°! =  −2043.099
𝑘𝐽
𝑚𝑜𝑙 = −2043099

𝑘𝐽
𝑘𝑚𝑜𝑙	

	
At	 this	 point,	∆𝐻°! 	is	 now	 also	 the	 exit	 state	 of	 the	 adiabatic	 flame	

temperature	𝑇!,	which	is	also	the	summation	of	all	the	specific	heat	capacities	of	
the	 combustion	 products	 multiplied	 by	 the	 change	 in	 temperature	∆𝑇 	(from	
reference	room	temperature	𝑇!).	An	average	temperature	of	573	K	is	referenced	
for	each	𝑐!.	

	

2043099
𝑘𝐽

𝑘𝑚𝑜𝑙 =  ∆𝑇  3 𝑐!,!"! + 4 𝑐!,!!! + 45 𝑐!,!! + 188.09 𝑐!,!! 	
	

2043099
𝑘𝐽

𝑘𝑚𝑜𝑙 =  ∆𝑇  3 46.64 + 4 14.98 + 45 15.95 + 188.09 35.95 	
	

∆𝑇 =
2043099 𝑘𝐽

𝑘𝑚𝑜𝑙
7679.4255 = 266.05𝐾  	

	
𝑇! = ∆𝑇 + 𝑇! = 266.05+ 296 = 562.05 𝐾	

	
The	 final	 adiabatic	 flame	 temperature	 is	 approximately	562.05	K,	which	

was	similar	to	experimental	validations	using	a	thermocouple	(within	regions	of	
400	 -	 800	 K).	 However,	 as	 stated	 in	 the	 assumptions	 that	 the	 theoretical	
calculation	 of	 adiabatic	 temperatures	 varies	 with	 actual	 conditions	 as	 other	
factors	 affecting	 flame	 temperatures	 were	 assumed	 or	 not	 considered	
(inaccurate	 AFR	 assumptions,	 no	 consideration	 of	 surface	 area	 or	 other	 heat	
losses	etc.).		
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5.3.4.3 Mass and heat transfer  
	
Based	on	an	averaged	total	burning	time	per	canister	of	30	minutes	(1800	

seconds)	for	2	fully	notch	turns,	the	flow	rate	can	be	calculated	as	follows.	
	
𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑔𝑎𝑠 𝑐𝑎𝑛𝑖𝑠𝑡𝑒𝑟 ÷ 𝑡𝑖𝑚𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑓𝑜𝑟 𝑓𝑢𝑙𝑙 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

= 𝑔𝑎𝑠 𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒 	
	

100 𝑔 ÷ 1800 𝑠𝑒𝑐 = 0.05556 𝑔/𝑠𝑒𝑐	
	
Based	 on	 the	 stoichiometric	 balance	 shown	 in	 Equation	 39	 and	 the	

calculated	gas	flow	rate,	the	flow	rate	in	mol	s-1	and	g s-1	could	be	recalculated	as	
shown	in	Equation	41	and	Equation	42.	

	

	
0.00126 mol s!! 𝐶!𝐻! + 0.06318 mol s!! 𝑂! + 0.23768 mol s!! 𝑁!

→ 0.00379 mol s!! 𝐶𝑂! + 0.00505 mol s!! 𝐻!𝑂
+ 0.05686 mol s!! 𝑂! + 0.23768 mol s!! 𝑁! 

 
Equation 
41 

	

	
0.0556 g s-1 𝐶!𝐻! + 2.0218 g s-1 𝑂! + 6.655 g s-1 𝑁!

→ 0.1668 g s-1 𝐶𝑂! + 0.091 g s-1 𝐻!𝑂 + 1.82 g s-1 𝑂!
+ 6.655g s-1 𝑁! 

 
Equation 
42 

	
The	 energy	 of	 combustion	 for	 1	 mole	 of	 propane	 can	 be	 calculated	 in	

Equation	43	using	only	the	reacting/produced	species	from	Equation	39.		
	

	 𝐶!𝐻! + 5𝑂! → 3𝐶𝑂! + 4𝐻!𝑂 
 
Equation 
43 

	
Where	the	bond	dissociation	energies	stands	for	BDE:	
	

2×𝐵𝐷𝐸!!! + 8×𝐵𝐷𝐸!!! + 5×𝐵𝐷𝐸!!!
→ 3×2)×(𝐵𝐷𝐸!!!J] + [ 2×4 ×(𝐵𝐷𝐸!!!)
+ [𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑐𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛]	

	
2×356 kJ + 8×436 kJ + 5×498 kJ

→ 3×2)×(803 kJ] + [ 2×4 ×(467 kJ)
+ [𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑐𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛]	

	
3488 kJ+ 712 kJ + 2490 kJ

→ 4818 kJ + 3736 kJ + [𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑐𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛]	
	

Energy of combustion for 1 mol C3H8=1864 kJ	
	
Based	 on	 Equation	 41	 where	 the	 molar	 flow	 rate	 wascalculated,	 the	

energy	of	combustion	can	be	determined.	
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1864 
𝑘𝐽
𝑚𝑜𝑙×0.00126

𝑚𝑜𝑙
𝑠 = 2.355

𝑘𝐽
𝑠 	

	
Using	the	enthalpy	of	combustion	shown	in	Equation	44,	the	temperature	

of	the	heated	air	(combination	of	1.82 g s-1 𝑂! + 6.655g s-1 𝑁!	from	Equation	42)	
can	be	estimated.	An	average	of	𝐶!!"# 	at	350	K	was	used.	

	

	 ∆𝐻 =  𝑚𝑎𝑠𝑠!"#×𝐶!!"#×𝑑𝑇 
 
Equation 
44 

	

2.355 
𝑘𝐽
𝑠 = 0.008475 

𝑔
𝑠  × 1.008 

𝑘𝐽
𝐾𝑔 𝐾   × (𝑇!"#$% − 296 𝐾) 	

	
275.7 K =  (𝑇!"#$% − 296 𝐾)	

	
𝑇!"#$% = 571.7 𝐾	

	
The	final	estimated	temperature	was	571.7 𝐾,	which	was	within	the	range	

of	experimental	thermocouple	validations	of	400	to	800	K.	It	also	yields	a	fairly	
similar	value	to	the	adiabatic	flame	temperature	of	562.05 𝐾.	

5.3.5 Satisfying	the	design	framework	
	

• Suitable	for	3D	tomography	studies	
	
To	allow	3D	volumetric	studies,	the	optical	plane	was	adjusted	by	moving	

the	 actual	 heat	 source	 itself	 instead	 of	 the	 optical	 plane,	 thus	 effectively	
distancing	the	flame	distance	from	the	optical	plane.	The	Carrier	started	off	at	its	
lowest	point	via	the	pulley	rope	adjustment,	and	was	raised	by	pulling	the	rope.	
Therefore	 the	 results	 taken	 were	 in	 fact	 inverted,	 where	 the	 lower	 Carrier	
position,	 the	cooler	 the	 temperature	of	 the	 tomogram	would	be.	As	 the	Carrier	
was	 raised	 higher,	 the	 heat	 source	 was	 closer	 towards	 the	 optical	 plane,	 and	
would	thus	register	a	higher	temperature	tomogram	distribution.	

	
• Suitable	for	temporal	studies	up	to	1.8	seconds	per	tomogram	

	
To	prevent	a	skewed	optical	plane	 from	uneven	surfaces,	 the	 lasers	and	

detectors	were	placed	on	the	Rotator,	which	in	turn	was	held	and	supported	by	
the	Exoskeleton.	The	actual	optical	plane	was	not	be	affected	by	resting	surface	
irregularity	due	to	the	rigidness	of	the	Exoskeleton	structure.		

To	 increase	the	speed	of	data	acquisition,	all	 the	 laser	to	detectors	were	
all	 pre-aligned.	 This	 removed	 the	 need	 for	 secondary	motions	 such	 as	 mirror	
movements	to	redirect	laser	paths.	To	maximise	data	coverage	per	angle	without	
sacrificing	 time,	 the	 single	 laser	 source	was	 also	 divided	 into	 4	with	 the	 1	 x	 4	
laser	coupler	splitter.		

The	new	setup	solved	tangled	cable	issues	during	the	experiment	by	only	
having	the	Rotator	performing	180	degrees	rotation	before	returning	back	to	the	
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starting	position.	The	cables	that	were	being	fed	through	below	the	Rotator	were	
all	 consolidated	 neatly	 together	 and	 then	 given	 sufficient	 slack	 to	wind	 up	 for	
only	180	degrees	before	returning	to	their	original	positions.	The	given	slack	of	
the	cables	was	also	adjusted	so	that	the	maximum	rotation	angle	was	only	up	to	
180	degrees	to	prevent	over	rotation	per	experiment	cycle.		

These	 improvements	 allowed	 the	data	 acquisition	per	 experiment	 to	be	
reduced	down	to	1.8	seconds.	

	
• Material	choice		

	
The	 primary	 materials	 used	 in	 the	 construction	 of	 the	 equipment	

structure	 were	 aluminium	 construction	 rails.	 Aluminium	 was	 chosen	 because	
there	 was	 a	 need	 to	 be	 non-flammable	 and	 be	 able	 to	 withstand	 high	
temperatures	due	to	safety	precautions.	In	the	scenario	of	accidental	knocking	of	
the	burners	 from	the	Carrier	 they	would	neither	melt	 the	structure	nor	set	 the	
structure	on	fire.	Metal	framework	was	chosen	due	to	its	high	melting	point	and	
non-flammability.	(The	hottest	parts	of	the	structure	during	the	experiment	were	
found	 at	 the	 upper	 frames	 of	 the	 Carrier	 and	 at	 no	 point	 did	 the	 temperature	
exceed	60℃	during	normal	operation).		

The	 setup	was	 designed	 to	 be	moved	 around	 easily	 by	 dismantling	 the	
connections	 at	 the	 bottom	 of	 the	 setup,	 which	 included	 the	 USB	 servo	 motor	
controller	cable	 to	 the	computer,	power	cables	 to	 the	photo	detectors,	 the	BNC	
lead	cables	 connected	 to	 the	DAQ	as	well	 as	 the	primary	 fibre	optic	before	 the	
1x4	coupler	splitter.	All	of	these	cable	connections	were	located	at	the	same	spot	
below	 the	 Rotator	 carriage	 and	 were	 neatly	 consolidated.	 This	 facilitated	 the	
easy	detachment	and	the	movement	of	equipment.		

5.4 Contributions,	Developments	and	Chapter	summary	
	

The	 equipment	 and	 software	 used	 in	 the	 line	 of	 sight	 TDLAS	 system	
designed	 for	 the	 MICC	 was	 used	 to	 update	 and	 further	 develop	 a	 fan	 beam	
tomography	system	within	the	group.	

	An	updated	fibre	optic	diode	laser	with	an	improved	wavenumber	range,	
centred	at	7178	cm-1	was	used	to	update	a	free-space	diode	laser	that	relied	on	
weaker	 water	 absorption	 lines	 7185.394	cm-1.	 The	 analytical	 programs	 were	
also	 updated	 to	 live	 peak	 fitting	 to	 reduce	 overall	 experimental	 time	 and	
processing	 time.	 Peak	 selections	 was	 conducted	 and	 selected	 based	 on	 the	
wavelength	accessible	by	the	new	laser	and	a	sample	experiment	with	analytical	
procedures	was	conducted.		

Basing	on	challenges	faced	by	this	fan	beam	tomography	system	and	the	
new	 equipment	 available,	 a	 framework	 was	 created	 to	 guide	 the	 design	 to	
achieve	both	3D	and	temporal	measurement	capabilities.		

The	first	design	iteration	was	introduced	before	detailing	the	final	design	
of	the	setup,	the	rationales	(material	choice	etc.)	behind	the	finalised	design	and	
the	 tomography	 algorithm	best	 suitable	 for	 this	 setup.	 The	 burners	 used	were	
also	 described,	 depicting	 the	 method	 of	 blocking	 gas	 outlets	 to	 create	
asymmetrical	 flows,	 as	 well	 as	 the	 time	 required	 to	 reach	 steady	 state	 after	
adjusting	the	fuel	flow.		
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 IMPLEMANTATION,	 COMPARISON	 AND	 VALIDATION	6
OF	TOMOGRAPHY	ALGORITHMS	

	

6.1 Chapter	overview	and	experimental	conditions	
	

This	 chapter	 focuses	on	demonstrating	how	 to	 apply	 the	 reconstruction	
theory	 on	 experimental	 data.	 It	 first	 begins	 with	 priming	 the	 data	 (integrated	
absorbance	 from	 experiment)	 in	 Section	 6.2	 and	 arranging	 them	 in	 the	 order	
suitable	 for	 the	 reconstruction	program.	The	use	of	 filters	 and	 zero	padding	 is	
located	 in	 Section	 6.3.	 The	 sample	walkthrough	 of	 each	method:	 Filtered	Back	
Projection	 (FBP),	 Fourier	 Slice	 Reconstruction	 (FSR)	 and	 Direct	 Fourier	
Reconstruction	 (DFR)	 are	presented	 in	 Section	6.4,	 Section	6.5	 and	Section	6.6	
respectively.	These	methods	are	then	validated	using	a	thermocouple	and	other	
techniques	 in	Section	6.7.	Additional	 simulations	of	 the	 three	methods	are	also	
discussed	 in	 Section	 6.8	 to	 calculate	 errors	 and	 standard	 deviation	 against	
simulated	image.	Finally	a	comparison	of	the	methods	is	discussed	in	Section	6.9	
and	the	chapter	summarises	in	Section	6.10.	

6.1.1 Experimental	conditions	
	

For	 the	purposes	of	 comparison,	 the	same	experimental	data	were	used	
for	 the	 implementation	 of	 all	 three	 methods.	 The	 experimental	 conditions	
consisted	of	360	projections,	each	at	0.5	theta	/	angle	of	projection	step	size.	The	
duration	 to	 complete	 the	 measurements	 was	 3.6	 seconds	 (rotation	 speed	 of	
0.139	RPM).	The	burner	settings	for	back	burner	(A)	were	set	at	5-notch	opening	
and	 the	 front	 burner	 (B)	 at	 3-notch	 opening.	 Each	 notch	 corresponded	 to	 a	
complete	turn	of	the	fuel	flow	regulator.	The	centre	of	the	back	burner	(A)	was	
located	at	(2,	-4)	on	the	spatial	axis	and	the	front	burner	(B)	was	located	at	(-1,	
5).		

The	 ramp	 filter	 was	 used	 as	 the	 standard	 for	 this	 chapter	 unless	
otherwise	 stated	 as	 this	 chapter	 focuses	 on	 the	 software	 implementation	 and	
comparisons	of	the	different	algorithms.	When	applicable,	the	zero	padding	was	
set	 at	700.	 Further	discussion	will	 be	held	 later	on	 the	variation	of	 filters.	The	
peak	 ratio	 that	was	used	 in	 the	MATLAB	programs	was	 the	 ratio	of	 integrated	
absorbance	 of	 7181.93	cm-1 	(Peak	 1)	 divided	 by	 7179.8	cm-1 	(Peak	 2).	 The	
ambient	lab	conditions	were	recorded	at	23	℃,	103.2	kPa	and	relative	humidity	
of	53%.		

6.2 Data	priming	
	

A	sinogram	is	a	compilation	of	projection	slices	as	a	 function	of	 theta	or	
angle	of	projection	of	laser	beams	to	the	object	scanned.	Figure	55	(a)	shows	the	
laser	 beams	 transmitted	 across	 the	 object.	 The	 collection	 of	 integrated	
absorbances	of	a	compiled	projection	slice	(Radon	slice)	at	that	projection	angle	
is	shown	in	Figure	55		(b)	and	is	expressed	visually	within	the	yellow	box	in	the	
sinogram	 in	 Figure	 55	 (c)	 and	 fills	 up	 with	 projection	 slices	 at	 different	
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projection	angles	(from	0	to	179	degrees).	The	sinograms	presented	in	the	thesis	
are	 expressed	 as	 a	 2D	 image	 as	 shown	 in	 Figure	 55	 (c),	 however	 they	 are	
expressed	numerically	 in	 the	program	as	a	2D	matrix	of	 integrated	absorbance	
values	down	the	column	and	angle	of	projection	across	the	rows.		

	

	
Figure 55 (a) A sample image of collected integrated absorbance through the laser beams along 
the angle of projection. (b) Compiled integrated absorbance along the angle of projection. (c) A 
compiled sinogram of each projection slice (Radon slice) at each projection angle of sampling. 

From	the	experiment,	 there	were	4	data	 (integrated	absorbance	values)	
per	projection	angle.	These	4	data	spaced	4	cm	apart	corresponded	to	the	data	
acquisition	 of	 4	 detectors	 within	 a	 singular	 parallel	 projection.	 This	 was	
considered	 sparsely	 spaced,	 as	 the	 objects	 scanned	were	 only	 9	 cm	 to	 18	 cm	
wide	as	shown	back	in	Figure	52	in	Chapter	5.3.3.		

The	 sparse	 sampling	 within	 a	 projection	 slice	 was	 due	 to	 the	 physical	
space	limitation	of	laser	sources/detectors.	Linear	interpolation	was	carried	out	
to	 improve	 the	 sparse	 data	 population	 of	 each	 slice.	 The	 first	 assumption	was	
therefore	that	the	difference	between	each	sampled	data	was	linear,	and	that	 if	
they	were	 not	 linear,	 the	 number	 of	 projections	 due	 to	 a	 small	 theta	 step	 size	
would	over-compensate	for	this	inaccuracy.	The	data	outside	the	4	original	data	
points	was	interpolated	towards	room	conditions	taken	prior	to	the	start	of	each	
experiment.	The	second	assumption	was	 that	 the	 laboratory	was	 large	enough,	
so	that	the	room	conditions	were	invariant	with	the	effects	of	the	flames	and	that	
the	effects	of	the	flames	did	not	affect	the	extreme	ends	of	each	projection	slice.	A	
simple	 test	 of	 taking	 the	 temperature	 of	 the	 extreme	 ends	 of	 the	 spatial	 axis	
during	the	experiment	with	a	thermocouple	proves	that	this	assumption	is	valid.	
These	interpolated	projection	slices	from	each	projection	angle	wre	used	to	build	
the	final	sinograms	used	in	the	reconstruction	programs.		
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6.3 Filters	and	Zero	padding		
	
The	 use	 of	 filtering	 is	 a	 common	 post-processing	 technique	 for	 typical	

image	 processing.	 Generally	 a	 high	 pass	 filter	 allows	 values	 higher	 than	 a	 set	
point	to	pass	while	a	low	pass	filter	allows	the	value	of	a	lower	set	point	to	pass.	
The	uses	of	filters	are	highly	dependent	on	the	final	objective,	where	a	high	pass	
filter	increases	the	edging/sharpness	whilst	a	low	pass	filter	creates	a	smoother	
image.		

Low	 pass	 filtering	 (Shepp-Logan,	 Hamming	 etc.)	 whilst	 smoothing	 the	
image	by	reducing	noise	and	increases	the	signal	to	noise	ratio,	comes	at	a	loss	in	
spatial	 resolution,	 decreasing	 the	 level	 of	 numerical	 accuracy	 and	 accessible	
details	 within	 the	 image.	 A	 sample	 signal	 from	 Section	 6.5	 with	 associated	
example	filters	are	shown	in	Figure	56,	where	it	shows	the	various	cut	off	points	
of	the	filters	as	the	frequency	moves	towards	1	[201].		

	

	
Figure 56 A sample Fourier transformed signal from Section 6.5 with different sample filters and 
their shape and cut off points. 

The	 use	 of	 filters	 for	 tomography	 in	 other	 application	 areas	 such	 as	
medicine	 includes	 sharpening	 an	 X-ray	 image	 for	 detail	 clarity	 or	 smoothing	
filters	used	 in	standard	photography	 for	aesthetic	purposes.	Unlike	 these	areas	
where	the	picture	is	analysed	on	face/aesthetic	value,	this	thesis	prioritises	the	
numerical	accuracy	and	correct	distribution	of	information	(shape)	of	the	image.	
This	 is	an	 important	point	 to	make,	because	by	 the	very	definition	of	a	 filter	 is	
that	 it	 removes	 certain	 portions	 of	 information	 prior/after	 the	 image	
reconstruction	 to	 improve	 the	 image.	 This	makes	 the	 final	 image	 subjective	 to	
the	choice	of	filter	and	the	user,	which	is	not	the	aim	here.	For	the	tomography	
system	to	be	truly	robust	regardless	of	the	scenario	(user/data/image	pattern),	
the	 filter	 recommended	here	 is	one	 that	 is	 created	 to	 safeguard	 from	 ‘obvious’	
noise	or	artifacts	and	ignoring	everything	else	in	between.	Examples	of	‘obvious’	
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noise/artifacts	 in	 this	 thesis	 could	 be	 having	 random	 noise	 and	 unexpected	
temperature	 dips/spikes	 of	 –	 30	℃ 	or	 2000	℃ 	even	 though	 the	 expected	
temperature	range	within	that	image	is	known	to	be	from	25	℃	to	700	℃.		

A	Ram-Lak	filter	(high-pass),	shown	in	Figure	56,	which	ramps	up	to	the	
maximum	 cut	 off	 frequency,	 was	 selected	 for	 this	 thesis	 even	 though	 it	
exacerbates	 noises	 at	 high	 frequencies.	However,	 it	 does	 not	 filter	 information	
crucial	 to	 the	 image	 reconstruction’s	 numerical	 accuracy.	 A	 decision	 between	
accepting	noise	 to	preserve	 reconstruction	numerical	 accuracy	was	made	here	
[202].	

On	 the	 other	 hand,	 to	 increase	 the	 image	 quality	 without	 the	 heavy	
reliance	of	filtering,	is	to	‘up	sample’	pre-existing	data	by	zero	padding.	However,	
this	 technique	can	only	be	applied	 in	Fourier	 transform-based	 techniques	such	
as	the	Fourier	Slice	Reconstruction	and	the	Direct	Fourier	Reconstruction.		

Zero	 padding	 produces	 a	 smoother	 final	 image	 by	 decreasing	 the	
frequency	intervals	and	thus	improving	the	interpolated	Fourier	transform	(also	
known	 as	 FFT	 interpolation).	 It	 is	 important	 to	 note	 that	 the	 purpose	 of	 zero	
padding	is	to	smooth	out	the	final	image	without	the	use	of	a	filter.	Zero	padding		
does	not	improve	spatial	resolution	because	it	does	not	add	real	information	to	
the	transform	but	simply	adds	a	line	of	trailing	zeros	to	the	waveforms.	The	only	
way	 of	 improving	 spatial	 resolution	 is	 to	 acquire	 more	 data	 during	 the	
experiment	[28],	[203],	[204].	
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6.3.1 Variation	of	zero	padding	
	
The	 original	 data	was	made	up	 of	 four	 integrated	 absorbances	within	 a	

sinogram	slice	of	37	cm	long.	The	slice	is	bounded	by	the	assumption	that	a	set	
amount	of	distance	 from	 image	centre	 is	at	 room	conditions.	The	 interpolation	
between	each	known	data	creates	a	sinogram	slice	of	total	size	of	145	data	points	
with	a	distance	of	0.25	cm	step	size	between	each	data.		

Figure	57	shows	 the	effect	of	 increasing	 the	amount	of	 zero	padding	on	
the	final	image	reconstruction.	Each	image	was	reconstructed	at	a	different	final	
size	with	a	different	zero	padding	value,	the	individual	images	in	Figure	57	had	
been	cropped	accordingly	for	comparison.	
	

	
Figure 57 The effects of varying the degree of zero padding. The intensity of ‘salt and pepper’ 
noise could be seen diminishing as the degree of zero padding increases. No discernable 
improvement could be observed above zero padding of 700. However a trade-off over 
computational time occurs with the increment of zero padding. 
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A	 steady	 improvement	 of	 image	 smoothness	 can	 be	 seen	 in	 the	
reconstructed	 images	 as	 the	 value	 of	 zero	 padding	 increases.	 However	 it	 only	
improves	 up	 to	 700,	 after	which	 the	 improvements	 plateau.	 It	 is	worth	 noting	
that	 the	smoothness	or	 increased	pixel	 resolution	could	only	be	as	good	as	 the	
original	 data	 acquisition.	 Typical	 zero	 padding	 of	 original	 signals	 is	 normally	
between	2	to	4	times	of	the	original	signal,	and	in	this	situation,	700	is	about	4	
times	the	original	size	of	the	starting	signal	length[110].	

Two	 enlarged	 samples	 of	 the	 varying	 amount	 of	 zero	 padded	
reconstructed	 images	are	shown	in	Figure	58.	The	zero	padded	-	300	depicts	a	
larger	amount	of	 ‘salt	and	pepper’	noise	in	the	final	reconstruction,	particularly	
at	higher	temperature	zones.	This	seemed	consistent	with	studies	conducted	by	
An	et	al[13],	who	showed	that	higher	temperature	zones	tend	to	exhibit	higher	
number	 of	 errors.	 An	 example	 of	 a	 sufficiently	 padded	 sinogram	 is	 the	 zero	
padded	–	700	where	there	is	no	‘salt	and	pepper’	noise	present.	

	

	
Figure 58 The sampled and expanded version of zero padded images as shown in the results 
section. Note that deficient zero padding creates ‘salt and pepper’ noise in the reconstructed 
image, more notably present in high temperature zones. 
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6.4 Filtered	Back	Projection	(FBP)	
	

The	 Filtered	 Back	 Projection	method	 introduced	 in	 Section	 3.4.1	 is	 the	
simplest	of	the	three	methods	studied,	where	individual	projections	at	different	
angle	of	projections	(thetas)	to	the	measurement	space	are	collected	and	filtered	
with	 a	 function	 before	 back-smearing	 the	 filtered	 projections	 to	 an	 initially	
empty	image	(matrix	filled	initially	with	zeros)	at	its	respective	angle.		

There	 are	 generally	 two	methods	of	 executing	 this	method	 as	 shown	 in	
Figure	 59.	 The	 first	 approach	 is	 to	 reduce	 image	 blurring	 by	multiplying	 each	
projection	with	a	one-dimensional	 filter	before	back-projecting	each	projection	
onto	the	image.	The	alternative	is	to	simply	back-project	each	projection	onto	the	
image	 and	 then	 apply	 a	 two-dimensional	 filter	 to	 reduce	 the	 blurring	 in	 the	
image.		The	first	approach	was	chosen	for	this	thesis.			

	

	
Figure 59 Methodology of programming pathways for applying the FBP technique in MATLAB 

The	procedure	of	the	FBP	MATLAB	fitting	program	is	shown	in	Figure	60	
and	 the	 overall	walkthrough	 is	 shown	 in	 Figure	 61	where	 the	major	 parts	 are	
further	broken	down	for	further	discussion.	

	

	
Figure 60 Flow chart of how the experimental data were primed for reconstruction and the 
procedures of the reconstruction procedures of FBP method. 
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Figure 61 Walkthrough of MATLAB execution of the Filtered Back Projection method.  
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As	 there	are	 two	absorption	peaks	 (2	 sets	of	 integrated	absorbance	per	
projection	 slice),	 two	 sets	 of	 sinograms	 were	 compiled.	 Each	 slice	 in	 both	
sinograms	was	linearly	interpolated	from	4	to	37	data,	matching	the	length	of	the	
Rotator	cage	of	37	cm	in	length	as	shown	in	Figure	62.		

	

	
Figure 62 Sample sinograms of peaks 1 and 2. Peak 1 corresponds to 7181.93 cm-1 and Peak 2 
corresponds to 7179.8 cm-1.  

The	 filtered	 back	 projection	 relies	 essentially	 on	 a	 filter	 and	 the	 ramp	
filter.	This	is	shown	in	Figure	63.	The	ramp	filter	was	transformed	to	an	impulse	
function	 with	 MATLAB’s	 FFT	 function	 as	 discussed	 earlier	 in	 Section	 3.4.1,	
followed	by	an	FFTSHIFT	 function	to	adjust	 the	 impulse	 function	to	 the	centre.	
The	impulse	function	was	convoluted	with	each	projection	in	each	sinogram.	The	
filtered	 slices	 of	 each	 sinogram	 were	 then	 back	 smeared	 onto	 their	
corresponding	 empty	 cell	 grid	 to	 form	 two	 grid/	 images	 of	 integrated	
absorbances.		
	

	
Figure 63 The ramp filter is shown in the left with its impulse function depicted on the left. 

A	 non-averaged	 back-smearing	 of	 slices	 onto	 an	 image	 is	 traditionally	
done	for	purely	imaging	purposes	and	visual	diagnosis	as	shown	in	Figure	64	(a),	
as	 the	 final	 image	 is	 formed	 via	 the	 contrast	 of	 values	 between	 neighbouring	
cells.	This	means	that	as	long	as	the	ratios	of	values	within	a	grid	are	consistent,	
they	will	 still	 construct	 the	 same	 image,	 on	 the	 assumption	 that	 the	 colour	 to	
number	scale	range	are	adjusted	to	the	individual	image.	This	is	typically	done	in	
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most	traditional	image	processing	purposes	as	only	the	pattern	of	the	final	image	
is	of	importance,	not	the	actual	values	of	the	cells.	

	

	
Figure 64 Example of the back smearing process. On the left (a), the integrated absorbance is not 
divided equally among the number of cells travelled, resulting in twice the amount of integrated 
absorbance at the end. On the right (b), the integrated absorbance is divided equally among the 
total amount of cells travelled, resulting in the correct final value coming out of the grid.  

On	the	other	hand,	for	correct	visual	reconstruction,	as	well	as	numerical	
accuracy,	 the	 individual	 integrated	absorbances	needs	 to	be	averaged	with	 the	
number	of	cells	it	back	smears,	as	shown	in	Figure	64	(b).		

In	 Figure	 65	 for	 example,	 where	 both	 grids	 (a)	 and	 (b)	 are	 not	
numerically	similar,	grid	(a)	ranges	from	values	1	to	9	and	grid	(b)	 is	exactly	3	
times	larger	than	grid	(a)	with	a	range	from	3	to	27.	However,	when	both	grids	
are	 expressed	 as	 images,	 they	 look	 similar	 provided	 that	 the	 colour/contrast	
scales	are	used	with	respect	to	the	numerical	range	of	the	respective	grids.	This	
leads	 to	 the	 third	 assumption	where	 the	 total	 value	 of	 each	 filtered	projection	
needs	 to	 be	 divided	 by	 the	 number	 of	 cells	 the	 projection	 passes.	 It	 is	 worth	
noting	that	this	does	not	affect	the	overall	pattern	of	the	image	constructed,	only	
the	physical	values	within	that	image.		

	

	
Figure 65 Comparison of two image grids. (a) Grid of arbitrary values, (b) Grid of values 3 times 
larger than grid (a).  Both grids give the same image with respect to their number scale even 
though their values are different within each cell. This is due to the fact that the image is 
constructed based on the ratios each cell relative to their neighbours.  
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It	is	also	important	to	note	that	because	the	final	images	are	a	convolution	
of	multiple	back	smearing	of	projections,	the	individual	cells	in	the	final	images	
need	to	be	divided	by	the	total	number	of	smeared	projections.	For	example,	 if	
there	are	a	total	of	180	projections	back	smeared	over	the	image,	then	the	final	
reconstructed	image	/grid	needs	to	be	divided	by	180	to	be	numerically	correct.	

A	 total	 of	 two	 images	 of	 integrated	 absorbance	will	 be	 created	 as	 each	
image	 represents	 the	 reconstruction	 from	 each	 absorption	 peak	 as	 shown	 in	
Figure	66.	

	

	
Figure 66 Comparison of sample experiment integrated absorbance distribution of two peaks. 
Even though the images look different at this point, once the correct temperature dependent line 
strength is applied to each cell with respective to their corresponding absorption peaks, the final 
concentration distribution will yield the same result.  

As	 the	 absorption	 peaks	 chosen	 exhibit	 different	 behaviour	 with	
temperature	as	shown	in	Figure	66,	so	the	distribution	of	integrated	absorbance	
of	 both	 peaks	 will	 vary.	 At	 constant	 concentration,	 absorbance	 of	 Peak	 1	
decreases,	 shown	 as	 Peak4b	 in	 Figure	 39,	 as	 the	 temperature	 is	 raised.	 This	
matches	the	general	trend	in	the	reconstructed	image	that	the	areas	above	flame	
locations	 are	 of	 a	 lighter	 shade.	 	 Absorbance	 of	 Peak	 2,	 shown	 as	 Peak4a	 in	
Figure	39,	 increases	with	temperature,	and	can	be	seen	in	Figure	66	where	the	
areas	above	the	flames	are	of	higher	colour	intensity.	It	is	also	worth	noting	that	
the	contrasts	of	both	images	are	different	in	Figure	66,	(less	distinct	for	Peak	1	
than	Peak	2).	This	was	attributed	to	the	fact	that	each	peak	reacts	at	a	different	
rate	 to	 the	 same	 temperature	 change	 as	 shown	 in	 Figure	 39	 for	 the	 laser	
operating	at	15	℃.		

Although	 the	 concentration	 was	 not	 constant	 during	 the	 experiment,	 it	
was	 a	 good	 indicator	of	where	 the	 flame	was	present	 in	 relation	 to	 the	 spatial	
dimensions.	This	was	a	 reasonable	assumption	as	 the	amount	of	water	vapour	
being	released	from	combustion	is	assumed	to	be	small	in	relation	to	the	size	of	
the	room.		

	
	
	
	



CHAPTER	6	–	IMPLEMANTATION,	COMPARISON	AND	
VALIDATION	OF	TOMOGRAPHY	ALGORITHMS	

	

	

	 	
	

114	

• Executing	 the	 two-line	 thermometry	 method	 to	 determine	 the	
temperature	and	concentration	spatial	distribution	
	
The	 two	 grids	 of	 integrated	 absorbance	 distributions	 were	 divided	 by	

each	 other	 to	 achieve	 a	 grid	 of	 peak	 ratios,	 which	 allowed	 the	 corresponding	
temperature	of	each	ratio	number	to	be	 found	using	 the	 two-line	 thermometry	
method.	 The	 ratio	 to	 temperature	 relationship	 was	 presented	 in	 Figure	 40	 in	
Chapter	5.	The	grids	of	 recovered	 line	 strengths	could	 then	be	applied	 to	 their	
respective	cells	in	the	original	grids	of	the	reconstructed	integrated	absorbances	
to	retrieve	the	distributed	grid	of	number	density	of	water.	The	temperature	and	
water	concentration	distribution	are	shown	in	Figure	67.		

	

	
Figure 67 The reconstructed temperature and water concentration distribution using the FBP 
method. 
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6.5 Fourier	Slice	Reconstruction	(FSR)	
	

The	Fourier	Slice	Reconstruction	(FSR)	is	the	second	method	studied	and	
involves	shifting	between	the	spatial	and	frequency	domain	that	was	discussed	
in	 Section	 3.4.2.	 There	 are	 two	 approaches	 to	 implementing	 the	 Fourier	 Slice	
Theorem,	and	the	FSR	 is	 the	 first	of	 the	 two	methods.	The	other	method	 is	 the	
Direct	Fourier	Reconstruction	(DFR)	method	listed	in	Section	6.6.		

The	FSR	method	 involves	 transforming	 each	projection	 into	 the	Fourier	
domain,	filtering	it,	before	conducting	an	inverse	Fourier	transform	of	that	slice.	
It	 is	 then	back-smeared	onto	 the	 spatial	2D	 image.	A	 flowchart	 is	presented	 in	
Figure	68	as	a	summarised	view	to	the	implementation	of	the	MATLAB	program.	
The	walkthrough	of	the	program	is	also	presented	in	Figure	69.	

	
	

	
Figure 68 Flow chart of the procedures of the reconstruction procedures of FSR method. 
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Figure 69 Walkthrough of MATLAB execution of the Fourier Slice Reconstruction method.  

The	 initial	 sinograms	 were	 first	 zero	 padded	 to	 improve	 the	 final	
reconstruction	quality.	Using	the	fast	Fourier	transform	functions	FFT	and	then	
FFTshift	 to	 relocate	 the	 impulse	 function	 to	 the	centre	 in	MATLAB,	each	of	 the	
projection	slices	was	individually	transformed	to	form	new	sinograms	as	shown	
in	Figure	70.		A	sample	of	the	Fourier	slice	at	theta	0	of	each	sinogram	is	shown	
in	Figure	71	(a)	and	(b).	These	Fourier	transformed	slices	were	then	convolved	
with	 a	 ramp	 filter	 shown	 previously	 in	 Figure	 63	 and	 their	 product	 sample	 is	
shown	in	Figure	71	(c)	and	(d).		
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Figure 70 Fourier transformed sinograms as compared to previous sinograms in Figure 62. 

	
Figure 71 (a) Fourier transform projection slice sample of sinogram 1 at projection angle 0.  (b) 
Fourier transformed projection slice of sinogram 2 at projection angle 0. (c) Filtered projection 
slice sample of sinogram 1 at projection angle 0.  (d) Filtered projection slice sample of sinogram 
2 at projection angle 0.   

These	filtered	Fourier	slices	were	then	inverse	Fourier	transformed	(IFFT	
and	 IFFTSHIFT)	 back	 to	 their	 original	 spatial	 domain	 information.	 Each	 of	 the	
filtered	projection	slices	were	then	back	smeared	with	respect	to	the	projection	
angle	 back	 into	 an	 empty	 image	 grid	 to	 reconstruct	 images	 of	 integrated	
absorbance	as	shown	in	Figure	72.	At	this	point,	these	images	were	larger	due	to	
the	 initial	 zero	 padded	data.	 These	 zero	 padded	data	 could	 either	 be	 removed	
prior	 to	 the	 back	 smearing	 or	 after	 the	 reconstruction.	 It	 was	 chosen	 in	 this	
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method	 to	 remove	 the	 zero	 padded	 data	 via	 cropping	 the	 final	 reconstructed	
image,	 as	 shown	 in	 Figure	 73.	 The	 final	 steps	 in	 recovering	 temperature	 and	
concentration	distribution	shown	in	Figure	74	and	have	been	omitted	due	to	the	
similarity	with	the	FBP	method	in	Section	6.4.		
	

	
Figure 72 Back smeared reconstructed images of integrated absorbances of peaks 1 and 2.  

	
Figure 73 Cropped reconstructions of integrated absorbance distributions of peaks 1 and 2. 

	
Figure 74 The temperature and concentration distribution sample images reconstructed by the 
FSR method.  
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6.6 Direct	Fourier	Reconstruction	(DFR)	
	

The	Direct	Fourier	Reconstruction	 (DFR)	 is	 the	 last	method	studied	and	
this	 involves	 shifting	 between	 the	 spatial	 and	 frequency	 domain	 and	 was	
discussed	in	Chapter	3.4.2.	There	are	two	methods	of	implementing	the	Fourier	
Slice	Theorem,	and	the	DFR	is	the	second	of	the	two	methods.	The	other	method	
is	the	Fourier	Slice	Reconstruction	(FSR)	method	listed	in	Section	6.5.		

The	 DFR	 method	 focuses	 on	 allocating	 the	 Fourier	 transforms	 of	 the	
projection	slices	onto	the	Fourier	domain	before	conducting	a	2D	inverse	Fourier	
transform	 directly	 back	 to	 a	 reconstructed	 spatial	 image.	 A	 flowchart	 is	
presented	 in	 Figure	 75	 as	 a	 summarised	 guide	 to	 the	 implementation	 of	 the	
MATLAB	program.	The	walkthrough	of	the	program	is	also	presented	in	Figure	
76.	

	

	
Figure 75 Flow chart of the procedures of the reconstruction procedures of DFR method. 
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Figure 76 Walkthrough of MATLAB Direct Fourier Reconstruction implementation. 

The	 zero	 padded	 sinograms	 were	 prepared	 as	 in	 the	 FSR	 method	 in	
Section	 6.5	 and	 shown	 in	 Figure	 70.	 These	 Fourier	 transformed,	 zero	 padded	
slices	 were	 allocated	 onto	 the	 Fourier	 domain	 grids	 based	 on	 its	 angle	 of	
projection	 as	 shown	 in	 Figure	 77.	 As	 the	 initial	 data	 sampling	 or	 the	 original	
sinogram	 is	 of	 a	 consistent	 length,	 the	 allocation	 of	 the	 Fourier	 transformed	
slices	that	were	centred	in	the	middle	of	the	grid	of	the	frequency	domain	grids	
will	 form	 a	 circular	 data	 pattern	 on	 a	 square	 grid	 (as	 shown	 as	 Polar	 Fourier	
space	in	Figure	77).	 	This	was	converted	to	a	Cartesian	Fourier	space	using	the	
MATLAB	function	POL2CART	(as	shown	as	Cartesian	Fourier	space	in	Figure	77).	
The	Cartesian	Fourier	space	was	linearly	interpolated	for	data	smoothness	and	is	
presented	in	Figure	78.	Filtering	was	carried	out	in	the	frequency	domain	and	a	
2D	ramp	filter	was	created	for	this	purpose.	A	similar	way	of	allocating	the	ramp	
filter	into	the	frequency	domain	grid	was	done	and	can	be	seen	in	Figure	79.	
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Figure 77 Example of how the spatial domain projection slices are converted to the frequency 
domain. The Fourier transformed slices are allocated to the polar coordinates in the frequency 
domain grid, and requires conversion to Cartesian distribution prior to interpolation.  

	
Figure 78 Allocated Fourier slices interpolated into the frequency domain of Peaks 1 and 2. 

	
Figure 79 Conversion from a 1D ramp filter to a 2D ramp filter. 
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The	DFR	 could	 now	be	 executed	 immediately	 at	 this	 point.	 The	 in-built	
MATLAB	 function	 of	 IFFT2	 (inverse	 fast	 Fourier	 Transform	 2D)	 was	 used	 to	
convert	 the	 frequency	 domain	 grid	 back	 to	 the	 two	 grids	 of	 integrated	
absorbance	distribution	(spatial	domain).	Cropping	of	the	integrated	absorbance	
distribution	can	now	be	done,	as	well	as	the	determination	of	temperature	and	
concentration	distribution,	as	described	in	the	previous	method	stated	in	FSR	in	
Section	6.5.	The	final	reconstructions	can	be	seen	in	Figure	80.	
	

	
Figure 80 The temperature and concentration distribution sample images reconstructed by the 
DFR method. 
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6.7 Validations	

6.7.1 Analysing	the	reconstructed	image	
	

	
Figure 81 The correlation between the reconstructed temperature image with the schematics and 
photo of flame exit points of the burner. Burner 1 is the back burner, while Burner 2 is the front 
burner. 

Figure	81	shows	a	schematic	drawing	of	the	burner	layout	with	regards	to	
the	Rotator	shown	in	Figure	81	(a)	where	the	burners	are	placed	front	to	back,	
with	the	aluminium	foils	touching	each	other	creating	an	asymmetric	pattern.	An	
angled	 top	 view	 of	 the	 burners	 in	 operation	 is	 shown	 in	 Figure	 81	 (b).	 The	
picture	was	taken	at	an	angle	because	the	images	were	distorted	from	the	heated	
air	if	the	camera	were	placed	directly	above	the	setup.		

It	 was	 essential	 that	 the	 thermocouple	 sampling	 be	 undertaken	 in	 the	
shortest	time	possible	to	ensure	the	flame	intensity	does	not	change	throughout	
the	thermocouple	sampling.		

The	 thermocouple	 images	 were	 constructed	 out	 of	 10	 by	 10	 grid	 cells,	
acquired	on	an	average	of	5	minutes.	The	reason	 for	 the	crude	sampling	of	 the	
thermocouple	 was	 because	 it	 took	 too	 much	 time	 to	 create	 a	 denser	
thermocouple	grid.	The	burner	gas	output	fluctuates	over	time	even	at	the	same	
opening	of	the	fuel	regulator	due	to	the	decreasing	pressure	in	the	gas	canister.	
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The	lighter	fuel	also	tends	to	burn	first	resulting	in	a	change	of	fuel	composition	
over	time	and	thus	affecting	the	intensity	of	the	flame.	

The	cells	were	sampled	individually	using	the	thermocouple	and	executed	
by	 touching	 the	 tip	 of	 the	 thermocouple	 onto	 the	 optical	 plane.	 Guides	 were	
installed	at	the	top	and	sides	of	the	Exoskeleton	to	aid	accurate	placement	of	the	
tip	of	the	thermocouple	to	the	correct	cells	and	distance	away	the	burner	surface.	
The	optical	plane	was	located	1cm	above	the	surface	of	the	burner	plates.			

As	the	thermocouple	testing	had	to	be	executed	quickly	some	shapes	such	
as	the	curvature	of	the	flame-heating	patterns	were	lost	in	its	representation	as	
shown	in	Figure	81	(c).	An	observed	image	of	the	actual	flame	shape	and	location	
is	drawn	in	Figure	81	(d)	for	easier	comparison	of	heated	areas.		

The	thermocouple	sensor	used	for	the	validation	process	was	Tenma	72-
2065A.	 Its	 technical	 specification	 includes	a	measuring	 range	between	 -50℃	to	
1300℃	with	an	accuracy	(non-inclusive	of	the	thermocouple	error)	of	±	0.3%	of	
the	 final	 reading	+1℃.	A	 type	K	nickel	based	 thermocouple	was	used,	however	
the	 accompanying	 alloy	 is	 unknown,	 but	 is	 usually	 either	 chromium	 or	
aluminium.		The	accuracy	of	this	thermocouple	is	usually	between	±	2.2℃	and	±	
0.75%.		

6.7.2 Validation	using	radon	slices	and	thermocouple	
	
The	first	validation	test	involved	comparing	the	reconstructed	image	with	

the	 original	 experimental	 data.	 The	 second	 test	 involves	 the	 validation	 of	 the	
reconstructed	 temperature	 distribution	 with	 thermocouple	 sampling	 of	 the	
optical	plane.	

Typical	 theoretical	 validation	 or	 goodness	 of	 reconstruction	 involves	
extracting	the	x-axis	values	where	y-axis	=	0	cm	and	comparing	the	actual	image	
with	the	reconstructed	image.[205]	However	this	was	not	possible	as	the	actual	
data/spatial	distribution	was	unknown.	Therefore,	another	option	was	to	use	the	
available	 line-	of-sight	data	at	a	 chosen	angle	of	projection,	 (theta	at	0	degrees	
was	used	in	this	case).	However,	the	line-of-sight	data	within	each	sinogram	slice	
was	populated	by	linear	interpolation	due	to	sparse	data	sampling	per	projection	
(Radon)	 slice	 as	discussed	 earlier	 in	 Section	6.2.	 Therefore,	 the	 line	 of	 sight	 at	
theta	0	could	only	be	used	as	a	rough	approximation	of	reconstruction	goodness.	

	
o Filtered	Back	Projection	(FBP)	

	
The	 FBP	 Radon	 slice	 validation	 is	 shown	 in	 Figure	 82.	 Figure	 82	 (a)	

depicts	 the	 numerical	 comparison	 of	 the	 interpolated	 data	 of	 Radon	 slice	 at	
projection	 angle	 0	 of	 the	 original	 against	 the	 reconstructed	 version.	 The	 first	
point	 to	 note	 out	 of	 this	 comparison	 is	 shown	 in	 Figure	 82	 (b),	 that	 the	 areas	
outside	 the	 circle	 were	 considered	 inaccurate.	 This	 was	 because	 the	 data	
acquisition	 was	 only	 conducted	 inside	 the	 circle,	 and	 everything	 outside	 the	
circle	 was	 smeared	 data	 in	 the	 back-projection	 process.	 Therefore	 the	 further	
away	 from	 the	 central	 point	 of	 the	 x-axis	 in	 Figure	 82	 (a),	 the	more	 errors	 it	
accumulated	from	the	areas	outside	the	circle.	The	information	taken	outside	the	
red	box	is	ignored	for	comparison.		
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Figure 82 (a) The numerical comparison of experimental (green) integrated absorbance at radon 
slice of projection angle 0 with Filtered Back Projection method reconstructed (blue) integrated 
absorbance at radon theta 0.  (b) The reconstructed integrated absorbance image of Peak 2 that 
was used for the validation process. 

The	trend	of	both	original	and	reconstructed	Radon	slices	in	Figure	82	(a)	
appears	to	be	similar,	except	that	the	reconstructed	data	lacks	the	sharpness	the	
original	data	exhibits.	The	sharpness	of	the	reconstructed	image	in	Figure	82	(b)	
also	seems	to	exhibit	this	blurring,	 labelled	as	“dishing”,	which	is	typical	of	this	
method	 if	 executed	 on	 known	 phantoms.	 [205]	 The	 maximum	 temperature	
reconstructed	 from	 filtered	 back	 projection	 was	 98℃ ,	 under	 the	 expected	
maximum	 temperature	 of	 710℃	from	 the	 thermocouple	 readings	 as	 shown	 in	
Figure	83.		

	
Figure 83 Comparison of thermocouple sampling of the optical plane with FBP reconstruction 
presented in (℃). Note the difference in temperature scale of both images. 

o Fourier	Slice	Reconstruction	(FSR)	
	
Using	 the	 same	 numerical	 comparison	 on	 the	 FSR	 method	 shown	 in	

Figure	84	 (a),	 the	Radon	slices	yields	much	closer	values	between	original	and	
reconstructed	 data	 as	 compared	 to	 the	 FBP	 method	 shown	 in	 Figure	 82	 (a).	
There	is	an	increased	sharpness	of	the	image	constructed	in	Figure	84	(b),	which	
could	 also	 be	 seen	 in	 the	 more	 angular	 trends	 shown	 in	 the	 numerical	
comparison	Figure	82	(a).	
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Figure 84 (a) The numerical comparison of experimental (green) integrated absorbance at radon 
at theta 0 with Fourier Slice Reconstruction method reconstructed (blue) integrated absorbance 
at radon theta 0.  (b) The reconstructed integrated absorbance image of Peak 2 that was used for 
the validation process. 

The	 original	 and	 reconstructed	 Radon	 slices	 are	 still	 not	 a	 close	 fit	 as	
shown	in	Figure	84	(a),	and	it	might	have	been	attributed	to	the	back-projection	
process	 still	 used	 in	 this	method.	 The	maximum	 temperature	 of	 reconstructed	
image	was	a	closer	match	to	the	values	of	thermocouple	sampling.	The	maximum	
temperatures	 reconstructed	 at	 590 ℃ 	while	 the	 thermocouple	 validated	
temperature	 sampled	 at	 710℃	as	 shown	 in	 Figure	 84.	 Although	 the	 image	
pattern	produced	by	the	FSR	method	is	much	sharper	than	the	FBP,	and	matches	
the	 thermocouple	 and	 visual	 heat	 trends,	 the	 quantitative	 values	 are	 still	 not	
accurate	and	differ	from	thermocouple	validation	by	120℃.	
	

	
Figure 85 Comparison of thermocouple sampling of the optical plane with FSR reconstruction 
presented in (℃). Note the difference in temperature scale of both images. 

o Direct	Fourier	Reconstruction	(DFR)	
	
The	 comparison	 of	 Radon	 slices	 of	 the	 original	 experimental	 data	 and	

reconstructed	by	the	DFR	method	yields	the	closest	to	the	original	experimental	
values	compared	to	the	previous	methods	as	shown	in	Figure	86	(a).	Figure	86	
(b)	 also	 seems	 to	 exhibit	 the	 least	 amount	 of	 flaring	 and	 vertical	 artefacts	
apparent	in	Figure	82	(b)	and	Figure	84	(b).	
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Figure 86 (a) The numerical comparison of interpolated (green) integrated absorbance at radon 
slice of projection angle 0 with Direct Fourier Reconstruction method reconstructed (blue) 
integrated absorbance at radon theta 0.  (b) The reconstructed integrated absorbance image of 
Peak 2 that was used for the validation process. 

The	 thermocouple	 validation	 of	 the	 DFR	 is	 the	 closest	 to	 the	 validated	
maximum	 temperature	 spike	 of	 reconstructed	 705 ℃ 	to	 the	 expected	
thermocouple	readings	of	710℃	as	shown	 in	Figure	80.	The	small	 temperature	
difference	 may	 be	 attributed	 to	 a	 small	 error	 in	 reconstruction	 as	 well	 as	 a	
change	 in	 temperature	 output	 from	 the	 burners	 during	 the	 5	 minutes	 of	
thermocouple	validation.	

	

	
Figure 87 Comparison of thermocouple sampling of the optical plane with DFR reconstruction 
presented in (℃). Note the difference in temperature scale of both images. 

6.7.3 Phantom	validations		
	
Each	 burner	 surface	 was	 individually	 covered	 with	 aluminium	 foil	 to	

create	 an	 asymmetrical	 effect	 during	 image	 reconstruction.	 In	 addition,	 they	
were	 placed	 back	 to	 back	 (with	 foil	 portions	 touching	 each	 other	 as	 shown	 in	
photographs	on	the	extreme	right	column	in	Figure	88)	to	increase	the	variation	
of	 shapes	 formed.	The	 locations	of	 the	burners	were	highlighted	 in	 translucent	
red	 rings	 in	 both	 thermocouple	 samplings	 and	 the	 DFR	 reconstructions.	 A	
schematic	simulation	of	the	flame	pattern	with	a	colour	code	is	included	beside	
each	photograph	to	improve	clarity	of	flame	shape	and	intensity.		
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Figure 88 Depiction of flame patterns via photograph and schematic, compared to thermocouple 
sampling with image reconstructions for a sample scenario. 

Each	 scenario	 in	 Figure	 89	 shows	 a	 different	 configuration.	 Scenario	 A	
depicts	 both	 burners	 activated,	with	 the	 back	 burner	 set	 at	 notch	 4	 and	 front	
burner	set	at	notch	2.	Scenario	B	shows	the	back	burner	set	at	notch	3	with	front	
burner	 at	 notch	 0.	 Scenario	 C	 shows	 the	 back	 burner	 at	 notch	 0	 and	 the	 front	
burner	 at	 notch	 4.	 Each	 of	 the	 scenarios	were	 spaced	 1	 hour	 apart	 to	 prevent	
residual	heat	from	a	burner	which	is	turned	off	but	still	radiating	heat	from	the	
previous	experiment.	

	

	
Figure 89 Three different scenarios with different flame patterns. Scnerio A depicts both burners 
in operation, B with the back burner in operation and front burner off and C with back burner 
off and front burner in operation.  

Thermocouple	 validations	 were	 provided	 for	 each	 flame	 variation	
scenario,	 constructed	 from	 a	 10	 by	 10	 grid	 using	 a	 thermocouple.	 They	 were	
used	to	compare	and	confirm	with	the	 image	reconstructions	 in	terms	of	 flame	
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locations,	presence/absence	as	well	as	temperatures.	Thermocouple	validations	
were	 sampled	 with	 only	 100	 cells	 (10	 by	 10)	 for	 speed	 to	minimise	 the	 time	
interval	from	experiment	and	validations,	the	spatial	resolution	of	the	validation	
is	 crude	 and	 could	 only	 depict	 the	 generic	 locations	 and	 provide	 maximum	
temperatures	of	the	flames.		

The	reconstruction	results	were	generated	using	the	DFR	algorithm	with	
700	zero	padding.	For	each	scenario,	the	temperatures	were	also	within	±5℃	of	
the	thermocouple	validations.	As	seen	in	Figure	89,	for	each	flame	scenario,	the	
image	was	reconstructed	faithfully	with	regards	to	both	 flame	 locations	and	 its	
temperature.		

	

6.8 Simulations	of	varying	data	sampling	conditions		
	

Spatial	 resolution	 depicts	 the	 amount	 of	 information	 the	 reconstructed	
image	holds	from	its	original	counterpart.	The	spatial	resolution	is	dependent	on	
many	 factors,	 from	 the	 reconstruction	 algorithm	 to	 projection	 geometry.	
However	 in	 designing	 this	 system	 based	 on	 the	 available	 equipment,	 many	
parameters	 such	 as	 geometry,	 laser-scanning	 frequency,	 distortions	 of	 studied	
space	and	measurement	 time	are	either	 limited	or	pre-determined.	However,	a	
simulation	 can	 be	 carried	 out	 by	 increasing	 the	 spatial	 resolution	 of	 the	
reconstructed	 image	 by	 increasing	 the	 density	 of	 data	 acquisition.	 Here,	 these	
simulations	 were	 focused	 on	 calculating	 the	 standard	 deviations	 and	 relative	
mean	errors,	which	were	not	possible	to	do	in	the	actual	experiments.		
	

o Simulation	based	on	experimental	data	sampling	conditions	
	
First,	 a	 simulated	 image	was	 created,	 comprised	 of	 a	 37	 by	 37	 grid	 cell	

configuration,	totalling	up	to	1369	pixels	as	shown	in	Figure	90	(a)	and	labelled	
as	Phantom.	The	primary	background	value	used	was	0.0171,	which	corresponds	
to	300	K	and	shown	in	dark	blue.	Two	simulated	heated	blocks	of	different	size	
were	placed	inside	the	Phantom.	The	first	smaller	heated	phantom	block	was	18	
pixels	large	and	is	shown	in	teal.	It	was	set	at	ratio	value	0.0343,	corresponding	
to	480	K.	The	second	larger	heated	phantom	block	in	red	made	of	48	pixels	was	
set	 at	 ratio	 value	 0.0573,	 corresponding	 to	 560	 K.	 To	 imitate	 experimental	
conditions,	 the	 sinogram	slices	 for	 the	3	methods	have	been	altered	 to	 sample	
exactly	as	the	laser	configuration	of	the	tomography	setup	shown	in	Section	6.1,	
where	only	4	available	data	per	projection	slice,	and	bounded	to	room	conditions	
on	the	extreme	ends	of	the	slice.	Similar	linear	interpolation	was	also	conducted.	
The	number	of	projection	slices	were	set	at	360,	which	was	0.5-degrees	step	size.	
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Figure 90 The comparison of reconstruction methods with a Phantom image.  The reconstruction 
methods are based on sampling the original Phantom under experimental conditions of 4 known 
data per projection slice.  

The	 first	observation	of	 the	 interpolated	reconstructed	 images	 in	Figure	
90	was	 that	 the	 images	were	 significant	 blurred	with	 respect	 to	 the	 Phantom.	
The	FBP	method	in	Figure	90	(b)	suffered	from	blurring	of	the	image	consistent	
with	 this	 method	 with	 highly	 supressed	 values,	 similar	 to	 the	 discussions	 in	
Chapter	 6.4.	 The	 relative	 mean	 errors	 similar	 to	 what	 An	 et	 al[13]	 measured	
were	also	calculated,	and	the	mean	relative	error	of	the	FBP	method	was	13.78%	
with	an	SD	of	0.009.	

Both	FSR	and	DFR	shown	in	in	Figure	90	(b)	and	(c)	respectively,	yielded	
similar	 reconstructed	 images.	 The	 two	methods	 also	 had	 suppressed	 values	 in	
the	heated	blocks,	although	closer	to	the	Phantom	image	compared	to	FBP.	The	
overall	image	mean	relative	error	of	the	FSR	is	10.96%	with	a	SD	of	0.0085	while	
the	overall	image	mean	relative	error	of	the	DFR	is	8.12%	with	a	SD	of	0.0066.	
	 	

o Simulation	based	on	densely	packed	data	sampling	conditions	
	

In	this	scenario,	the	number	of	beams	per	projection	slice	was	increased	
to	 55	 and	 spaced	 0.68	 cm	 apart.	 Using	 the	 same	 number	 of	 projections,	 the	
reconstructed	image	of	the	simulated	Phantom	could	be	seen	in	Figure	91.		It	can	
be	seen	that	the	FBP	in	Figure	91	(b)	reconstruction	still	suffers	from	suppressed	
values	 and	 blurring,	 a	 resulting	 consequence	 from	 the	 back-smearing	 process.	
This	 process	 forces	 the	 higher	 valued	 pixels	 to	 be	 smeared	 across	 its	
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neighbouring	 cells,	 causing	 the	 supposedly	 low	 value	 pixels	 to	 be	 numerically	
larger,	and	the	supposedly	high	value	pixels	to	be	numerically	suppressed.		

	

	
Figure 91 The comparison of reconstruction methods with a Phantom image.  The reconstruction 
methods are based on full sampling of the original Phantom, and have a data-sampling ratio of 
55 data to 37 cm per radon projection angle. The ratio to colour representation scale is set to be 
the same for direct value comparison. 

The	FSR	and	DFR,	shown	in	Figure	91	(c)	and	(d)	respectively,	produced	
reconstructed	images	similar	to	the	original	Phantom,	numerically	and	visually.	
It	was	noticeable	that	both	reconstructed	methods	still	yielded	a	blurred	image,	
albeit	significantly	sharper	than	the	FBP	method.	It	was	also	noted	that	the	FSR	
method	 in	Figure	91	 (c)	 generated	a	noisier	 image	 than	 the	DFR	method,	with	
noise	significantly	present	in	the	surrounding	background	of	the	heated	blocks.	

The	 pixel-by-pixel	 standard	 deviation	 (SD)	 was	 calculated	 for	 each	 of	
these	methods	 and	 FBP	was	 calculated	with	 a	 SD	 of	 0.0069,	 FSR	with	 a	 SD	 of	
0.0033	and	finally	DFR	with	a	SD	of	0.0028.	

The	 mean	 relative	 error	 of	 each	 method	 was	 also	 calculated.	 The	 FBP	
method	performed	the	worst,	as	expected	of	the	suppressed	reconstructed	image	
with	 an	 overall	 image	 relative	 mean	 error	 of	 8.2%.	 Both	 FSR	 and	 DFR	
reconstructions	 indicated	 faithful	 reproduction	 of	 the	 original	 Phantom,	 with	
FSR’s	overall	image	relative	mean	error	of	5.9%	and	DFR	at	1.3%.	The	difference	
in	relative	mean	error	is	expected	between	FSR	and	DFR	because	of	the	noisier	
background	in	the	FSR	reconstruction.	
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It	is	worth	noting	again	at	this	point	that	the	FBP	reconstruction	shown	in	
Figure	 91	 (a),	 if	 displayed	with	 its	 own	 colour	 contrast	 scheme;	would	 yield	 a	
similar	image	to	the	other	two	as	shown	in	Figure	92.	

	

	
Figure 92 Both (a) and (b) depicts the same exact Filtered Back Projection reconstructed image, 
with a different ratio to colour representation scale. In (a), the ratio value to colour scale is 
consistent as Figure 91, while in (b) is set with respect to contrast base on its own variation in 
numbers within the image. 

The	FBP	method	was	the	fastest	reconstruction	method	with	a	sinogram	
input	 of	 360	 projections	 with	 55	 data	 per	 projection	 slice;	 the	 reconstruction	
took	 an	 average	 of	 3	 s	 for	 complete	 reconstruction.	 On	 average,	 70%	 of	 the	
reconstruction	 time	was	spent	on	 the	back	smearing	process.	The	FSR	was	 the	
slowest	 method	 of	 reconstruction,	 taking	 an	 average	 of	 54	 s	 for	 a	 complete	
reconstruction.	Dissecting	 the	program,	 the	 time	 it	 took	 for	 the	 back	 smearing	
process	 was	 approximately	 50	 %	 of	 its	 total	 reconstruction	 time.	 This	 would	
make	sense	as	 this	method	requires	heavier	manipulation	of	matrix	data,	 from	
zero	 padding	 and	 executing	 Fourier	 transforms.	 There	 was	 also	 more	 data	 to	
back	smear	per	slice	due	to	the	zero	padded	slices.	The	DFR	took	an	average	of	
41	 seconds	 to	 complete.	The	 reason	 the	 completion	 time	was	 shorter	 than	 the	
FSR	may	be	due	to	the	fact	 that	 instead	of	 the	back	smearing	process,	 it	makes	
use	 of	 physically	 allocating	 values	 of	 the	 projection	 slices	 to	 the	 pre-allocated	
empty	grid.		

	
	
	
	
	
	
	
	
	



CHAPTER	6	–	IMPLEMANTATION,	COMPARISON	AND	
VALIDATION	OF	TOMOGRAPHY	ALGORITHMS	

	

	

	 	
	

133	

6.9 Comparison	of	methods	
	
Three	methods	of	reconstruction	(Filtered	Back	Projection	(FBP),	Fourier	

Slice	 Reconstruction	 (FSR)	 and	 Direct	 Fourier	 Reconstruction	 (DFR))	 were	
studied	 for	 several	 scenarios	 of	 thermocouple	 validation.	 The	 outcomes	 of	 the	
three	scenarios	were	fairly	constant	throughout.		

Firstly,	 the	 FBP	 reconstruction	 was	 sufficient	 for	 detecting	 a	 blurred	
image	of	the	original	image,	without	achieving	accurate	numerical	values,	in	this	
instance,	temperature.		

It	 could	 be	 argued	 that	 other	 popular	 and	 conventional	 filters	 like	 the	
Ram-Lak	 or	 the	 Shepp-Logan	 could	 be	 used	 to	 sharpen	 the	 image	 instead	 of	
simply	using	the	ramp	filter.	However,	unlike	conventional	situations	where	the	
sharpness	 of	 an	 image	 is	 the	 primary	 concern,	 equal	 attention	 is	 required	 to	
reconstructing	 the	 image	 with	 numerically	 correct	 cells	 as	 well.	 With	 that	 in	
mind,	the	simplest	filter	was	used	to	ensure	that	the	final	numerical	distributions	
of	the	image	had	not	been	over	filtered	and	that	numerical	values	were	sacrificed	
for	visual	smoothness.		

Next,	the	FSR	method	yielded	sharper	images	than	the	FBP	but	produced	
a	 certain	 amount	 of	 blurring	 as	 compared	 to	 DFR.	 The	 supposedly	 high	 value	
pixels	were	still	numerically	supressed.	It	was	suspected	that	the	reason	why	it	
was	 still	 reconstructing	 lower	 than	 expected	 temperatures	 was	 because	 back-
smearing	process	was	still	part	of	its	reconstruction	protocol.		A	large	number	of	
artefacts	 were	 noticed	 that	 formed	 near	 the	 corners	 of	 the	 burner	 flame	
locations.	 The	 artefact	 streaks	 circled	 in	 green	 in	 Figure	 93	 were	 commonly	
identified	as	beam	hardening,	usually	present	in	areas	of	high	attenuation.		

	

	
Figure 93 Sample of steaks of artefacts known as beam hardening, circled in green. The last 
image is left untouched for uninhibited viewing. 

Finally	 the	 DFR	 performed	 the	 best	 in	 the	 validation	 test,	 giving	
approximately	±	5℃	of	 the	 thermocouple	 validation.	 	 It	 exhibited	 the	 sharpest	
image	out	of	 the	 three	methods,	which	may	be	 attributed	 to	 the	 fact	 that	back	
smearing	is	not	involved	within	its	reconstruction	protocol.		
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Figure 94 Sample of potential helical artefacts are circled in white. Sample of steaks of artefacts 
known as beam hardening are circled in green. The last image on the right is left untouched for 
uninhibited viewing. 

The	DFR	method	did	yield	several	different	potential	artefacts	as	shown	
in	Figure	94.	The	green	circle	marks	the	presence	of	streaks	or	beam	hardening.	
However	the	effect	of	beam	hardening	seems	 less	severe	than	the	FSR	method.	
There	 were	 however,	 also	 presences	 of	 ring-like	 structures	 formed	 in	 the	
reconstruction,	circled	in	white.	 It	was	unclear	whether	these	were	artefacts	or	
the	reconstruction	of	heating	pattern	swirls.	If	they	were	artefacts,	they	might	be	
classed	 as	 helical	 artefacts,	 caused	 by	 rapid	 change	 between	 the	 z-axis.	 This	
could	 be	 justifiable	 as	 with	 a	 high	 temperature	 output	 from	 the	 burners,	 the	
effects	 of	 convection	 currents	 would	 be	 very	 dominant	 in	 the	 area	 of	 study,	
causing	a	rise	in	these	forms	of	artefacts.		
	 	



CHAPTER	6	–	IMPLEMANTATION,	COMPARISON	AND	
VALIDATION	OF	TOMOGRAPHY	ALGORITHMS	

	

	

	 	
	

135	

6.10 Chapter	summary	
	
A	 summary	of	 the	 comparison	 findings	 is	 compiled	 in	Table	7.	The	DFR	

method	 achieved	 the	 sharpest	 image	 and	 the	 closest	 reconstruction	 to	
thermocouple	 validation.	 Even	 though	 there	 was	 the	 presence	 of	 some	 beam	
hardening	artefacts	and	potential	helical	artefacts,	 the	DFR	was	selected	as	 the	
best	method	to	carry	out	further	tomography	experiments.	

	
Table 7 Summary table of reconstruction method comparison 

Parameters FBP FSR DFR 
Blurriness Very blur Mild blur Sharp 
Numerical comparison of Radon 
transform Bad match Bad match Good match 

Ideal densely sampled simulation 
Standard Deviation test 0.0069 0.0033 0.0028 

Experimental sampled simulation 
Standard Deviation test 0.0090 0.0085 0.0066 

Ideal densely sampled simulation 
relative mean error test 8.2% 5.9% 1.3% 

Experimental densely sampled 
simulation relative mean error 
test 

13.78% 10.96% 8.12% 

Reconstruction time 3 seconds 54 seconds 41 seconds 
Temperature average difference 
from thermocouple -529℃ -116℃ ±5℃ 

Artefacts None observed Beam 
hardening 

Beam 
hardening, 
potential 
helical 

	
The	 discussion	 of	 the	 three	 reconstruction	 procedures	 for	 Filtered	

Back	Projection	(FBP),	 Fourier	 Slice	 Reconstruction	 (FSR)	 and	 Direct	 Fourier	
Reconstruction	 (DFR)	 were	 carried	 out,	 followed	 by	 a	 comparison	 of	 method	
validation	 using	 simulations	 and	 thermocouple	 measurements.	Based	 on	 the	
summary	comparison	table,	the	method	best	suited	to	process	the	experimental	
reconstruction	was	the	Direct	Fourier	Reconstruction	method.		
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 3D	AND	TEMPORAL	TOMOGRAPHY	RESULTS	7
	

7.1 Chapter	overview	
	

This	 chapter	 focuses	 on	 presenting	 the	 results	 of	 3D	 and	 temporal	
experiments.	 In	 Section	 7.2,	 the	 results	 of	 3D	 reconstructions	 were	 initially	
presented	 as	 2D	 measurements	 across	 the	 height	 axis.	 These	 slices	 were	
interpolated	into	a	3D	matrix	to	be	repackaged	as	2D	image	slices	as	a	function	of	
height,	 moving	 along	 the	 x-axis	 and	 y-axis.	 The	 result	 of	 the	 temporal	
experiments	(2D	experiments	with	time)	is	presented	in	Section	7.3.	Finally,	the	
resolution	 of	 the	 images	 is	 discussed	 in	 Section	 7.4	 and	 the	 repeatability	 in	
Section	7.5.		

7.1.1 Experimental	conditions	
	

Unless	otherwise	stated,	 the	experimental	conditions	were	conducted	as	
stated	 in	 Section	 6.1.1	 and	 analysed	 using	 the	 Direct	 Fourier	 Reconstruction	
method,	with	a	 theta	 step	of	0.5	degrees	using	360	projections.	The	amount	of	
zero	padding	was	set	at	700.		

7.2 3D	reconstructions	
	

There	are	situations	where	3D	spatial	information	is	more	beneficial	to	a	
study	 compared	 to	 a	 2D	 plane.	 Recreating	 the	 spatial	 distribution	 of	 desired	
parameters	 within	 a	 3D	 volume	 of	 an	 environment	 could	 lead	 to	 more	
straightforward	diagnoses	such	as	the	direct	imaging	of	particular	hot	spots.	The	
objectives	 of	 the	 3D	 reconstruction	was	 to	 extend	 the	 detection	 capabilities	 of	
the	system	by	plotting	 temperature	and	concentration	distribution	within	a	3D	
boundary.	

Tomography	used	in	medical	applications	often	uses	multiple	2D	slices	to	
diagnose	 a	 broken	 fracture	 by	moving	down	 the	 length	 of	 an	 arm,	 the	 vertical	
movement	of	 the	equipment	setup	will	similarly	mirror	 this	process.	There	are	
two	 options	 of	 movement	 in	 the	 z-axis,	 the	 first	 where	 the	 observed	 space	
moving	 through	 a	 stationary	 optical	 plane,	 the	 other	 where	 the	 optical	 plane	
moves	 along	 the	 stationary	 observed	 space.	 In	 this	 instance,	 the	 decision	 to	
moving	the	optical	plane	was	chosen	based	on	the	equipment	architecture.		

The	 experiment	was	 conducted	 at	 10	 optical	 plane	 height	 levels	with	 a	
step	 size	 of	 1	 cm	 between	 levels.	 The	 experiment	 begins	 at	 the	 optical	 plane	
being	1	 cm	above	 the	burner	plate	 surface	depicted	 in	Figure	95	 (a).	After	 the	
initial	measurement	was	taken,	the	Carrier	was	lowered	by	1	cm	for	another	set	
of	data	acquisition	until	 the	 last	optical	plane	height	depicted	 in	Figure	95	 (b).	
This	motion	is	inversely	representative	of	the	optical	plane	being	raised	in	steps	
of	1	cm	above	the	object	of	study.	Figure	95	(c)	shows	the	process	of	the	Carrier	
moving	downwards,	thus	creating	the	difference	in	optical	plane	and	a	variation	
of	the	z-axis.	
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Figure 95 Visual representation, not drawn to scale, of how the Carrier moves down a stationary 
optical plane instead of the optical plane moving around the object of study. (a) The Carrier at 
position 1 (optical plane 1 cm above burners). The red line depicts the position of the stationary 
optical plane.  (b) The Carrier moves down, thus lengthening the distance from the optical plane. 
(c) The z-axis that is shown here represents the total distance between first and final position of 
the carrier with respect to optical plane to flames.  

The	assumptions	of	the	3D	experiment:	
	

• To	maintain	 constant	 flame	 intensity,	 the	 experiment	was	 completed	 in	
less	than	2	minutes	and	assumed	that	the	gas	output	and	flame	intensity	
was	 constant	 within	 the	 experimental	 period.	 Flame	 intensity	 variation	
with	time	is	discussed	further	in	Section	7.5.	

	
• The	step	size	of	1	cm	per	measurement	level	was	sufficiently	small	and	to	

assume	that	there	is	a	linear	relationship	between	each	slice.	The	changes	
of	temperature	in	between	each	slice	were	deemed	predictable	enough	to	
use	linear	interpolation.	
	
The	3D	experiment	was	conducted	at	an	ambient	temperatures	of	19.3	℃,	

pressure	of	101	kPa	and	a	relative	humidity	at	87%.	
	
The	2D	reconstructions	at	varying	height	were	also	stacked	on	top	of	each	

other	as	shown	in	Figure	96.	A	larger	view	of	the	individual	slices	can	be	seen	in	
Appendix	 11.1.	 View-1	 in	 Figure	 96	 shows	 all	 10	 slices	 stacked	 together,	with	
each	slice	set	at	75%	transparency	to	simulate	how	it	may	look	as	a	translucent	
volumetric	 space.	 View-2	 in	 Figure	 96	 opens	 up	 the	 slices	 to	 show	 a	 clearer	
depiction	of	 each	 slice.	 The	maximum	 temperatures	 created	by	 each	burner	 in	
each	 slice	 have	 also	 been	marked	 out.	 As	 expected,	 the	 bottom	 slice,	 which	 is	
closest	 to	 the	 flame,	 registered	 the	 highest	 temperature	 and	 decreases	 as	 the	
slices	move	further	away	from	the	flame.	
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Figure 96 The individual reconstructed temperature slices vertically spaced 1 cm apart shown in 
2 views. The slice at the bottom is the slice closest to the flames, which registers higher 
temperatures. View-1 depicts a tighter configuration of 75% transparent slices to simulate a 
translucent volume. View-2 shows similar 75% transparent slices with the perspective set to z-
axis priority, with the maximum temperatures and locations by the two burners marked out. 

The	 gaps	 between	 the	 slices	 in	 Figure	 96	were	 linearly	 interpolated	 to	
form	a	3D	matrix,	representing	an	imaginary	volumetric	space	shown	in	Figure	
97.	 Linearly	 interpolated	 vertical	 slices	 along	 both	 x-axis	 and	 y-axis	 can	 be	
generated	 from	 this	 3D	 matrix,	 simulating	 the	 motion	 of	 vertical	 slices	 being	
measured	as	demonstrated	in	Figure	97.		

	

	
Figure 97 Visual representatives of the locations of vertical slices (shown in red) moving across 
the x-axis within the 3D boundary shown via the orange cuboid.  

These	vertical	slice	 images	were	 interpolated	using	MATLAB	function	of	
interp2	and	were	scaled	with	a	factor	of	4	using	the	“linear”	method.	Figure	98	
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represents	the	full	range	of	the	temperature	vertical	slices	along	the	x-axis,	from	
the	left	to	right,	x-axis	(-17	cm)	to	x-axis	(17	cm).		

	

	
Figure 98 Individual vertical slices of interpolated temperature with respect to the x-axis, from -
17 cm to 17 cm. Note that vertical slice of x-axis at -18 cm and 18 cm were omitted from this 
figure.  

	
	
	
The	 full	 range	of	 the	vertical	 temperature	 slices	down	 the	y-	 axis	of	 the	

volumetric	block	is	shown	in	Figure	99.		
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Figure 99 Individual vertical slices of interpolated temperature with respect to the y-axis, from -
17 cm to 17 cm. Note that vertical slice of y-axis at -18 cm and 18 cm were omitted from this 
figure. 

Figure	 100	 shows	 a	 simple	 comparison	 of	 vertical	 slices	 that	 are	
presented	with	respect	to	both	x-axis	and	y-axis	above	the	base	horizontal	slice	
(the	 horizontal	 slice	 closest	 to	 the	 flame).	 In	 Figure	 100,	 6	 sample	 slices	were	
extracted	with	respect	 to	 the	dominant	axis	of	study	at	 -12.5	cm,	 -	7.5	cm,	 -2.5	
cm,	2.5	cm,	7.5	cm	and	12.5	cm.	Note	that	 the	 information	 in	the	vertical	slices	
was	different	depending	on	the	axis	of	study.	An	enlarged	comparison	of	sample	
slices	at	-7.5	cm,	0	cm	and	7.5	cm	are	shown	in	Figure	101	and	Figure	102.		
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Figure 100 Sample of vertical temperature slices moving along the x-axis. 

	
Figure 101 The location of the vertical slices is each shown on the top row as a red line 
superimposed on the bird eye view of the bottom most z-axis plane. The temperature and 
concentration vertical slices are individually shown below their slice location.  
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 Figure 102 The location of the vertical slices is each shown on the top row as a red line 
superimposed on the bird eye view of the bottom most z-axis plane. The temperature and 
concentration vertical slices are individually shown below their slice location.  

The	first	column	in	Figure	101	depicts	the	vertical	slice	image	of	x-axis	at		
-7.5	cm,	 the	second	column	at	x-axis	at	0	cm	and	 the	 third	column	at	an	x-axis	
value	of	7.5	cm.		The	first	row	depicts	the	location	of	the	vertical	slices	via	a	red	
line	 with	 respect	 to	 the	 base	 flame	 image	 from	 the	 top	 (bird	 eye’s	 view),	 the	
second	 row	 depicts	 the	 temperature	 distribution	 of	 each	 of	 the	 respective	
vertical	slices	within	the	column,	whilst	the	final	row	depicts	the	concentration	
distribution	of	its	respective	column.	The	layout	is	similar	in	Figure	102,	except	
that	the	vertical	slices	belong	to	the	y-axis.	

Note	 that	between	the	 two	 figures,	 the	view	from	Figure	101	allows	the	
user	 to	view	the	cross-section	and	the	presence	of	 the	 two	heaters	as	 it	moves	
along	the	x-axis,	whilst	in	Figure	102,	that	information	is	not	made	available	as	it	
moves	down	the	y-axis.	However,	a	more	detailed	version	of	each	flame	can	be	
seen	 instead.	 By	 changing	 the	 angle	 of	 perspective,	 different	 temperature	 and	
concentration	patterns	could	be	seen.		

The	total	size	of	the	volume	constructed	was	10	cm	high	and	37	by	37	cm.	
It	 is	 noted	 that	 the	 spatial	 resolution	 of	 the	 vertical	 slices	 was	 poorer	 (more	
“pixelated”)	compared	to	the	horizontal	slices	as	shown	in	Figure	101	and	Figure	
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102.	This	is	because	the	vertical	slices	are	dependent	on	the	spatial	resolution	of	
the	horizontal	slices	but	also	on	the	number	of	original	horizontal	slices	as	well.	
However,	 the	 slices	 were	 interpolated	 with	 interp2	 by	 power	 of	 4	 for	
smoothness.	The	vertical	images	from	both	the	x-axis	and	y-axis	were	compiled	
over	 the	 base	 slice	 to	 form	 Figure	 103.	 	 Each	 of	 these	 slices	 was	 set	 at	 95%	
transparency	 and	 a	 total	 of	 51	 slices	 (vertical	 axis	 step	 size	 of	 0.25	 cm)	were	
used	 from	 each	 axis	 to	 create	 a	 “translucent”	 volume	 of	 spatial	 temperature	
distribution.		

	

	
Figure 103 The combined volume is made of 51 slices from the x-axis (-25 cm to 25 cm) and 51 
slices from the y-axis (-25 cm to 25 cm). Each slice is set at a transparency of 95% to create a 
final “translucent” looking volume.  

The	 two	 views	 angled	 fully	 from	 both	 the	 x-axis	 and	 the	 y-axis	 is	 each	
presented	in	Figure	103.	The	view	from	the	x-axis	shows	only	1	flame,	whilst	the	
y-axis	shows	two	flames.		
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7.3 Temporal	experiments	
	

The	 objective	 of	 the	 temporal	 experiments	 was	 to	 use	 the	 system	 as	 a	
diagnostic	 tool	 to	 track	 temperature	 and	 concentration	 changes	 of	 the	 system	
during	 operation.	 This	 would	 be	 particularly	 useful	 in	 terms	 of	 monitoring	
changes	in	flow	or	heating	patterns	across	a	period	of	time	at	a	particular	section	
of	a	pipe,	engine	or	reactor.		

Ideally,	 the	 deployment	 of	 laser	 sources	 and	 detectors	 should	 be	
numerically	sufficient	to	allow	the	capture	of	a	full	set	of	projections	at	different	
angles	without	 the	need	 for	any	other	 form	of	 rotary	movements	which	would	
allow	‘instant’	data	acquisition.	However,	an	alternative	would	be	to	project	in	a	
parallel	fashion	at	different	angles	facilitated	by	the	rotary	motor.		

The	 temporal	 experiments	 were	 conducted	 by	 performing	 a	 set	 of	
experiments	 as	 a	 function	 of	 time.	 Each	 experimental	 scenario	 consists	 of	
adjusting	the	flow	of	the	fuel,	thus	affecting	the	temperature	variation.	The	study	
was	conducted	in	a	series	of	16	successive	experiments,	with	a	camera	installed	
above	the	setup	to	provide	a	visual	pictorial	of	the	actual	flame	response	to	gas	
output	manipulation.	 The	 time	 required	 for	 a	 single	measurement	 (tomogram	
acquisition)	 to	complete,	was	set	at	3.6	seconds,	each	at	360	projections	at	0.5	
degrees	step	size.	It	took	57.6	seconds	(or	approximately	1	minute)	to	acquire	16	
tomograms.		

The	 gas	 flow	 was	 manipulated	 manually,	 and	 additional	 time	 was	
allocated	for	the	user	to	adjust	the	fuel	gas	regulators	in	between	experiments.	A	
total	 time	of	50	 seconds	 (approximately	3	 seconds	per	 change	 for	16	 settings)	
was	 added	 to	 the	 overall	 experiment	 run	 time,	 raising	 it	 to	 107.6	 seconds.	
However,	because	the	time	to	adjust	the	fuel	was	allocated	for	 fuel	adjustment,	
and	not	 the	performance	of	 the	 system	 itself,	 it	was	not	added	 into	 the	 results	
presentation	itself	as	shown.	The	stability	of	the	flame	after	each	adjustment	to	
the	gas	flow,	as	well	as	the	time	required	for	the	flame	to	enter	steady	state	was	
discussed	earlier	in	Section	5.3.4.	

The	temporal	experiment	was	conducted	at	ambient	temperatures	of	20.4	
℃,	a	pressure	of	103.2	kPa	and	a	relative	humidity	at	79%.	The	locations	of	the	
back	burner	(A)	and	the	front	burner	(B)	are	shown	in	Figure	104.		
	

	
Figure 104 The location of the back burner (A) and the front burner (B) shown in both schematic 
and reconstructed image. 
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The	gas	 regulators	of	 each	burner	were	adjusted	based	on	notches,	 and	
the	intensity	of	the	each	flame	is	colour	coded	in	the	burner	schematics	in	the	top	
rows	of	Figure	105.	The	temporal	temperature	results	are	presented	underneath	
the	schematic	depictions	of	 flame	 intensities	and	shown	 in	 the	bottom	rows	of	
Figure	 105.	 The	 start	 time	 of	 the	 experiment	 was	 0	 seconds,	 but	 the	 first	
tomogram	could	only	be	generated	after	 the	 first	 rotation	cycle	at	3.6	seconds.	
When	the	regulator	notch	was	 tightened,	 the	gas	 flow	decreased	and	the	 flame	
intensity	 falls	 and	 vice	 versa.	 The	 experiment	 was	 deemed	 successful	 as	 the	
temperature	 reconstructions	 responded	 according	 to	 the	 change	 in	 fuel	
regulator	gas	changes.	

It	 took	 a	 total	 of	 57.6	 seconds	 to	 reconstruct	 16	 images,	 which	
corresponds	to	0.28-framerate	per	second	(fps).	

	

	
Figure 105 Temporal results of temperature distribution with time. The time taken for 
reconstruction since experimental start time (0 s) is shown in orange while the gas regulator 
notch settings of each burner is identified under Burner A and Burner B.  
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7.4 Image	resolution	
	
There	are	various	definitions	of	image	resolution,	and	they	are	often	used	

synonymously,	which	may	not	be	necessary	true.	In	this	thesis	pixel,	spatial	and	
temporal	resolutions	are	discussed.	These	3	forms	of	resolution	are	factors	that	
are	interconnected	in	producing	a	well-resolved	image.		

Imagine	 watching	 a	 film	 on	 a	 television	 as	 an	 analogy	 for	 these	 three	
types	 of	 resolution.	 The	 spatial	 resolution	 is	 the	 quality	 of	 the	 film	 that	 is	
produced,	if	it	is	shot	in	high	definition	or	low	definition.	The	pixel	resolution	is	
the	quality	of	the	TV,	if	the	TV	is	high	definition	or	just	a	standard	low	definition	
screen.	 If	 the	 film	 is	 shot	 in	 high	 definition	 (high	 spatial	 resolution)	 but	 being	
played	on	 a	 low	definition	TV	 (low	pixel	 resolution),	 the	 viewer	would	 still	 be	
watching	 it	 in	 low	 definition.	 Inversely,	 it	 doesn’t	 matter	 if	 the	 TV	 is	 high	
definition	(high	pixel	resolution)	if	the	original	film	is	shot	in	low	definition	(low	
spatial	resolution)	because	 the	viewer	could	only	receive	 the	maximum	quality	
of	the	film	itself.		

The	temporal	resolution	relates	to	the	frame	rate	per	second	at	which	the	
film	was	shot.	If	the	temporal	resolution	is	high,	the	film	would	run	smoothly	to	
the	eye,	whilst	 if	 the	film	was	shot	 in	 low	frame	rate	per	second	(low	temporal	
resolution),	the	film	would	appear	choppy	to	the	viewer.	

The	 pixel	 resolution	 depicts	 the	 number	 of	 pixels	 present	 in	 an	 image.		
This	 is	 not	 to	 be	 confused	with	 image	 quality	 and	will	 be	 further	 discussed	 in	
Section	7.4.1.	

The	spatial	resolution	depicts	the	amount	of	information	an	image	holds,	
determined	by	both	pixel	resolution	and	the	 initial	data	acquisition	phase.	This	
will	be	further	discussed	in	7.4.2.	

The	temporal	resolution	refers	to	the	amount	of	time	it	takes	to	acquire	a	
measurement.	For	a	tomography	system,	which	can	‘instantaneously’	acquire	all	
the	projections,	the	temporal	resolution	would	be	very	high	and	usually	down	to	
the	settings	of	wavelength	modulation	discussed	in	Section	5.2.3.	In	this	setting,	
where	there	is	an	additional	motorised	motion	of	the	projections	rotating	around	
the	peripherals	of	 the	burners,	 the	 temporal	 resolution	would	be	bound	 to	 the	
maximum	speed	of	the	motor	power	and	would	be	significantly	lower.		

The	temporal	resolution	here	is	mixed	with	the	spatial	resolution	because	
by	increasing	the	time	it	takes	to	complete	a	rotation,	it	means	that	the	angular	
step	size	of	data	acquisition	is	smaller	(more	projections	could	be	acquired);	and	
thus	has	a	higher	spatial	resolution	due	to	an	increase	in	data.		

Since	one	of	the	goals	of	this	work	was	to	perform	imaging	as	quickly	as	
possible,	the	only	way	to	improve	the	temporal	resolution	would	be	to	decrease	
the	number	of	 projections	per	 angle.	As	discussed	 in	 Section	7.3,	 the	 temporal	
resolution	is	0.28	fps.	
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7.4.1 Pixel	resolution	variation		
	

Pixel	resolution	 in	general	should	be	balanced	between	a	well-produced	
image	and	computational	speed/space.	A	well-produced	image	consists	of	image	
sharpness	 (where	 individual	pixels	 could	not	be	 seen	or	 that	 the	 image	should	
not	appear	‘blocky’)	and	numerical	accuracy	of	its	individual	cells.		

The	pixel	resolution	can	only	improve	as	much	as	its	original	data	allows	
it	to,	which	means	that	it	is	bound	by	the	spatial	resolution	of	that	image.	If	the	
spatial	 resolution	 of	 the	 original	 image	 is	 poor,	 increasing	 the	 level	 of	 pixel	
resolution	is	redundant	(imagine	a	film	shot	in	high	definition	being	played	on	a	
non-high	definition	TV).	

	Balancing	the	pixel	resolution	with	its	spatial	resolution	is	important	as	a	
high	spatial	 resolution	 image	presented	at	a	 low	pixel	 resolution	would	yield	a	
highly	 pixelated	 or	 ‘blocky’	 image	 whilst	 inversely,	 a	 high	 spatial	 and	 pixel	
resolution	would	yield	a	smooth	looking	image.		

	Figure	106	compares	the	variation	of	pixel	resolution	on	a	well-sampled	
image	during	 its	original	data	acquisition	phase	of	4	beams	per	360	projection	
angles.	The	resolutions	were	varied	from	6	by	6	to	256	by	256.		

	

	
Figure 106 Variation of pixel resolution to the same image.  
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Careful	observation	of	Figure	106	shows	that	low	pixel	resolutions	from	6	
by	 6	 to	 32	 by	 32	 appear	 heavily	 pixelated	 and	 also	 numerically	 incorrect	
(significantly	 lower	 by	 a	 few	 hundred	 degrees	 Celsius).	 This	 is	 because	 the	
information	present	within	the	high	spatial	resolution	image	was	averaged	into	
larger	cells,	thus	reducing	the	sharpness	and	numerical	accuracy	of	the	image.		

64	by	64	improves	the	numerical	accuracy	of	the	image	but	still	exhibits	
pixelated	 edges.	 128	 by	 128	 exhibits	 similar	 smoothness	 (where	 pixels	 are	 no	
longer	detectable	by	eye)	 to	256	by	256	and	 it	 can	be	seen	 that	 for	 the	spatial	
resolution	of	the	original	image,	a	128	by	128	pixel	resolution	representation	is	
sufficient.	
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7.4.2 Spatial	resolution	

7.4.2.1 Varying number of projections (experimentally)  
	

Spatial	resolution	is	very	much	determined	by	the	initial	data	acquisition,	
and	 in	 this	 tomography	 system,	 the	 data	 acquisition	 is	 tied	 to	 the	 temporal	
resolution	(maximum/minimum	motor	speeds)	and	desire	to	shorten	the	overall	
experimental	time.	As	such,	the	only	method	of	increasing	the	spatial	resolution	
was	to	increase	the	number	of	emitters/detectors	per	projection	angle.	However	
that	was	also	not	possible	due	to	 the	equipment	space	constraints.	Therefore	a	
simulation	 was	 conducted	 using	 a	 larger	 amount	 of	 sampling	 versus	
experimental	condition	sampling	earlier	in	Section	6.8.		

A	 sample	 demonstration	 is	 shown	 Figure	 107	 with	 variation	 of	 the	
number	 of	 overall	 projections	 affecting	 image	 quality	 and	 numerical	 accuracy.	
The	 relationship	 between	 the	 number	 of	 projections	 or	 the	 theta	 step	 size	 is	
interconnected	 and	 Table	 8	 marks	 the	 relationship	 between	 the	 two.	 The	
experiment	 for	 varying	 spatial	 resolution	 was	 conducted	 at	 an	 ambient	
temperature	 of	 19.3	℃;	 a	 pressure	 is	 101	 kPa	 and	 a	 relative	 humidity	 at	 87%.	
The	 individual	 images	were	produced	at	pixel	 resolutions	of	128	by	128.	Here	
the	 experiment	 criterion	 is	 to	 produce	 a	 numerically	 accurate	 image	 with	 the	
smallest	number	of	projection/time	available.		

	

	
Figure 107 Resulting reconstructions from variation of theta step size with number of projections 



CHAPTER	7	–	3D	AND	TEMPORAL	TOMOGRAPHY	RESULTS	 	
	

	 	
	

150	

Table 8 Relationship of theta step size with number of parallel projections  

	
The	comparison	of	spatial	resolution	is	shown	in	Figure	107.	Using	just	1	

or	 2	 projections	 resembles	 a	 single	 or	 dual	 back-smearing	 process	 of	 an	 FBP	
method.	 However	 with	 5	 projections,	 a	 rough	 representation	 of	 the	 correct	
image	 can	 already	 be	 discerned.	 From	 using	 11	 to	 45	 projections,	 an	 image	
similar	to	a	FBP	reconstruction	can	be	observed.	These	images,	due	to	the	lack	of	
projections,	showed	blurring	on	the	reconstruction	due	to	back	smearing	of	data	
in	the	FBP	process.	The	temperature	values	were	also	substantially	suppressed	
by	approximately	400℃	to	600℃.	

Most	of	the	streak	artefacts	present	 in	projections	5	to	projections	45	in	
Figure	 107	 are	 no	 longer	 present	 at	 projection	 90.	 The	 image	 has	 already	
sharpened	 significantly	 and	 seems	 to	 match	 the	 visual	 representation	 of	 the	
flame	 pattern.	 However	 the	 temperatures	were	 still	 not	 very	 accurate.	 	 There	
was	not	much	difference	between	 the	physical	 reconstructed	 images	of	 180	 to	
360	projections,	yielding	similar	sharpness.		

However,	 it	was	 not	 possible	 to	 calculate	 the	 spatial	 resolution	without	
the	 use	 of	 a	 phantom,	 and	 simulations	 were	 conducted	 to	 recover	 the	 spatial	
resolution	of	the	system.	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Theta step size 0.5 1 2 4 8 16 36 90 180 
Projections 360 180 90 45 22 11 5 2 1 
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7.4.2.2 Varying beams per projection (simulation) 
	

The	method	described	here	to	conduct	in-plane	(or	2D)	spatial	resolution	
was	to	compare	the	contrast	of	phantom	to	background	using	a	set	of	 line-pair	
structures	[206].	In	this	thesis,	the	base	background	was	set	at	values	of	0,	whilst	
the	 line-pair	 structures	were	 created	with	 the	 values	 of	 1.	 This	 creates	 a	 grid	
matrix	comprising	of	primarily	zeros,	and	the	values	of	the	line-pair	structures	at	
values	of	ones.		

The	 line-pairs	 were	 observed	 by	 comparing	 alternating	 black	 lines	
(values	of	1)	with	equally	sized	white	lines	(background	value	of	0).	Figure	108	
shows	 a	 zoomed	 version	 of	 2	 sets	 of	 line-pair	 structures,	 arranged	
perpendicularly	 to	each	other.	The	 red	 structures	are	valued	at	1	and	 the	blue	
background	 is	valued	at	0.	Each	structure	within	 the	 two	sets	contain	different	
line-pair	patterns,	ranging	from	0.5	to	5	lp/cm	(line-pair	per	cm).	By	examining	
the	ability	to	resolve	the	patterns	at	different	levels,	the	system’s	capacity	could	
be	determined.	The	smaller	the	value	of	the	line-pair	structure,	the	less	spatially	
resolved	the	reconstructed	image	is.		

	
Figure 108 Zoomed in view of 2 sets of line-pairs structures to allow clearer view of smaller line-
pairs structures, ranging from 0.5 to 5 lp/cm. The original dimension of the phantoms is 36 by 36 
cm.  
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The	phantom	shown	in	Figure	108	was	evaluated	with	the	DFR	method	at	
700	 zero	 padding	 value,	 with	 a	 total	 of	 360	 projections	 at	 intervals	 of	0.5°	
angular	step	size.	Variations	of	beams	were	conducted,	ranging	from	16	to	512	
equally	 spaced	beams	per	projection.	 These	beams	were	 interpolated	between	
each	other	during	the	reconstruction	phase.		

	Figure	 109	 was	 reconstructed	 using	 512	 beams	 per	 projection,	 and	 it	
allows	 a	 simple	 comparison	 with	 Figure	 108	 on	 how	 spatially	 resolved	 the	
reconstructed	 structures	 are.	 Even	 though	 512	 beams	 per	 projections	 are	
physically	unrealistic	for	the	application	within	this	thesis,	it	can	be	seen	that	it	
could	not	resolve	5	 lp/cm	structures,	and	could	 just	about	reconstruct	4	 lp/cm	
structures.		

	

	
Figure 109 Zoomed in view of reconstruction using 512 equally spaced beams per projection.  
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Figure 110 Comparison of simulations of different beams per projection simulation scenarios, 
where 37 beams per projection mimic the experimental scenarios. 

Figure	110	compares	 the	different	equidistance	beams	per	projection	 to	
provide	a	general	idea	of	how	much	spatial	resolution	improvement	there	could	
be	should	the	number	of	beams	be	increased	from	37	(experimental	conditions).		
Note	 that	 the	 beams	 were	 interpolated	 with	 4	 original	 beams	 with	 known	
external	boundaries	(0	in	this	case).		

The	simulation	from	Figure	110	(37	beams),	shows	that	it	could	spatially	
resolve	from	0.5	to	1	lp/cm.	Substantial	blurring	occurs	after	2	lp/cm.	Conditions	
with	high	numbers	of	beams,	 from	128	 to	512	were	used,	but	even	 they	 could	
only	resolve	up	to	3	to	4	lp/cm,	leaving	this	system/beam	geometry	unsuitable	
for	5	lp/cm	and	higher	without	increasing	the	amount	of	projections.		
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7.5 Repeatability		
	

The	objective	of	the	repeatability	experiments	was	to	test	the	precision	of	
the	 system	 and	 the	 ability	 to	 reproduce	 results	 based	 on	 the	 same	 conditions.	
The	 repeatability	 experiment	 consists	 of	 a	 set	 of	measurement	 readings	 taken	
within	a	minute.	The	goal	was	to	produce	consistent	and	repeatable	results.		

Experimental	conditions	involved	igniting	the	two	burners	in	the	carriage	
holder	and	left	burning	for	a	minute	before	measurements	were	taken.	The	gas	
outputs	 of	 the	 heaters	 were	 set	 at	 two	 notches	 on	 the	 opening	 valve.	 Three	
consecutive	measurements	were	then	taken	after	the	first	minute.		

As	 discussed	 earlier	 in	 Section	 7.2,	 it	 was	 challenging	 to	 maintain	 a	
constant	gas	output	of	the	burners,	which	will	result	 in	a	slight	variation	of	the	
flame	 produced.	 Therefore	 the	 repeatability	 experiment	 shown	 in	 Figure	 111	
was	conducted	within	40	seconds.	

	

	
Figure 111 Consecutive reconstructions in the span of 1 minute. 

The	 results	 produced	were	 consistent	 in	 the	 temperature	 distributions.	
There	was	a	slight	decrease	in	temperature	when	comparing	the	first	result	(t	=	
0	seconds)	with	the	third	result	(t	=	40	seconds)	and	it	was	assumed	that	it	was	
attributed	 to	 the	 gas	 output	 fluctuation	 over	 time.	 This	 appears	 to	mirror	 the	
trend	where	the	gas	output	decreases	if	a	sample	canister	was	left	burning	over	a	
period	 of	 time.	 The	 temperature,	 as	 well	 as	 the	 visual	 observation	 of	 flame	
intensity	could	be	seen	declining	with	time.		

Although	 the	 tomography	 experimental	 procedures	 prove	 to	 be	
repeatable,	 the	 gas	 canister	 flows	 may	 not	 be.	 To	 combat	 this	 variation	 and	
reduce	 its	 impact	 as	 much	 as	 possible,	 a	 new	 canister	 was	 used	 for	 each	
documented	experiment	listed	in	the	thesis.		

	
	
	
	
	
	
	

7.6 Chapter	Summary	
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The	 3D	 experiments	 were	 conducted	 in	 2D	 slices	 of	 10	 and	 linearly	
interpolated	to	fill	in	the	missing	data	in	between	the	levels.	It	was	assumed	that	
because	the	slices	were	placed	close	enough	(1	cm)	that	it	would	justify	a	linear	
interpolation	between	 the	slices.	Several	different	perspectives	were	shown	on	
the	3D	reconstruction,	revealing	different	set	of	information.		

The	temporal	experiments	that	were	conducted	responded	well	with	the	
fast	change	in	flame	manipulations.	Although	a	0.28	frame	rate	per	second	may	
compare	poorly	with	respect	to	current	video	recording	devices	with	an	average	
30	 fps,	 it	marks	 an	 important	 step	 towards	 a	higher	 accuracy	 and	precision	 in	
optical	tomography.	

The	pixel	 resolution	of	 the	 results	were	presented	 in	128	by	128	pixels	
and	 the	 spatial	 resolution	 recorded	 using	 projection	 intervals	 at	 every	 0.5	
degrees,	from	0	degrees	to	179.5	degrees,	with	a	total	of	360	projections	is	0.5	to	
1	lp/cm.	

Finally,	 the	 repeatability	 experiments	 were	 conducted	 using	 the	 DFR	
reconstruction	method	generated	the	results	faithfully	with	respect	to	time.		
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 DISCUSSION,	CONCLUSIONS	AND	FURTHER	WORK	8
	
The	 primary	 aim	 of	 this	 thesis	 was	 to	 develop	 an	 optical	 tomography	

system,	which	 could	measure	 concentration	 and	 temperature	 variations	 in	 3D	
and	as	a	function	of	time.	This	was	achieved	in	two	stages.		

8.1 On	the	designing	of	line-of-sight	(LOS)	laser	system	

8.1.1 Short	note	on	designing	the	LOS	system	for	MICC	
	
The	 first	 stage	consisted	of	designing	a	 line-of-sight	 (LOS)	near	 infrared	

(NIR)	tunable	diode	laser	absorption	spectroscopy	(TDLAS)	system	for	use	in	the	
Manchester	 Ice	 Cloud	 Chamber	 (MICC).	 This	 LOS	 system	 was	 used	 as	 a	
foundation	to	develop	a	multiple	projections	tomography	system.		

Although	most	 current	 interest	 in	 optical	 spatial	 imaging	 is	 focused	 on	
combustion	monitoring	as	stated	 in	 the	 literature	review	 in	Section	2.2,	optical	
imaging	techniques	have	traditionally	proven	to	be	flexible	with	regards	to	their	
field	of	deployment	(from	medical	 to	process	 industry	 for	example).	Therefore,	
the	 initial	deployment	of	a	LOS	system	in	 the	MICC	could	be	 further	developed	
into	a	tomography	system	in	the	future.		

Moreover,	 the	 MICC	 bares	 a	 similar	 resemblance	 to	 the	 challenges	
typically	 faced	by	combustion	systems.	They	both	work	 in	harsh	environments	
such	as	extreme	temperatures	or	pressures	(high/low	temperatures/pressures),	
possibility	of	scattering	(from	soot	or	 ice	crystals)	as	well	as	 low	optical	access	
(requires	retrofitting	of	optical	access	panels).		

8.1.2 Review	of	aims	and	objectives	of	LOS	system	for	MICC	
	
The	 objectives	 of	 stage	 1,	 the	 designing	 of	 a	 LOS	 TDLAS	 system,	 are	

summarised	in	Table	9.	
	

Table 9 Review of MICC experiment objectives. 

Design a TDL 
system to monitor 
the relative humidity 
in the MICC. 

• A TDL system was designed and a program was 
written using LabVIEW to control the TDL setup. 

Can the TDL results 
be validated? 

• The TDL results were calibrated to remove the water 
molecules present in the chilled room. 

• The monitoring of relative humidity was done 
simultaneously with the chilled mirror hygrometer 
and performed well, with small discrepancies 
attributed to the differences in measurement 
locations. 

• The differences could also be attributed to the fact 
that the chilled mirror uses a point measurement 
whilst the TDLAS had to average its result along the 
laser path length inside the MICC. 

Could the system • The monitoring of the TDL performed well from 
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detect rapid changes 
in relative humidity 
at varying pressures 
and temperature? 

pressures 1000 hPa to 750 hPa. 
• An increase in standard deviation could be seen as 

pressure drops from 750 hPa to 700 hPa, attributed to 
detector over saturation. 

• The system could sample measurements per second 
during an expansion process, something the original 
chilled mirror hygrometer could not.	

	

8.1.3 Conclusions	on	the	LOS	system	for	the	MICC	
	

The	experiments	tracked	the	changes	of	relative	humidity	in	the	presence	
of	ammonium	sulphate	as	CCN	and	Snomax	as	IN	exhibited	similar	trends	to	the	
APCIM	cloud	parcel	 simulation	 conducted.	As	 the	pressure	and	 temperature	 in	
the	 MICC	 decreases,	 the	 relative	 humidity	 rises	 to	 saturation	 point	 and	
maintained,	 implying	 that	 no	 ice	 nucleation	 occurred.	 This	 proves	 the	 APCIM	
simulation	theory	that	there	is	suppressed	freezing	in	the	presence	of	CCN.	

The	 LOS	 results	 were	 separately	 validated	 against	 a	 chilled	 mirror	
hygrometer	 during	 equilibrium	 conditions	 and	 mild	 discrepancies	 of	 relative	
humidity	were	accounted	due	 to	a	difference	 in	sampling	 locations.	 It	was	also	
attributed	 to	 the	 chilled	mirror	 sampling	 from	a	point	measurement	while	 the	
LOS	results	were	attributed	to	an	averaged	value	along	the	laser	path.		

The	 frequency	 of	monitoring	 the	 relative	 humidity	was	 set	 at	 1	 sample	
per	second,	but	could	be	increased	up	to	100	samples	per	second	if	required.		

The	standard	deviation	increases	as	the	pressure	drops,	which	could	have	
been	due	to	icing	of	condensed	water	from	repeated	warming	and	cooling	of	the	
chamber	 on	 the	 optical	 panels.	 The	 standard	 deviation	 ranges	 from	 0.0008	 to	
0.0016	for	the	overall	peak	fittings,	corresponding	to	the	relative	humidity	range	
from	±	3.2	%	to	±	7.9	%.	

8.2 On	the	development	of	tomography	system	

8.2.1 Short	note	on	developing	the	tomography	system		
	
The	second	stage	consisted	of	using	the	LOS	TDLAS	system	designed	for	

the	 MICC	 and	 developing	 it	 into	 a	 tomography	 system	 for	 3D	 and	 temporal	
applications.	The	development	of	the	tomography	system	was	based	on	the	LOS	
system	and	a	design	framework	created	from	a	former	fan	beam	system.	

The	 developed	 tomography	 system	 was	 based	 on	 similar	 primary	
‘ingredients’	used	in	the	LOS	system.	For	example,	a	similar	laser	diode	was	used,	
both	setups	were	based	on	fibre	optics,	similar	laser	controllers	and	the	software	
programs	 written	 for	 the	 LOS	 system	 were	 used	 as	 a	 foundation	 for	 later	
tomography	programs.		

Prior	 to	 developing	 the	 new	 tomography	 system,	 a	 new	 laser	 was	
introduced	 into	 the	 original	 fan	 beam	 design	 as	 detailed	 in	 Section	 5.2,	which	
allowed	 better	 wavelength	 range	 and	 line	 choices.	 The	 updated	 laser	 was	
centred	around	7178	cm-1	(1392	nm)	with	a	range	from	7155	cm-1	to	7185	cm-1	
while	 the	 fan	 beam	 experiment	 was	 centred	 at	 7185.6	 cm-1 	and	 a	 weak	
absorption	 line	 at	 7185.394	cm-1.	 This	 allowed	 a	 better	 signal	 to	 noise	 ratio	
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during	the	peak	fitting	process.		The	wavenumber	sweep	range	of	the	new	laser	
was	also	larger	by	2	cm-1,	allowing	the	user	to	measure	more	absorption	peaks	
per	 sweep.	 The	 original	 analysis	 program	 was	 also	 rewritten	 to	 decrease	 the	
length	of	 overall	 fan	beam	experimental	 time.	The	 fan	beam	system	 inspired	a	
design	 framework	 crucial	 to	 the	 final	 design	 of	 the	 3D	 and	 temporal	 enabled	
tomography	system.	

A	suitable	geometry	(parallel)	was	selected	due	to	experimental	ease	and	
physical	 space	 constraints	of	 the	equipment	 layout.	Two	mixed	 fuel,	 flat	 round	
surface	burners	were	used	as	the	combustion	sources.	Each	of	the	burners	was	
partially	 covered	 in	 aluminium	 foil	 to	 create	 asymmetrical	 phantoms.	 Three	
reconstruction	 algorithms	 (Filtered	 Back	 Projection	 (FBP),	 Fourier	 Slice	
Reconstruction	(FSR)	and	Direct	Fourier	Reconstruction	(DFR))	were	compared	
using	 physical	 phantoms	 and	 simulated	 phantoms.	 DFR	 was	 used	 for	
experiments	 because	 it	 exhibited	 the	 lowest	 relative	mean	 error	 and	 signal	 to	
noise	ratio.	

8.2.2 Review	of	aims	and	objectives	on	developing	the	tomography	system	
	
The	objectives	of	stage	2,	the	development	of	a	tomography	system	for	3D	

and	temporal	purposes,	are	summarised	in	Table	10.	
	

Table 10 Review of tomography experiments objectives 

Design 
tomography 
equipment 
through a set of 
guidelines. 

• A set of guidelines were produced based on challenges 
and desired capabilities from the fan beam system. 

• These guidelines shaped the design of the final 
constructed setup. 

Qualitative and 
quantitative 
comparison of 
reconstruction 
methods 

• 3 methods were compared: FBP, FSR and DFR. 
• Comparisons were conducted using numerical analysis of 

radon slices at projection angle 0. 
• Spatial resolution was tested on both simulations of well 

sampled and sparsely sampled projection slices 
• Artefacts and image blurring were discussed for 

qualitative comparison. 
• Physical phantoms were also generated and compared for 

temperature correctness using thermocouple. 
• Relative mean error and standard deviations were 

calculated against the simulated images.	
• DFR was selected as it outperformed the other 2 methods 

in all categories.  

Repeatability of 
system and 
could the results 
be validated? 

• Repeatability experiments were conducted and 
reproduced results with fair degree of mild discrepancy, 
possibly due to the change of room and fuel conditions. 

• Thermocouple validation was also used to check for 
accurate temperature reconstructions. 

Could temporal 
experiments be 
conducted? 

• Temporal experiments were conducted at a frame rate of 
0.28 fps.  
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Could it resolve 
objects that are 
4 cm apart?  

• Results of spatial resolution simulations showed that it 
could resolve from 0.5 to 1 lp/cm, which allows it to 
resolve objects approximately 2 to 1 cm apart. 

Could 3D 
experiments be 
conducted? 

• The experiments involve firstly acquiring z-axis image 
slices, which were conducted in 1 cm step size. 

• Vertical slices along the x-axis and y-axis could be 
retrieved next by interpolating the z-axis slices. 

8.2.3 Conclusions	on	developing	the	tomography	system		
	
Building	 on	 the	 design	 framework	 and	 the	 LOS	 system,	 a	 parallel	 beam	

geometry	tomography	system	was	designed	for	the	reconstruction	experiments.	
A	high	frequency	pass	filter	was	used	(Ram	Lak)	but	a	low	frequency	pass	filter	
was	 ignored	 (e.g.	 Shepp-Logan/	Hamming)	 because	 it	would	 reduce	 its	 spatial	
resolution	 at	 the	 cost	 of	 image	 smoothness.	 Variations	 of	 zero	 padding	 were	
conducted	 instead	 to	 smooth	 out	 the	 final	 reconstructed	 images	 and	 the	 ideal	
number	for	this	setup	was	700.	

The	3	methods	FBP,	FSR	and	DFR	were	compared	numerically	by	taking	
the	 radon	 slices	 of	 the	 reconstructed	 images	 from	 each	 method	 at	 projection	
angle	 0	 as	 well	 as	 thermocouple	 temperature	 validations.	 The	 DFR	 method	
provided	the	most	faithful	reconstructed	images	with	respect	to	these	validation	
studies	with	a	±5℃	difference	to	the	thermocouple	samplings.		

Simulations	were	 also	 conducted	 on	 the	 3	 reconstruction	methods.	 The	
first	involved	using	well-sampled	projection	slices,	while	the	other	mirrored	the	
experimental	conditions	of	having	further	spaced	data	per	projection	slice.	They	
were	 linearly	 interpolated	 to	 populate	 the	 projection	 slice.	 Simulation	 results	
confirmed	 that	 interpolating	 between	 beams	 per	 projection	 slice	 weaken	 the	
overall	 reconstruction	 and	 provided	 a	 much	 lower	 standard	 deviation	 and	
relative	 mean	 error	 with	 respect	 to	 well-sampled	 projection	 slices.	 The	
simulations	 also	 showed	 that	 the	 DFR	 method	 yielded	 the	 lowest	 standard	
deviation	and	relative	mean	error	for	both	sets	of	simulation.		

Simulation	results	were	important	because	it	was	impossible	to	calculate	
the	 actual	 deviation	 and	 relative	mean	 error	 of	 the	 experiments	 as	 there	 was	
nothing	 to	 compare	 it	 to.	 Based	 on	 the	 DFR	 simulations	 under	 experimental	
conditions,	 the	 standard	 deviation	 was	 0.0066	 and	 relative	 mean	 error	 was	
8.12%.			

The	 ideal	 spatial	 resolution	 acquired	 from	 this	 current	 setup	 using	 360	
projections	at	0.5-theta	intervals	is	0.5	to	1	lp/cm.	The	pixel	resolution	was	set	at	
128	by	128.		

The	 temporal	 experiments	 involved	 manipulation	 of	 combustion	
intensities	 using	 two	 mix-fuel	 burners.	 The	 set	 up	 recorded	 the	 changes	 of	
combustion	accurately	at	0.28	fps	(3	seconds	per	frame),	which	is	also	the	value	
of	the	temporal	resolution.		

Finally,	the	3D	tomography	experiments	were	conducted	by	lowering	the	
Carriage	further	away	from	the	optical	plane.	By	varying	the	z-axis	in	steps	of	1	
cm,	 multiple	 viewing	 angles	 of	 the	 volumetric	 space	 above	 the	 combustion	
source	could	be	seen.	Slices	in	the	z-	axis	were	used	to	interpolate	between	each	
other	to	formulate	vertical	slices	that	moves	along	the	x-axis	and	y-axis.		
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Based	 on	 the	 Beer-Lambert	 law,	 the	 two	 unknowns	 (temperature	 and	
concentration)	 were	 solved	 by	 determining	 the	 temperature	 first	 via	 two-line	
thermometry.	As	 the	 temperatures	were	already	validated	using	 thermocouple	
samplings,	 as	 well	 as	 the	 image	 validated	 using	 comparisons	 for	 Radon	 slices	
(integrated	 absorbance	 across	 a	 path	 length),	 the	 spatial	 concentration	 was	
considered	to	be	well	reconstructed.	Although	it	would	be	preferable	to	validate	
the	 concentration	 distribution	 via	 other	 sampling	 tools	 such	 as	 a	 mass	
spectrometer,	 this	 equipment	 were	 not	 available	 at	 this	 point	 of	 thesis	
completion.	

8.3 Future	work	and	Potential	applications	

8.3.1 Future	work		
	

• Improving	3D	results	
	
Building	on	this	current	system,	 it	could	be	possible	 to	build	a	 temporal	

3D	system	with	the	aid	of	more	optical	fibres.	By	arranging	rows	of	emitters	each	
at	 different	 height,	 it	 would	 allow	 simultaneous	 measurements	 of	 different	
height	in	one	measurement,	which	could	then	be	interpolated.	

One	 literature	 argument	 about	 interpolating	 between	 slices	 is	 that	 they	
are	 considered	 more	 of	 2.5D	 than	 3D	 as	 discussed	 in	 Chapter	 2.4.1.	 There	 is	
consideration	of	using	an	optical	lens	to	increase	the	size	of	the	laser	beam	and	
use	array	detectors.	This	would	decrease	the	use	of	physical	sources	to	detectors	
combination,	 or	 positioned	 correctly,	 used	 for	 true	 3D	 detection	 without	 the	
need	to	interpolate	between	slices.		

	
• Improving	temporal	results	

	
One	 issue	 raised	 was	 that	 future	 work	 should	 achieve	 temporal	

monitoring	at	a	much	higher	frame	rate,	and	one	way	to	achieve	this	is	to	reduce	
the	time	spent	on	physical	motions.	One	option	could	be	the	incorporation	of	slip	
rings	that	can	be	used	to	 increase	the	amount	of	rotary	possibilities.	Currently,	
the	rotary	motion	within	this	setup	consists	of	a	180-degree	movement	which	is	
a	fairly	common	configuration	in	industry,	however	with	the	use	of	electrical	and	
fibre	optic	rotary	joints,	it	allows	constant	rotation	and	thus	a	system	capable	of	
constant	scanning	and	monitoring.	The	second	advantage	of	using	rotary	joints	is	
that	with	a	360-degree	movement,	it	allows	the	positioning	of	laser	beams	in	an	
asymmetrical	manner,	which	allows	the	scanning	of	larger	objects	with	a	heavier	
amount	of	projection	and	data	density.	

Stationary	projections	 could	be	 implemented	next,	where	projections	 at	
all	 potential	 angles	 be	 taken	 instantaneous,	 removing	 the	 need	 of	 a	 rotational	
movement.	 However,	 this	 option	 typically	 requires	 both	 an	 increase	 in	
equipment,	thus	capital	cost.	
	

• Improving	spatial	resolution	
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The	spatial	 resolution	could	be	 improved	by	creating	a	denser	sampling	
slice.	 With	 increased	 laser	 sources	 that	 are	 more	 densely	 placed	 together,	 it	
could	reconstruct	images	at	higher	spatial	resolution.	
	

• Improved	algorithms	that	allow	a	lower	number	of	projections	
	

One	of	 the	biggest	challenges	with	optical	 tomography	 is	 the	retrofitting	
of	imaging	systems	into	pre-existing	systems.	Large	amount	of	peripheral	space	
and	optical	access	may	often	be	a	luxury,	which	means	that	applications	demand	
tomography	 systems	 to	 require	 low	 projection	 geometries	 with	 high	 spatial	
resolution.		

The	 development	 of	 more	 refined	 algorithms	 such	 as	 hyperspectral	
tomography	 discussed	 in	 Chapter	 2.3.2.2	 could	 be	 an	 answer	 to	 this	 problem.	
However,	 hyperspectral	 tomography	 so	 far	 requires	 high	 computational	 time,	
and	may	be	unsuitable	and	undesirable	for	most	uses.	Therefore,	more	research	
on	 more	 efficient	 algorithms	 could	 be	 developed	 for	 faster	 and	 better	
reconstructions	in	a	shorter	time.	Another	aspect	of	better	algorithms	could	also	
mean	 better	 scalability	 of	 the	 tomography	 systems.	 Fewer	 projections	 tend	 to	
mean	 less	 space,	 providing	 more	 manoeuvrability	 for	 fitting	 into	 smaller	
equipment.		
	

• Monitoring	multiple	species	
	
Simultaneous	 monitoring	 of	 multiple	 species	 by	 multiplexing	 the	 laser	

source	 is	 an	 attractive	 option	 of	 diagnosing	 different	 reactants	 or	 products	 at	
once.	For	example,	detecting	CO,	CO2	and	H2O	at	once	could	give	 insight	of	 the	
efficiency	of	a	combustion	system.		

8.3.2 Potential	applications	
	

• MICC	
Further	experiments	on	CCN	and	IN	configuration	could	be	performed	in	

the	 future,	 including	 the	 use	 of	 mineral	 salts	 as	 IN	 for	 example.	 A	 particular	
interesting	 study	 relevant	 to	 the	 thesis	 would	 be	 to	 further	 develop	 the	
monitoring	of	singular	 line	of	sight	relative	humidity	to	both	2D	and	3D	spatial	
monitoring.	 By	monitoring	 the	 space	 in	multiple	 dimensions,	 it	 provides	more	
angles	 in	 seeing	 the	 microphysics	 of	 cloud	 formation.	 This	 could	 potentially	
include	the	imaging	of	the	change	of	gaseous	water	to	ice	as	cross	sectional	slices	
within	 the	MICC	 and	 further	 developed	 to	 a	 3D	 analysis	 of	 the	 chamber	 itself.	
This	may	 require	 additional	 portholes	 to	 be	 added	 and	 potentially	 a	 fan	 beam	
fibre	optic	system	combined	with	ART	algorithm	system.	

	
• Large	area	monitoring	and	detection	

Large	 areas	 could	 also	 be	 monitored	 passively	 for	 spatial	 gas	 leaks	 in	
plants	 for	 example.	 Optical	 access	 would	 not	 be	 a	 problem,	 accuracy	 of	
reconstruction	 in	 a	wide	 system	boundary	 and	 cost	 from	minimum	equipment	
capital	would	be	of	importance.	This	could	be	coupled	with	an	alarm	system	that	
would	go	off	and	pin	point	the	exact	location	of	the	leak.	
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 APPENDICES	11

11.1 Original	horizontal	slices	for	3D	tomography	
	

	
Figure 112 Individual 2D measurement slices in the z-axis.  
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11.2 TOMOGRAPHY	MOTOR	CONTROL	AND	DATA	ACQUISTION		
	

11.2.1 Overview	
	
This	portion	of	the	appendix	contains	the	LabVIEW	program	that	controls	

the	main	experimental	 interface.	 It	has	3	main	purposes.	The	 first	 is	 to	control	
and	command	the	speed	and	direction	of	rotation	of	the	Rotator.	The	second	is	
the	 pattern	 and	 frequency	 of	 the	 laser	 current	 generated.	 Finally	 it	 is	 the	
acquisition	 of	 data	 from	 the	 detectors	 as	 well	 as	 the	 saving	 of	 these	 data	 for	
further	 tomography	 processing.	 The	 front	 panel	 interface	 of	 the	 program	 is	
shown	 in	 Figure	 113.	 The	 appendix	 will	 be	 organized	 into	 4	 smaller	 sections,	
following	 the	 flow	 of	 program’s	 block	 diagram	 as	 depicted	 in	 Figure	 114.	 The	
data	 acquisition	of	 the	work	 conducted	 in	 the	MICC	 is	 similar	 in	programming	
principle.	Therefore	only	the	tomography	data	acquisition	is	listed.	

11.2.2 Motor	operation	loop	
	
This	section	consists	of	a	program	to	allow	communication	between	the	

laptop	 and	 the	 motor	 control	 PCB	 board.	 This	 section	 requires	 downloading	
written	VIs	from	Phidgets	to	facilitate	the	communication	process.		

This	section	begins	by	communicating	with	the	PCB	command	board	and	
checking	which	motors	have	been	plugged	to	this	board.	 	It	starts	with	an	open	
VI,	 referenced	with	a	unique	number	 that	 corresponds	 to	a	motor.	 If	 there	are	
several	motors	connected	to	the	board,	several	VIs	and	their	respective	number	
will	be	needed.		

The	 operational	 commands	 occur	 inside	 a	 while	 loop.	 It	 control	
mechanisms	 is	 fairly	 simple,	 and	 is	 represented	 by	 a	 single	 number.	 A	middle	
arbitrary	point	of	the	motor	needs	to	be	found	prior	to	experiment,	and	its	exact	
number,	although	fairly	close,	are	not	the	same.	An	example	is	that	a	comparison	
with	the	current	experimental	motor	with	a	spare	motor,	their	middle	values	is	
87	and	91	respectively.			

This	middle	value	once	keyed	into	the	program	represents	‘zero’	and	the	
motor	will	not	operate	even	though	the	power	is	on.	Anything	below	this	‘zero’,	
for	example	operating	at	70,	will	command	the	motor	to	turn	anti-clockwise.	Any	
value	above	‘zero’	commands	the	motor	to	turn	clockwise.		

The	speed	of	the	rotation	depends	on	the	weight	or	load	of	the	work,	on	
the	motor,	 as	well	 as	 the	 distance	 the	 number	 keyed	 in	 away	 from	 ‘zero’.	 The	
further	away	the	value	keyed	from	this	‘zero’	point,	the	faster	it	will	rotate	–	until	
its	maximum	physical	rotational	speed	after	which	the	speed	will	be	capped.	Any	
further	increment	of	value	distance	from	‘zero’	point	will	just	allow	the	motor	to	
rotate	at	its	capped	maximum	speed.		

This	section	of	the	command	operates	using	an	on/off	toggle	button,	and	
is	 linked	 to	 the	 saving	 of	 data	 on/off	 toggle.	 The	data	will	 only	 save	when	 the	
motor	is	operational.	There	is	also	a	separate	test	motor	on/off	toggle	button	for	
testing	 the	 motor	 without	 saving	 data,	 as	 well	 as	 an	 overall	 motor	 loop	 shut	
down	button.		

11.2.3 Laser	control	
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This	 section	 of	 codes	 controls	 the	 operation	 of	 the	 laser.	 VI1	 controls	
maximum	 and	 minimum	 of	 the	 laser	 current.	 This	 is	 the	 first	 level	 of	 laser	
current	 maximum	 safety	 control,	 which	 prevents	 accidental	 programming	
current	ramping	past	the	laser’s	physical	threshold.	

VI2	as	shown	in	Figure	115	controls	the	shape	and	frequency	of	the	data	
ramping.	The	‘ampl’	defines	the	gradient	of	the	slope,	while	the	offset	defines	the	
y	intercept	of	the	slope.	The	n0	represents	the	amount	of	data	that	rests	at	zero	
before	the	ramp	is	repeated.	The	total	number	of	data	points	per	spectrum	is	set	
at	200,	so	the	laser	will	ramp	for	180	data	points	from	the	y	intercept	at	x=0	to	
maximum	current	before	it	drops	to	0	and	rest	for	20	data	points.	The	laser	ramp	
shape	follows	the	straight-line	equation	of	y	=	mx	+	c.	The	total	frequency	(rate)	
is	at	100000	data	points	per	second.			

	

11.2.4 Primary	data	acquisition	loop	
	
This	 section	 focuses	on	 the	data	acquisition	 from	the	detectors.	 It	 starts	

off	 at	 the	 DAQ	 assistant	 where	 the	 synchronization	 of	 the	 laser	 output	 and	
detectors	 inputs	 is	 carried	 out.	 The	DAQ	 assistant	will	 also	 be	 triggered	 by	 an	
analog	input	of	the	laser	current	ramp	as	well.	

The	 loop	will	 show	 the	 triggering	 ramp	as	 shown	by	 the	 top	 left	 corner	
window.	 Beside	 this	 window,	 an	 initial	 example	 of	 the	 laser	 current	 ramp	
sampling	can	also	be	seen.	 	The	sampling	is	done	in	sets	of	1000	data	points,	5	
times	more	than	200	data	point	ramps.	This	is	because	averaging	of	5	would	be	
done	 to	over	 the	detector	 inputs.	The	axes	of	 these	detector	 inputs	are	 in	data	
point	units,	and	these	axes	will	be	converted	by	a	polynomial	relationship	pre-
calculated	prior	to	the	experiment.	The	final	detector	inputs	are	then	presented	
as	an	averaged	of	5	spectrums	with	relation	to	relative	wavenumber	axis.		
	

11.2.5 Output	save	loop	
	
The	 final	 loop	 contains	 the	 file	 saving	 loops.	 The	 file	 saving	 loop	 is	

triggered	by	the	switching	on/off	of	the	motor	operation.	The	file	output	will	be	
in	text	form	and	will	save	the	spectrums	in	columns.	Each	file	represents	a	single	
parallel	projection,	consisting	of	a	column	of	relative	wavenumber	x-axis,	and	4	
columns	of	rays	(spectrums).	
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Figure 113 The front panel of the data acquisition program.  
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Figure 114 Block diagram of the program. 
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Figure 115 Exploded version of the laser current output section from the block diagram. 
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11.3 SPECTRUM	FITTING	

11.3.1 Overview	
	
This	portion	of	 the	appendix	 focuses	on	 the	LabVIEW	program	used	 for	

fitting	 of	 the	 transmission	 spectrums	 from	 the	 tomography	 experiments	 as	
shown	 in	 Figure	 116.	 It	 will	 be	 divided	 into	 3	 sub-sections,	 the	 first	 section	
consist	of	a	While	Loop,	which	comprises	of	opening	the	folder	containing	all	the	
individual	projection	 files.	The	next	one	 is	 the	For	Loop,	which	processes	each	
ray	 individually	 from	each	projection.	The	 final	 section	consists	of	a	 file	 saving	
section	where	 the	 integrated	absorbance	of	all	 the	 spectrum	peaks	are	written	
into	output	files.	The	fitting	of	transmission	spectrum	conducted	in	the	MICC	is	
similar	 in	 programming	 principle.	 Therefore	 only	 the	 fitting	 program	 used	 for	
tomography	experiments	is	listed.	

11.3.2 While-loop	used	to	open	projection	files	
	
This	 section	 consists	 of	 a	 while-loop	 that	 encompasses	 the	 rest	 of	 the	

program.	However,	 the	 sections	of	 codes	 that	 are	being	 focused	 in	 this	 section	
are	 contained	 in	 the	 upper	 left	 corner	 of	 Figure	 117.	 It	 starts	 by	 opening	 the	
primary	folder	storing	the	projection	files	and	counting	the	total	amount	of	files	
inside	 the	 folder.	 The	 amount	 is	 fed	 into	 the	 for-loop	 as	 an	 iteration	 number.	
There	 is	 also	 a	 conversion	 of	 the	 point	 base	 x-axis	 to	 a	 relative	 wavenumber	
scale.		

11.3.3 For-loop	to	separate	and	process	ray	data	
	
The	projection	files	are	individually	opened	inside	the	for-loop	based	on	

the	projection	/	iteration	number.	The	file	is	then	arranged	to	4	separate	arrays,	
with	 each	 array	 a	 spectrum	 from	 each	 ray.	 Each	 of	 the	 arrays	 is	 then	 fed	 into	
their	own	true/false	cases.	The	true	/	false	cases	are	decided	by	if	the	there	are	
any	data	 inside	 the	particular	 array.	During	 the	 experiment,	 if	 the	 ray	 is	 being	
blocked	by	 the	Carrier’s	 structure,	 the	detector	will	 record	 the	 spectrum	as	an	
array	of	zeros.		

The	case	will	detect	that	if	the	array’s	maximum	value	is	less	than	0.1,	the	
case	will	switch	to	a	false	and	fitting	of	spectrum	will	not	occur.	The	peak	values	
will	be	set	to	zero	and	sent	to	the	end	of	the	next	portion	of	the	program.	If	there	
is	 a	 spectrum,	 then	 the	 array’s	maximum	 value	will	 be	more	 than	 0.1.	 In	 this	
scenario,	the	transmission	fitting	of	the	spectrum	will	occur.		

First,	 the	 spectrum’s	 centre	 will	 be	 detected	 by	 using	 first	 order	
derivative	method.	The	spectrum	will	be	centred	at	 the	maximum	of	Peak	3.	A	
small	amount	of	cropping	 is	done	to	remove	the	extreme	ends	of	 the	spectrum	
before	 non-linear	 curve	 fitting	 is	 carried	 out.	 The	 cropping	 is	 decided	 prior	 to	
experiment	to	make	sure	that	the	wings	of	the	extreme	peaks	are	not	removed	
accidentally.		

The	non-linear	curve	fit	 is	carried	out	with	a	customised	curve	fit	model	
as	shown	in	Figure	118.	This	non-linear	curve	fit	is	capped	by	upper	and	lower	
bounds,	 which	 are	 also	 experimental	 pre-calibrated	 to	 make	 sure	 that	 the	
bounds	 are	 suitable	 for	 a	 variety	 of	 experimental	 situations.	An	 error	message	
will	be	generated	should	the	fit	be	unsuccessful.	After	the	transmission	fitting	of	
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the	spectrum	 is	carried	out,	 the	peaks	will	be	sent	out	of	 the	case	and	 into	 the	
for-loop.	 Once	 out	 of	 the	 for-loop,	 the	 values	 will	 be	 sent	 to	 a	 waiting	matrix	
before	being	written	into	the	output	file.		

11.3.4 File	saving	
	
The	projection	files	are	individually	opened	inside	the	for-loop	based	on	

the	projection	/	iteration	number.	The	file	is	then	arranged	to	4	separate	arrays,	
with	 each	 array	 a	 spectrum	 from	 each	 ray.	 Each	 of	 the	 arrays	 is	 then	 fed	 into	
their	own	true/false	cases.	The	true	/	false	cases	are	decided	

	

	
Figure 116 Front panel of the peak-fitting program. 
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Figure 117 The block diagram of the peak-fitting program. 
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Figure 118 The expanded sub-VI block diagram of the curve fitting model. 
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11.4 FILTERED	BACK	PROJECTION	(FBP)	USING	MATLAB	

11.4.1 Overview	
	
This	MATLAB	program	begins	 from	the	opening	of	processed	 integrated	

absorbance	 processed	 prior	 by	 LabVIEW	 and	 reconstructing	 temperature	 and	
concentration	 spatial	 distribution	 images	 using	 the	 Filtered	 Back	 Projection	
(FBP)	technique.	This	appendix	chapter	will	be	broken	down	to	7	sections	to	aid	
in	program	explanation.		

11.4.2 Prepping	data	for	reconstruction	
	
The	 first	 section	 involves	 opening	 and	 priming	 the	 data	 for	

reconstruction.	 The	 data	 consists	 of	 4	 rows	 of	 integrated	 absorbance	 with	
arbitrary	number	of	columns.	Each	single	column	represents	a	single	projection	
at	a	certain	degree	(theta)	while	each	row	on	each	column	represents	individual	
laser	ray	/	detector	reading.		

The	 program	 begins	 by	 clearing	 previous	 data	 and	 opening	 the	 correct	
data	files.	Peak	3	and	5	were	discussed	earlier	as	the	prime	candidates	for	two-
line	thermometry	and	therefore	only	these	two	peaks	were	opened.	They	will	be	
labelled	as	rays3	and	rays5	respectively.		The	two	data	sets,	rays3	and	rays5,	will	
change	as	data	priming	modifies	the	information	down	the	program.	

	
Numstep	 specifies	 the	 amount	 of	 projections	 there	 are	 in	 total	 in	 the	

experiment.		
	
thetas	is	a	vector	of	each	individual	theta	increment	with	respect	to	step	

size	and	their	projection	location.	
	
avg3	is	used	as	a	reference	for	integrated	absorbance	of	peak	3	to	normal	

room	 conditions	 at	 time	 of	 experiment	 without	 heat	 interference.	 (External	
boundary	value)	

	
avg5	is	used	as	a	reference	for	integrated	absorbance	of	peak	5	to	normal	

room	 conditions	 at	 time	 of	 experiment	 without	 heat	 interference.	 (External	
boundary	value)	

	
rays3	changes	over	the	course	of	the	program.	While	initially	just	a	matrix	

of	4	rows	and	an	arbitrary	amount	of	columns,	it	changes	to	matrix	of	8	columns	
with	 same	 number	 of	 rows.	 The	 room	 temperature	 reference	 is	 added	 to	 the	
start	and	end	of	the	matrix	as	an	assumption	that	anything	outside	a	boundary	
are	room	conditions.		

	
rays5	changes	over	the	course	of	the	program.	While	initially	just	a	matrix	

of	4	rows	and	an	arbitrary	amount	of	columns,	it	changes	to	matrix	of	8	columns	
with	 same	 number	 of	 rows.	 The	 room	 temperature	 reference	 is	 added	 to	 the	
start	and	end	of	the	matrix	as	an	assumption	that	anything	outside	a	boundary	
are	room	conditions.	
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11.4.3 Interpolation	of	data	in	between	rays	
	
This	 section	 is	 about	 filling	 the	 data	 in	 between	 the	 rays.	 One	 of	 the	

restrictions	was	that	there	were	insufficient	physical	detectors	and	laser	sources	
to	 form	 a	 higher	 projection-sampling	 rate.	 It	 was	 therefore	 assumed	 that	 it	
would	be	considered	accurate	enough	to	approximate	the	change	between	each	
known	ray	position	by	a	linear	relationship.	This	was	based	on	2	points,	the	first	
where	 the	approximations	are	only	 for	3	data	points	provided	 that	1	cm	 is	 the	
step	size.		

	
E.g.	For	known	x1	at	3	cm	and	x2	at	7	cm,	 the	approximated	 integrated	

absorption	linear	guesses	would	be	at	4	cm,	5	cm	and	6	cm.		
	
The	second	point	would	be	that	the	accuracy	of	the	final	image	would	be	

balanced	out	by	increasing	the	amount	of	projections	instead.		
	
interpo1	 is	 the	 method	 choice	 of	 approximating	 data	 between	 known	

points.	The	method	chosen	was	'linear'.	
	
taxis	 is	 the	 length	 of	 the	 measurement	 space.	 The	 total	 length	 of	

projection	is	37	cm.	However	the	centre	point	is	cantered	at	0	cm,	and	therefore	
the	range	will	be	from	-18	cm	to	18	cm.	

	
zerologic3	identifies	the	rays	in	each	loop	that	are	partially	blocked	by	the	

carrier	and	removes	them	during	the	interpolation	process.		
	
interay3	is	the	final	product	of	approximating	the	integrated	absorbance	

at	 every	 1cm	 step	 size.	 The	 format	 of	 this	 matrix	 is	 37	 rows	 of	 integrated	
absorbance	 per	 every	 column.	 The	 column	 size	 depends	 on	 the	 amount	 of	
projections	taken	during	experiment.		

	
zerologic5	identifies	the	rays	in	each	loop	that	are	partially	blocked	by	the	

carrier	and	removes	them	during	the	interpolation	process.	
	
interay5	is	the	final	product	of	approximating	the	integrated	absorbance	

at	 every	 1cm	 step	 size.	 The	 format	 of	 this	 matrix	 is	 37	 rows	 of	 integrated	
absorbance	 per	 every	 column.	 The	 column	 size	 depends	 on	 the	 amount	 of	
projections	taken	during	experiment.		

	
for	i	=	1	to	last	projection	
	

A.1. zerologic3	/	zerologic5	-	Find	the	zeros	(all	blocked	rays)	in	each	column	
and	remove	them	

A.2. Allocate	 the	positions	of	each	remaining	data	 in	 the	column	(which	 ‘cm’	
do	they	belong	to)	

A.3. interay3	 /	 interay5	 –	 Interpolate	 the	 data	 so	 that	 every	 ‘cm’	 contains	 a	
value	of	integrated	absorbance.	

	
end	
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11.4.4 Decreasing	the	interval	between	each	step	size	
	
This	section	of	the	program	could	be	removed	unless	there	is	a	desire	to	

alter	the	tightness	of	data	in	each	projection.	By	reducing	the	step	size	between	
each	ray,	 it	 is	essentially	 increasing	the	amount	of	data	per	projection.	Because	
the	 interpolations	 between	 the	 4	 original	 points	 are	 linearly	 approximated,	
increasing	 the	 data	 point	 changes	 little	 on	 the	 actual	 shape	 of	 the	 final	
reconstruction.	 However,	 a	 tighter	 projection	 yields	 a	 sharper	 reconstructed	
image	due	to	an	increase	in	final	grid	resolution.	

	
querysteps	 contains	 the	 range	 between	 the	 extreme	 values	 of	 the	

projection,	namely	 -18	cm	 to	18	cm.	Step	 (1-6)	determines	 the	size	of	 the	step	
size	from	1	cm	to	0.03125	cm.	

	
interay3	 the	 newly	 interpolated	 projections	 with	 smaller	 step	 size	

between	each	ray.	
	
interay5	 the	 newly	 interpolated	 projections	 with	 smaller	 step	 size	

between	each	ray.	
	
for	i	=	1	to	last	projection	
	

1. Interpolate	 the	distance	between	 each	data	point	with	 a	 specified	 value	
(step	(1-6)).	
	
end	
	

11.4.5 Creating	the	filter	
	
This	section	is	about	building	the	 impulse	response	of	the	ramp	filter	as	

shown	by	Kak	[207].		
	
numofinterrays	is	the	new	number	of	rays	per	projection.	
	
rampFilter	is	the	constructed	ramp	filter	from	-18	cm	to	18	cm,	with	0	the	

lowest	value.	
	
impRes	is	the	impulse	response	of	the	ramp	filter,	with	the	highest	point	

at	0	cm.	
	

11.4.6 Reconstruction	
	
This	section	is	about	taking	the	primed	initial	data	to	reconstruct	the	two	

images	 of	 peaks	 3	 and	 5.	 Upon	 reconstruction,	 the	 two-line	 thermometry	
technique	is	initiated	by	dividing	each	grid	over	each	other.		

	
sinogram3	 is	 averaged	 of	 interay3.	 Each	 of	 the	 individual	 integrated	

absorbance	value	of	interay3	has	been	averaged	according	to	the	path	length.		



APPENDICES	 	
	

	 	
	

189	

	
sinogram5	 is	 averaged	 of	 interay5.	 Each	 of	 the	 individual	 integrated	

absorbance	value	of	interay5	has	been	averaged	according	to	the	path	length.		
	
Eg.1	The	path	length	is	37	cm,	and	the	laser	passes	through	a	total	of	37	

cells	to	complete	the	path	length,	the	averaged	integrated	absorbance	of	each	cell	
is	the	original	starting	amount	divided	by	37.		

	
Eg.2	If	the	path	length	is	37cm,	and	the	laser	passes	through	a	total	of	75	

cells	 to	complete	 this	path	 length	(because	 the	cells	are	half	 the	size),	 then	 the	
averaged	 integrated	 absorbance	 of	 each	 cell	 is	 the	 original	 starting	 amount	
divided	by	75.	

	
numofrays	 is	 the	 number	 of	 rays	 per	 projection	 in	 the	 sinogram3	 and	

sinogram5.	
	
degreestepsize		is	amount	of	back	smearing	loops.	
	
thetas	is	now	the	value	of	degrees	increment	in	radians.	
	
middlecell	is	the	centre	number	of	the	grid	in	both	x	and	y	axis.	
	
filteredsino3	 is	 the	 sinogram3	 where	 its	 projections	 have	 been	

individually	filtered.	
	
filteredsino5	 is	 the	 sinogram5	 where	 its	 projections	 have	 been	

individually	filtered.	
	
newcords	 is	 the	 index	 of	 where	 each	 data	 should	 be	 placed	 during	 the	

back	smearing	process.	
	
img3	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	reconstructed	gird	of	peak	3	after	the	back	smearing	process.	
	
img5	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	reconstructed	gird	of	peak	3	after	the	back	smearing	process.	
	
ratioimg	 is	 the	 grid	 constructed	 by	 dividing	 img5	 with	 img3	 and	 later	

used	for	constructing	temperature	using	the	ratio	to	temperature	relationship.		
	
for	i	=	1	to	last	projection	
	

1. Calculate	the	indexes	for	which	angle	the	projection	needs	to	be	smeared	
based	on	projection	with	respect	to	theta.	

2. Convolute	the	projection	with	the	filter	
3. Back	smear	 the	 filtered	projection	across	 the	 image	based	on	projection	

angle.	
	

end	
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11.4.7 Recovery	of	spatial	temperature	distribution	
	
The	relationship	between	ratios	of	peaks	to	temperature	has	already	been	

pre-calculated	as	a	polynomial	order-6	equation.		
	
p6	to	p0	depicts	the	coefficients	of	the	polynomial	equation	respectively.		

p6	corresponds	to	the	polynomial	coefficient	of	x6	while	p0	corresponds	to	the	
polynomial	coefficient	x0.	

	
Tempimg	is	the	reconstructed	grid	of	temperature.	

11.4.8 Recovery	of	spatial	concentration	distribution	
	
Line	 strengths	 have	 their	 behavioural	 dependent	 on	 temperature,	 and	

peak	 3	 and	 5	 have	 their	 line	 strength	 to	 temperature	 behaviour	 categorized	
under	their	polynomial	relationship	coefficients	of	Sa	and	Sb.	They	will	be	used	
to	 calculate	 individual	 grids	 of	 integrated	 absorbance	 and	 finally	 a	 grid	 of	
concentration	of	mole	per	cm3.	

	
S6a	 to	 S0a	 depicts	 the	 coefficients	 of	 the	 polynomial	 equation	 for	 line	

strengths	 of	 peak	 3	 to	 temperature	 respectively.	 	 S6a	 corresponds	 to	 the	
polynomial	coefficient	of	x6	while	S0a	corresponds	to	the	polynomial	coefficient	
x0.	

	
S6b	 to	 S0b	 depicts	 the	 coefficients	 of	 the	 polynomial	 equation	 for	 line	

strengths	 of	 peak	 5	 to	 temperature	 respectively.	 	 S6b	 corresponds	 to	 the	
polynomial	coefficient	of	x6	while	S0b	corresponds	to	the	polynomial	coefficient	
x0.	

	
Sa	 is	 the	 reconstructed	 grid	 of	 line	 strength	 of	 peak	 3	 with	 respect	 to	

temperature.	
	
Sb	 is	 the	 reconstructed	 grid	 of	 line	 strength	 of	 peak	 5	 with	 respect	 to	

temperature.	
	
c1	 is	 initially	 the	 reconstructed	 grid	 of	 integrated	 absorbance	of	 peak	3	

and	later	converted	to	concentration	of	mole	per	cm3.	
	
C2	 is	 initially	 the	 reconstructed	grid	of	 integrated	absorbance	of	peak	5	

and	later	converted	to	concentration	of	mole	per	cm3.	
	
IC2	 is	 setting	 the	 values	 outside	 a	 certain	 boundary	 size	 as	 the	 average	

room	conditions	measured	prior	to	experiment.	
	

11.4.9 MATLAB	codes	
	
Below	is	the	compilation	of	the	program	used	to	reconstruct	temperature	

and	concentration	spatial	distribution.	
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%	

%	Start	Filtered	back	projection	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
	
clear	
clc	
	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.1	Opening	file	and	data	priming	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
fileID	=	fopen('Peak3.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays3	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
		
fileID	=	fopen('Peak5.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays5	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
		
rays3=rays3';	
Numfile=size(rays3);	
Numstep=Numfile(1);	
rays3=rays3';	
		
Stepsize=179/(Numstep-1);	
StartTheta	=	0;	
EndTheta	=	179;	
thetas=	StartTheta:Stepsize:EndTheta;	
	
avg3=	0.1464;	
raysavg3a=zeros(1,Numstep);	
raysavg3a(:,:)=avg3;	
rays3=	[raysavg3a;raysavg3a;rays3;raysavg3a;raysavg3a];	
		
avg5=0.002566;	
raysavg5a=zeros(1,Numstep);	
raysavg5a(:,:)=avg5;	
rays5=	[raysavg5a;raysavg5a;rays5;raysavg5a;raysavg5a];	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
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%	E.2	Interpolation	of	data	in	between	rays		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
interpo1='linear';	
taxis	=	[-18	:1:18];											
scale=[-18	-8	-7	-3	3	7	8	18];	
s=scale';	
s		=			scale(3:6	);	
sA	=			scale(1:2);				
sB	=			scale(7:8);			
		
for	i=1:Numstep	
		

	ray3			=			rays3(:,i	);	
	r3					=			ray3		(3:6	);	
	ray3A		=			ray3		(1:2);	
	ray3B		=			ray3		(7:8);	
	zerologic3	=r3~=0								;			
	r3									=r3(zerologic3);	
	s3									=s(zerologic3)		;	
	r3	=	[ray3A;r3;ray3B]	;	
	s3	=	[sA	s3	sB				]	;	
		
	interay3(:,i)=interp1(s3,r3,taxis(:),interpo1);	
	interay3(isnan(interay3))	=	0;	
		
	ray5			=			rays5(:,i	);	
	r5					=			ray5		(3:6	);	
	ray5A		=			ray5		(1:2);	
	ray5B		=			ray5	(7:8);	
	zerologic5	=r5~=0								;			
	r5									=r5(zerologic5);	
	s5									=s(zerologic5)		;	
	r5	=	[ray5A;r5;ray5B]	;	
	s5	=	[sA	s5	sB				]	;	
		
	interay5(:,i)=interp1(s5,r5,taxis(:),interpo1);	
	interay5(isnan(interay5))	=	0;	

		
end	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.3	Decreasing	the	interval	step	size	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
step1=1;	
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step2=step1/2;	
step3=step2/2;	
step4=step3/2;	
step5=step4/2;	
step6=step5/2;	
		
querysteps=	[-18	:step1:18];			
		
for	i=1:Numstep	
					

reso3=interay3(:,i	);	
interay3(:,i)=interp1(taxis,reso3,querysteps(:),interpo1);	
		
reso5=interay5(:,i	);	
interay5(:,i)=interp1(taxis,reso5,querysteps(:),interpo1);	
		

end	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.4	Creating	the	filter	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
numofinterrays=size((interay5(:,1)));	
		
rampFilter	=	[floor(numofinterrays-1/2):-1:0	1:	...	
				ceil(numofinterrays-1/2-1)]';	
impRes	=	abs(fftshift(fft(rampFilter)));	
		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.5	Peak	image	reconstruction	and	ratio	grid	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
sinogram3=interay3/37;	
sinogram5=interay5/37;	
		
numofrays	=	size(sinogram3,1);	
degreestepsize		=	length(thetas);		
thetas	=	(pi/180)*thetas;	
		
img3	=	zeros(numofrays,numofrays);	
img5=img3;	
middlecell	=	floor(numofrays/2)	+	1;	
		
[xcord,ycord]	=	meshgrid(ceil(-numofrays/2):ceil(numofrays/2-1));	



APPENDICES	 	
	

	 	
	

194	

		
figure	
plot(conv(sinogram3(:,1),impRes,'same'));	
set(gca,'FontSize',15)	
title({'	Filtered	Integrated	absorbances	','of	Peak	1	at	theta=0'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Integrated	Absrobances')	
			
figure	
plot(conv(sinogram5(:,1),impRes,'same'));	
set(gca,'FontSize',15)	
title({'	Filtered	Integrated	absorbances	','of	Peak	2	at	theta=0'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Integrated	Absrobances')	
			
for	i	=	1:degreestepsize	
		

Rotacords	 =	 round(middlecell	 +	 xcord*sin(thetas(i))	 +	
ycord*cos(thetas(i)));	

		
indexes			=	find((Rotacords	>	0)	&	(Rotacords	<=	numofrays));	
newcords	=	Rotacords(indexes);	
		
filteredsino3	=	conv(sinogram3(:,i),impRes,'same');	
filteredsino5	=	conv(sinogram5(:,i),impRes,'same');	
		
img3(indexes)	 =	 img3(indexes)	 +	

filteredsino3(newcords)./degreestepsize;	
img5(indexes)	 =	 img5(indexes)	 +	

filteredsino5(newcords)./degreestepsize;	
					
end	
		
img3=interp2(imrotate(img3,90),3);	
img5=interp2(imrotate(img5,90),3);	
ratioimg=(img5./img3);		
		
figure;	
imagesc(img3)	
set(gca,'FontSize',15)	
title('Reconstructed	space	domain	of	Peak	1	Integrated	absorbance')	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
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figure;	
imagesc(img5)	
set(gca,'FontSize',15)	
title('Reconstructed	space	domain	of	Peak	2	Integrated	absorbance')	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.6	Temperature	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
p6=-709855.907012939000000;	
p5=	1085192.157869590000000;	
p4=-658289.120775743000000;	
p3=	203447.875269558000000;	
p2=-34437.822782179300000;	
p1=	4455.665047719480000;	
p0=-	27.135186464977200;	
Tempimg=p6.*ratioimg.^6+p5.*ratioimg.^5+p4.*ratioimg.^4	...	
								+p3.*ratioimg.^3+p2.*ratioimg.^2+p1.*ratioimg+p0;	
Tempimg=abs(Tempimg);	
		
figure;	
imagesc(Tempimg)	
set(gca,'FontSize',14)	
title({'Reconstructed	temperature	','spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;	
		
figure	
surf(Tempimg,'EdgeColor','none','LineStyle','none','FaceLighting','phong')	
%	view	([20	,20	,20])z	
set(gca,'FontSize',15)	
title({'Reconstructed	temperature	','spatial	distribution'})	
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xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	E.7	Concentration	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
S6a=1.001480677006320E-38;	
S5a=		-	4.808084724561820E-35;	
S4a=9.779820441422530E-32;	
S3a=	-	1.134086269659360E-28;	
S2a=8.579527934951380E-26;	
S1a=	-	4.583700302199190E-23;	
S0a=	1.593361318180310E-20;	
Sa=S6a.*Tempimg.^6+S5a.*Tempimg.^5+S4a.*Tempimg.^4+...	
				S3a.*Tempimg.^3+S2a.*Tempimg.^2+S1a.*Tempimg+S0a;	
		
S6b=1.239167826939600E-38;	
S5b=	-	4.512478267044460E-35;	
S4b=6.703722821440790E-32;	
S3b=	-	4.913179836378700E-29;	
S2b=	1.412754760610980E-26;	
S1b=	2.114604138705740E-24;	
S0b=	1.327648970193470E-22;	
Sb=S6b.*Tempimg.^6+S5b.*Tempimg.^5+S4b.*Tempimg.^4+S3b.*Tempi

mg.^3	...	
				+S2b.*Tempimg.^2+S1b.*Tempimg+S0b;	
		
%no	need	divide	by	L	cause	this	is	per	unit	length	via	grid	already	
c1=(img3./Sa);	
c2=(img5./Sb);	
		
c1=c1/6.022E23;	
c2=c2/6.022E23;	
	
%Constructing	X	and	Y	axis/matrix	
N=size(c1,1);	
%number	of	points	for	corresponding	to	zero	on	axis	
center	=	floor	((N+1)/2);	
%value	of	minimum	x	axis	value	
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xleft=-center+1;	
%true	x	axis	scale,	min	to	zero	to	max	
x=(1:N)-1+xleft;	
%Repeat	till	full	x	dimension	is	plotted	
x=repmat(x,N,1);	
%repeat	same	steps	for	Y	except	top	to	bottom	
ytop=center-1;	
y=(N:-1:1).'-N+ytop;	
y=repmat(y,1,N);	
sca=(N-1)/2	-4;		
boundary=sca-0.01;	
		
IC=	sqrt((x).^2+(y).^2)>=boundary;	
c1(IC)=c1(150,5);	
c2(IC)=c2(150,5);	
		
figure;imagesc(c1)	
set(gca,'FontSize',15)	
title({'Reconstructed	concentration	peak	1',	...	
				'	(mole/cm	^3)	spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
figure;imagesc(c2)	
		
set(gca,'FontSize',15)	
title({'Reconstructed	concentration	peak	2',	...	
				'	(mole/cm	^3)	spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:16.5:289;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	end	
%%%%%%%%%%%%%%%%%%%%%%%%%%	
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11.5 FOURIER	SLICE	RECONSTRUCTION	(FSR)	USING	MATLAB	
	

11.5.1 Overview	
	
This	MATLAB	program	begins	 from	the	opening	of	processed	 integrated	

absorbance	 processed	 prior	 by	 LabVIEW	 and	 reconstructing	 temperature	 and	
concentration	spatial	distribution	images	using	the	Fourier	Slice	Reconstruction	
(FSR)	technique.	This	appendix	chapter	will	be	broken	down	to	7	sections	to	aid	
in	program	explanation.		

	

11.5.2 Pre-processing	data	for	reconstruction	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.2	
	

11.5.3 Interpolation	of	data	in	between	rays	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.3	
	

11.5.4 Decreasing	the	interval	between	each	step	size	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.4.	
	

11.5.5 Zero	padding	the	data	
	
Zero	 padding	 aids	 in	 removing	 artifacts	 from	 the	 final	 reconstructed	

image.	This	portion	discusses	the	zero	padding	process.		
	
vm3	 is	 to	 remember	 the	 original	 non-padded	 interay3	 for	 cropping	 of	

image	later	on	in	the	program.	
	
vm5	 is	 to	 remember	 the	 original	 non-padded	 interay5	 for	 cropping	 of	

image	later	on	in	the	program.	
	
padamt	is	the	amount	of	zeros	to	pad	at	the	ends	of	each	projection.		
	
sinogram3	started	of	exactly	as	interay3	but	by	the	end	of	this	section	is	

now	zero	padded	and	ready	for	reconstruction.	
	
sinogram5	started	of	exactly	as	interay5	but	by	the	end	of	this	section	is	

now	zero	padded	and	ready	for	reconstruction.	
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11.5.6 Filtering	and	reconstruction	
	
This	 section	 is	 about	 creating	 the	 filter	 and	 executing	 the	 Fourier	 slice	

theorem.	Once	images	reconstructed	from	peaks	3	and	5	are	achieved,	the	ratio	
of	the	grids	are	calculated	to	perform	two-line	thermometry	in	the	next	section.	

	
amountofrays	 is	 the	 amount	 of	 rays	 per	 projection	 in	 sinogram3	 and	

sinogram5.	
	
amountofprojections	 is	 the	 amount	 projections	 in	 sinogram3	 and	

sinogram5.	
	
thetas	is	now	the	value	of	degrees	increment	in	radians.	
	
imageprime	 is	 the	 pre-calculated	 image	 in	 zeros	 to	 conserve	

computational	power.	
	
middlecell	is	the	center	number	of	the	grid	in	both	x	and	y	axis.	
	
rampFilter	is	the	constructed	ramp	filter	from	-18	cm	to	18	cm,	with	0	the	

lowest	value.	
	
newcords	 is	 the	 index	 of	 where	 each	 data	 should	 be	 placed	 during	 the	

back	smearing	process.	
	
filteredProfilea	is	the	multiplication	of	the	rampFilter	to	each	projections	

in	sinogram3.	
	
filteredProfileb	is	the	multiplication	of	the	rampFilter	to	each	projections	

in	sinogram5.	
	
for	i	=	1	to	last	projection	
	

1. Calculate	the	indexes	for	which	angle	the	projection	needs	to	be	allocated	
based	on	projection	with	respect	to	theta.	

2. FFT	(fast	Fourier	transform)	the	projections	and	multiply	them	with	the	
rampFilter.	

3. Inverse	FFT	the	filtered	projection		
4. Back	smear	the	filtered	projection	to	the	image	based	on	projection	angle.	

	
end	
	
snew	is	the	new	size	of	zero	padded	reconstructed	images.	
	
syup	the	new	middle	cell	of	zero	padded	reconstructed	images.	
	
img3	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	 reconstructed	 zero	 padded	 gird	 of	 peak	 3	 after	 the	 Fourier	 slice	
reconstruction.	The	end	of	this	section	shows	the	zero	padded	borders	cropped	
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off,	revealing	the	final	image	in	its	correct	size.		
	
img5	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	 reconstructed	 zero	 padded	 gird	 of	 peak	 5	 after	 the	 Fourier	 slice	
reconstruction.	The	end	of	this	section	shows	the	zero	padded	borders	cropped	
off,	revealing	the	final	image	in	its	correct	size.		

	

11.5.7 Recovery	of	spatial	temperature	distribution	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.7.	

11.5.8 Recovery	of	spatial	concentration	distribution	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.8.	
	

11.5.9 Fourier	slice	reconstruction	(FSR)	MATLAB	codes	
	
Below	 is	 the	 compilation	 of	 the	 program	 used	 to	 reconstruct	 the	

temperature	and	concentration	spatial	distributions.	
	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	Start	Fourier	Slice	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
clear	
clc	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	F.1	Opening	file	and	data	priming	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
fileID	=	fopen('Peak3.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays3	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
		
fileID	=	fopen('Peak5.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays5	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
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rays3=rays3';	
Numfile=size(rays3);	
Numstep=Numfile(1);	
rays3=rays3';	
		
Stepsize=179/(Numstep-1);	
StartTheta	=	0;	
EndTheta	=	179;	
thetas=	StartTheta:Stepsize:EndTheta;	
		
avg3=0.1464;	
raysavg1a=zeros(1,Numstep);	
raysavg1a(:,:)=avg3;	
rays3=	[raysavg1a;raysavg1a;rays3;raysavg1a;raysavg1a];	
		
avg5=0.0025;	
raysavg5a=zeros(1,Numstep);	
raysavg5a(:,:)=avg5;	
rays5=	[raysavg5a;raysavg5a;rays5;raysavg5a;raysavg5a];	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	 F.2	 Interpolation	 of	 data	 in	 between	 rays	

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%	

	
interpo1='linear';	
taxis	=	[-18	:1:18];											
scale=[-18	-8	-7	-3	3	7	8	18];	
s=scale';	
s		=			scale(3:6	);	
sA	=			scale(1:2);				
sB	=			scale(7:8);			
		
for	i=1:Numstep	
		
	ray3			=			rays3(:,i	);	
	r3					=			ray3		(3:6	);	
	ray3A		=			ray3		(1:2);	
	ray3B		=			ray3		(7:8);	
	zerologic3	=r3~=0								;			
	r3									=r3(zerologic3);	
	s3									=s(zerologic3)		;	
	r3	=	[ray3A;r3;ray3B]	;	
	s3	=	[sA	s3	sB				]	;	
		
interay3(:,i)=interp1(s3,r3,taxis(:),interpo1);	
interay3(isnan(interay3))	=	0;	
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	ray5			=			rays5(:,i	);	
	r5					=			ray5		(3:6	);	
	ray5A		=			ray5		(1:2);	
	ray5B		=			ray5	(7:8);	
	zerologic5	=r5~=0								;			
	r5									=r5(zerologic5);	
	s5									=s(zerologic5)		;	
	r5	=	[ray5A;r5;ray5B]	;	
	s5	=	[sA	s5	sB				]	;	
		
interay5(:,i)=interp1(s5,r5,taxis(:),interpo1);	
interay5(isnan(interay5))	=	0;	

		
end	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	 F.3	 Decreasing	 the	 interval	 step	 size	

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%	

		
step1=1;	
step2=step1/2;	
step3=step2/2;	
step4=step3/2;	
step5=step4/2;	
step6=step5/2;	
intestep=step3;	
		
querysteps=	[-18	:intestep:18];			
		
for	i=1:Numstep	
		

reso3=interay3(:,i	);	
interay3a(:,i)=interp1(taxis,reso3,querysteps(:),interpo1);	
		
reso5=interay5(:,i	);	
interay5a(:,i)=interp1(taxis,reso5,querysteps(:),interpo1);	
	

end	
		
interay3=interay3a;	
interay5=interay5a;	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	F.4	Zero	padding	the	matrix	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%%		
		
sinogram3=interay3;	
sinogram5=interay5;	
sinogramori=size(sinogram3,1);	
		
vm3=(sinogram3(:,1));	
vm5=(sinogram5(:,1));	
			
padamt=300;	
			
sinogram3=padarray(sinogram3,padamt);	
sinogram5=padarray(sinogram5,padamt);	
			
			
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%		
%	F.5	Creating	filter,	executing	Fourier	Slice	Theorem	and	ratio	grid	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%		
		
	
amountofrays=size(sinogram3,1);	
amountofprojections		=	length(thetas);		
		
thetas	=	(pi/180)*thetas;	
imageprime	=	zeros(amountofrays,amountofrays);	
		
middlecell	=	floor(amountofrays/2)	+	1;	
[xcords,ycords]	=	meshgrid(ceil(-amountofrays/2)	...	
				:ceil(amountofrays/2-1));	
		
img3=imageprime;	
img5=imageprime;	
		
%	set	up	filter	
rampFilter	=	[floor(amountofrays/2):-1:0	1:ceil(amountofrays/2-1)]';	
rampFilter	=	rampFilter/(max(rampFilter));	
		
figure	
plot(abs(fftshift(	ifft(ifftshift(rampFilter.*(fftshift(fft	...	
				(ifftshift(sinogram3(:,1))))))))))	
set(gca,'FontSize',15)	
title({'	Filtered	Integrated	absorbances	','of	Peak	1	at	','theta=0'})	
xlabel('Zeropadded	x-axis')	
ylabel('Integrated	Absrobances')	
%	atick	=	0:19.2:355;	
%	set(gca,'XTick',atick);	
%	set(gca,'XTickLabel',	-36:4:36);	
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figure	
plot(abs(fftshift(	ifft(ifftshift(rampFilter.*(fftshift(fft	...	
				(ifftshift(sinogram5(:,2))))))))))	
set(gca,'FontSize',15)	
title({'	Filtered	Integrated	absorbances	','of	Peak	2	at	','theta=0'})	
xlabel('Zeropadded	x-axis')	
ylabel('Integrated	Absrobances')	
%	atick	=	0:19.2:355;	
%	set(gca,'XTick',atick);	
%	set(gca,'XTickLabel',	-36:4:36);	
		
for	i	=	1:amountofprojections	
				rotatecords	=	round(middlecell	+	xcords*sin(thetas(i))	...		
								+	ycords*cos(thetas(i)));	
				indexes			=	find((rotatecords	>	0)	&	(rotatecords	<=	...	
								amountofrays));	
				newcords	=	rotatecords(indexes);	
		
				filteredProfilea=(abs(fftshift(	ifft(ifftshift(rampFilter.*	...	
								(fftshift(fft(ifftshift	...	
								(sinogram3(:,i))))))))));	
				img3(indexes)	=	img3(indexes)	+	filteredProfilea(newcords)./	...	
								amountofprojections;	
					
				filteredProfileb=(abs(fftshift(	ifft(ifftshift(rampFilter.*	...	
								(fftshift(fft(ifftshift	...	
								(sinogram5(:,i))))))))));	
				img5(indexes)	=	img5(indexes)	+	filteredProfileb(newcords)./	...	
								amountofprojections;	
end	
		
figure;	plot	(rampFilter)	
set(gca,'FontSize',14)	
title('	Ramp	filter')	
xlabel('Frequency	domain	x-axis')	
ylabel('Filter	Intensity')	
		
img3=imrotate(img3,90);	
img5=imrotate(img5,90);	
		
figure;imagesc(img3)	
set(gca,'FontSize',15)	
title({'Integrated	absorbance	of	peak	1','	spatial	distribution',	...	
				'	(zeropadded)'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
%	atick	=	0:19.2:1545;	
%	set(gca,'XTick',atick);	
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%	set(gca,'XTickLabel',	-36:4:36);	
%	set(gca,'YTick',atick);	
%	set(gca,'YTickLabel',	-36:4:36);	
colorbar;		
		
figure;imagesc(img5)	
set(gca,'FontSize',15)	
title({'Integrated	absorbance	of	peak	2','	spatial	distribution	',	...	
				'(zeropadded)'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
%	atick	=	0:19.2:355;	
%	set(gca,'XTick',atick);	
%	set(gca,'XTickLabel',	-36:4:36);	
%	set(gca,'YTick',atick);	
%	set(gca,'YTickLabel',	-36:4:36);	
colorbar;		
		
snew=size(img3,1);	
syup=floor((snew-sinogramori)/2);	
img3=	imcrop(img3,[syup	syup	sinogramori	sinogramori	]	);	
img5=	imcrop(img5,[syup	syup	sinogramori	sinogramori	]	);	
		
figure;imagesc(img3)	
set(gca,'FontSize',14)	
title({'Integrated	absorbance	of	peak	1','	spatial	distribution'})	
xlabel('Spatial	x-axis')	
ylabel('Spatial	y-axis')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
figure;imagesc(img5)	
set(gca,'FontSize',14)	
title({'Integrated	absorbance	of	peak	2','	spatial	distribution'})	
xlabel('Spatial	x-axis')	
ylabel('Spatial	y-axis')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%	%	%	%		
sinosum3=sum(img3);	
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sinosum5=sum(img5);	
lim1=size(vm5,1);		
lim2=size(sinosum5,2);		
vmx1=(1:1:lim1);	
vmx2=(1:1:lim2);	
		
figure;plot(vmx2,sinosum5,vmx1,vm5)	
%	axis([8	145	0.1	0.16])	
set(gca,'FontSize',15)	
title({'Numerical	comparison	of	reconstructed	and	',	...	
				'original	intergrated	absorbances	for	radon	theta=0'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Integrated	absorbance')	
atick	=	3:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
		
ratioimg	=	abs(img5./img3);	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	 F.6	 Temperature	 Reconstruction	

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%	

		
p6=-709855.907012939000000;	
p5=	1085192.157869590000000;	
p4=-658289.120775743000000;	
p3=	203447.875269558000000;	
p2=-34437.822782179300000;	
p1=	4455.665047719480000;	
p0=-	27.135186464977200;	
Tempimg=p6.*ratioimg.^6+p5.*ratioimg.^5+p4.*ratioimg.^4+p3.*ratioim

g.^3	...	
				+p2.*ratioimg.^2+p1.*ratioimg+p0;	
Tempimg	=	medfilt2(Tempimg,	[2	2]);	
		
figure	
surf(Tempimg,	'edgecolor'	,	'none')	
set(gca,'FontSize',14)	
title({'Temperature','	spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
view([40,	20	,	20])	



APPENDICES	 	
	

	 	
	

207	

colorbar;		
		
figure	
imagesc(Tempimg)	
set(gca,'FontSize',14)	
title({'Temperature	spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	F.7	Concentration	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
S6a=1.001480677006320E-38;	
S5a=		-	4.808084724561820E-35;	
S4a=9.779820441422530E-32;	
S3a=	-	1.134086269659360E-28;	
S2a=8.579527934951380E-26;	
S1a=	-	4.583700302199190E-23;	
S0a=	1.593361318180310E-20;	
Sa=S6a.*Tempimg.^6+S5a.*Tempimg.^5+S4a.*Tempimg.^4+S3a.*Tempi

mg.^3	...	
				+S2a.*Tempimg.^2+S1a.*Tempimg+S0a;	
		
S6b=1.239167826939600E-38;	
S5b=	-	4.512478267044460E-35;	
S4b=6.703722821440790E-32;	
S3b=	-	4.913179836378700E-29;	
S2b=	1.412754760610980E-26;	
S1b=	2.114604138705740E-24;	
S0b=	1.327648970193470E-22;	
Sb=S6b.*Tempimg.^6+S5b.*Tempimg.^5+S4b.*Tempimg.^4+S3b.*Tempi

mg.^3	...	
				+S2b.*Tempimg.^2+S1b.*Tempimg+S0b;	
		
%no	need	divide	by	L	cause	this	is	per	unit	length	via	grid	already	
c1=(img3./Sa);	
c2=(img5./Sb);	
		
c1=c1/6.022E23;	
c2=c2/6.022E23;		
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%Constructing	X	and	Y	axis/matrix	
N=size(c1,1);	
%number	of	points	for	corresponding	to	zero	on	axis	
center	=	floor	((N+1)/2);	
%value	of	minimum	x	axis	value	
xleft=-center+1;	
%true	x	axis	scale,	min	to	zero	to	max	
x=(1:N)-1+xleft;	
%Repeat	till	full	x	dimension	is	plotted	
x=repmat(x,N,1);	
%repeat	same	steps	for	Y	except	top	to	bottom	
ytop=center-1;	
y=(N:-1:1).'-N+ytop;	
y=repmat(y,1,N);	
sca=(N-1)/2	-4;	
		
boundary=sca-13;	
		
IC=	sqrt((x).^2+(y).^2)>=boundary;	
c1(IC)=0.7E-7;	
c2(IC)=0.7E-7;	
		
minval=0.7E-7;	
maxval=1.8E-7;	
		
figure;imagesc(c1,[minval,maxval])	
set(gca,'FontSize',14)	
title({'Reconstructed	concentration	of	peak	1',	...	
				'	(mole/cm^3)spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;			
		
figure;imagesc(c1,[minval,maxval])	
set(gca,'FontSize',14)	
title({'Reconstructed	concentration	of	peak	2',	...	
				'	(mole/cm^3)spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
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set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	end	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
	 	



APPENDICES	 	
	

	 	
	

210	

11.6 DIRECT	FOURIER	RECONSTRUCTION	(DFR)	USING	MATLAB	
	

11.6.1 Overview	
	
This	MATLAB	program	begins	 from	the	opening	of	processed	 integrated	

absorbance	 processed	 prior	 by	 LabVIEW	 and	 reconstructing	 temperature	 and	
concentration	 spatial	 distribution	 images	 using	 the	 Direct	 Fourier	
Reconstruction	(DFR)	technique.		

	

11.6.2 Pre-processing	data	for	reconstruction	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.2	
	

11.6.3 Interpolation	of	data	in	between	rays	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.3	
	

11.6.4 Decreasing	the	interval	between	each	step	size	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.4.	
	

11.6.5 Zero	padding	the	data	
	
Zero	 padding	 aids	 in	 removing	 artifacts	 from	 the	 final	 reconstructed	

image.	This	portion	discusses	the	zero	padding	process.		
	
padamt	is	the	amount	of	zeros	to	pad	at	the	ends	of	each	projection.		
	
sinogram3	is	the	renamed	version	of	interay3.	
	
sinogram5	is	the	renamed	version	of	interay5.	
	
padder	 is	 to	 remember	 the	 original	 non-padded	 size	 of	 sinogram3	 and	

sinogram5	for	cropping	of	image	later	on	in	the	program.	
	
R3	is	the	zero	padded	version	of	sinogram3	and	ready	for	reconstruction.	
	
R5	is	the	zero	padded	version	of	sinogram5	and	ready	for	reconstruction.	
	

11.6.6 Filtering	and	reconstruction	
	
This	section	is	about	taking	the	primed	initial	data	to	reconstruct	the	two	
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images	 of	 peaks	 3	 and	 5.	 Upon	 reconstruction,	 the	 two-line	 thermometry	
technique	is	initiated	by	dividing	each	grid	over	each	other.		

	
numOfParallelProjections	is	the	number	of	projections	in	sinogram3	and	

sinogram5.	
	
F3	is	a	matrix	of	Fourier	slices	for	each	projection.		
	
F5	is	a	matrix	of	Fourier	slices	for	each	projection.		
	
imageprime	 is	 a	 grid	 of	 zeros	 to	 conserve	 memory	 for	 future	 data	

allocation.	
	
middlecell	is	the	center	number	of	the	grid	in	both	x	and	y	axis.	
	
rampFilter2D	 is	 the	 two	 dimensional	 filter	 created	 to	 for	 frequency	

domain	filtering.		
	
img3	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	reconstructed	gird	of	peak	3	after	the	back	smearing	process.	
	
img5	is	initially	an	empty	grid,	constructed	to	conserve	memory,	and	later	

the	reconstructed	gird	of	peak	3	after	the	back	smearing	process.	
	
img3cropped	 is	 the	 cropped	 version	 of	 the	 final	 reconstructed	 image	 of	

peak	3.	
	
img5cropped	 is	 the	 cropped	 version	 of	 the	 final	 reconstructed	 image	 of	

peak	5.	
	
ratioimg	 is	 the	 grid	 constructed	 by	 dividing	 img5cropped	 with	

img3cropped	 and	 later	 used	 for	 constructing	 temperature	 using	 the	 ratio	 to	
temperature	relationship.		

	
for	i	=	1	to	last	projection	
	

1. Calculate	the	indexes	for	which	angle	the	projection	needs	to	be	allocated	
based	on	projection	with	respect	to	theta.	

	
for	k=	1	to	last	ray	in	projection		
	
2. Allocate	the	Fourier	slice	at	the	specified	indexes	with	respect	

to	projection	angle.	
	

end	
	

end	
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11.6.7 Recovery	of	spatial	temperature	distribution	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.7.	

11.6.8 Recovery	of	spatial	concentration	distribution	
	
This	portion	of	the	program	is	the	same	as	the	FBP	process	and	could	be	

found	in	section	11.4.8.	
	

11.6.9 Fourier	slice	reconstruction	(FSR)	MATLAB	codes	
	
Below	is	the	compilation	of	the	program	used	to	reconstruct	temperature	

and	concentration	spatial	distributions.	
	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	Start	Direct	Fourier	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
clear	
clc	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.1	Opening	file	and	data	priming	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
fileID	=	fopen('Peak3.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays3	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
		
fileID	=	fopen('Peak5.txt','r');	
formatSpec	=	'	%f	%f	%f	%f';	
sizeA	=	[4	Inf];	
rays5	=	fscanf(fileID,formatSpec,sizeA);	
fclose(fileID);	
							
rays3=rays3';	
Numfile=size(rays3);	
Numstep=Numfile(1);	
rays3=rays3';	
		
Stepsize=179/(Numstep-1);	
StartTheta	=	0;	
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EndTheta	=	179;	
thetas=	StartTheta:Stepsize:EndTheta;	
		
avg3=0.1464;	
raysavg3a=zeros(1,Numstep);	
raysavg3a(:,:)=avg3;	
rays3=	[raysavg3a;raysavg3a;rays3;raysavg3a;raysavg3a];	
		
avg5=0.0025;	
raysavg5a=zeros(1,Numstep);	
raysavg5a(:,:)=avg5;	
rays5=	[raysavg5a;raysavg5a;rays5;raysavg5a;raysavg5a];	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.2	Interpolation	of	data	in	between	rays		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
interpo1='linear';	
taxis	=	[-18	:1:18];											
scale=[-18	-8	-7	-3	3	7	8	18];	
s=scale';	
s		=			scale(3:6	);	
sA	=			scale(1:2);				
sB	=			scale(7:8);			
		
for	i=1:Numstep	
		

	ray3			=			rays3(:,i	);	
	r3					=			ray3		(3:6	);	
	ray3A		=			ray3		(1:2);	
	ray3B		=			ray3		(7:8);	
	zerologic1	=r3~=0								;			
	r3									=r3(zerologic1);	
	s1									=s(zerologic1)		;	
	r3	=	[ray3A;r3;ray3B]	;	
	s1	=	[sA	s1	sB				]	;	
		
interay1(:,i)=interp1(s1,r3,taxis(:),interpo1);	
interay1(isnan(interay1))	=	0;	
		
	ray5			=			rays5(:,i	);	
	r5					=			ray5		(3:6	);	
	ray5A		=			ray5		(1:2);	
	ray5B		=			ray5	(7:8);	
	zerologic5	=r5~=0								;			
	r5									=r5(zerologic5);	
	s5									=s(zerologic5)		;	
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	r5	=	[ray5A;r5;ray5B]	;	
	s5	=	[sA	s5	sB				]	;	
		
interay5(:,i)=interp1(s5,r5,taxis(:),interpo1);	
interay5(isnan(interay5))	=	0;	
	

end	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.3	Decreasing	the	interval	step	size		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
step1=1;	
step2=step1/2;	
step3=step2/2;	
step4=step3/2;	
step5=step4/2;	
step6=step5/2;	
intestep=step3;	
		
querysteps=	[-18	:intestep:18];			
		
for	i=1:Numstep	
		

reso1=interay1(:,i	);	
interay1a(:,i)=interp1(taxis,reso1,querysteps(:),interpo1);	
		
reso5=interay5(:,i	);	
interay5a(:,i)=interp1(taxis,reso5,querysteps(:),interpo1);	
	

end	
		
interay1=interay1a;	
interay5=interay5a;	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.4	Zero	padding	the	matrix	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%		
		
padamt=700;	
sinogram3=interay1;	
sinogram5=interay5;	
		
figure;	
imagesc(sinogram3)	
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set(gca,'FontSize',14)	
title('Sinogram	of	Peak	1')	
xlabel('\theta	/	Projection	angle')	
ylabel({'Integrated	absorbance	of	','parallel	beams	in	cm'})	
atick	=	0:20.7:360;		
btick	=	0:8.1:240;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	0:10:180);	
set(gca,'YTick',btick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
figure;	
imagesc(sinogram5)	
set(gca,'FontSize',14)	
title('Sinogram	of	Peak	2')	
xlabel('\theta	/	Projection	angle')	
ylabel({'Integrated	absorbance	of','	parallel	beams	in	cm'})	
atick	=	0:20.7:360;	
btick	=	0:8.1:240;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	0:10:180);	
set(gca,'YTick',btick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
padder=size(sinogram3,1);	
R3=padarray(sinogram3,padamt);	
R5=padarray(sinogram5,padamt);	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%		
%	G.5	Creating	filter,	executing	Fourier	Slice	Theorem	and	ratio	grid	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%		
		
numOfParallelProjections	=	size(R3,1);	
rampFilter	=	[floor(numOfParallelProjections/2):-1:0	...	
				1:ceil(numOfParallelProjections/2-1)]';	
rampFilter	=	rampFilter/(max(rampFilter));	
		
F3=fftshift(fft(ifftshift(R3)));	
F5=fftshift(fft(ifftshift(R5)));	
		
figure;plot(abs(F3	(:,1)))	
set(gca,'FontSize',14)	
title('Fourier	slice	at	theta	0	of	Sinogram	1')	
xlabel('Zeropadded,	FFTShifted	bin	locations')	
ylabel('Absolute	value')	
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figure;imagesc(abs(F3))	
set(gca,'FontSize',14)	
title({'(Absolute	value)	Fourier	transform	of	Sinogram	1','	FFTShifted'})	
xlabel('\theta	/	Projection	angle')	
ylabel('Zeropadded,	FFTShifted	bin	locations')	
atick	=	0:20.7:360;		
%		btick	=	0:86:1545;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	0:10:180);	
%		set(gca,'YTick',btick);	
%		set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
figure;plot(abs(F5	(:,1)))	
set(gca,'FontSize',14)	
title('Fourier	slice	at	theta	0	of	Sinogram	2')	
xlabel('Zeropadded,	FFTShifted	bin	locations')	
ylabel('Absolute	value')	
		
figure;imagesc(abs(F5))	
set(gca,'FontSize',14)	
title({'(Absolute	value)	Fourier	transform	of	Sinogram	2','	FFTShifted'})	
xlabel('\theta	/	Projection	angle')	
ylabel('Zeropadded,	FFTShifted	bin	locations')	
atick	=	0:20.7:360;		
%		btick	=	0:86:1545;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	0:10:180);	
%		set(gca,'YTick',btick);	
%		set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
N=size(F3,1);	
kend=size(F3,1);	
e=(kend-1)/2;	
radius=	[-e:1:e];		
		
imageprime=zeros(N,N);	
img3=imageprime;	
		
for	i=1:Numstep									

								thetarad=degtorad(thetas(i));	
								[x,y]=pol2cart(thetarad,radius);									
								z1=F3(:,i);				
									
								x=round(x)+e+1;	
								y=round(y)+e+1;							
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								for	k=1:kend					
												imageprime(x(k),y(k))=z1(k);																
								end	
									
								img3=imageprime;										

										
end		
		
imageprime=zeros(N,N);	
img5=imageprime;	
		
for	i=1:Numstep									

								thetarad=degtorad(thetas(i));	
								[x,y]=pol2cart(thetarad,radius);									
								z2=F5(:,i);				
									
								x=round(x)+e+1;	
								y=round(y)+e+1;		
									
								for	k=1:kend					
												imageprime(x(k),y(k))=z2(k);																
								end	
		
									img5=imageprime;										
			

end		
		
figure;	mesh(abs(img3))	
set(gca,'FontSize',14)	
title({'(Peak	1)	Interpolated	frequenxy	domain	of',	...	
				'	compiled	fourier	slices'})	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
axis([0	N	0	N	0	25]);	
colorbar;		
		
figure;	imagesc(abs(img3))	
set(gca,'FontSize',14)	
title({'(Peak	1)	Interpolated	frequenxy	domain	of',	...	
				'	compiled	fourier	slices'})	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
axis([0	N	0	N	]);	
colorbar;		
		
figure;	mesh(abs(img5))	
set(gca,'FontSize',14)	
title({'(Peak	2)	Interpolated	frequenxy	domain	of	',	...	
				'compiled	fourier	slices'})	
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xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
axis([0	N	0	N	0	1]);	
colorbar;		
		
figure;	imagesc(abs(img5))	
set(gca,'FontSize',14)	
title({'(Peak	2)	Interpolated	frequenxy	domain	of',	...	
				'	compiled	fourier	slices'})	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
axis([0	N	0	N]);	
colorbar;		
		
middlecell	=	floor(size(img3,1)/2)	+	1;	
[xcords3,ycords3]	=	meshgrid(1	-	middlecell:size(img3,1)	-	middlecell);	
[xCoords2,yCoords2]	 =	 meshgrid(1	 -	 middlecell:size(img5,1)	 -	

middlecell);	
		
rampFilter2D						=	sqrt(xcords3.^2	+	ycords3.^2);	
rampFilter2D=rampFilter2D./(max(max(rampFilter2D)));	
		
figure;	mesh(rampFilter2D)	
set(gca,'FontSize',15)	
title('	2D	Ramp	filter')	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
		
img3=abs(ifftshift(ifft2(fftshift(img3))));	
img3=imrotate(img3,90);	
		
img5=abs(fftshift(ifft2(fftshift(img5))));	
img5=imrotate(img5,90);	
		
figure;	imagesc(img3)	
set(gca,'FontSize',14)	
title({'(Zeropadded)Reconstructed	space	domain	of',	...	
				'	Peak	1	intergrated	absorbances'})	
xlabel('Spatial	x-axis	in	cm')	
ylabel('Spatial	y-axis	in	cm')	
colorbar;		
		
figure;	imagesc(abs(img5))	
set(gca,'FontSize',14)	
title({'(Zeropadded)Reconstructed	space	domain	of	',	...	
				'Peak	2	intergrated	absorbances'})	
xlabel('Spatial	x-axis	in	cm')	
ylabel('Spatial	y-axis	in	cm')	
colorbar;		
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snew=size(img3,1);	
soriginal=padder;	
syup=floor((snew-soriginal)/2);	
img3=	imcrop(img3,[syup	syup	soriginal	soriginal	]	);	
img5=	imcrop(img5,[syup	syup	soriginal	soriginal	]	);	
		
figure;	imagesc(abs(img3))	
set(gca,'FontSize',14)	
title({'(Cropped)	Reconstructed	space	domain	',	...	
				'of	Peak	1	intergrated	absorbances'})	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
atick	=	0:8.2:145;	
btick	=	0:8.2:145;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',btick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
figure;	imagesc(abs(img5))	
set(gca,'FontSize',14)	
title({'(Cropped)	Reconstructed	space	domain	of	',	...	
				'Peak	2	intergrated	absorbances'})	
xlabel('Frequency	domain	x-axis')	
ylabel('Frequency	domain	y-axis')	
atick	=	0:8.2:145;	
btick	=	0:8.2:145;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',btick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
ratioimg=img5./img3;	
		
%Constructing	X	and	Y	axis/matrix	
N=size(ratioimg,1);	
%number	of	points	for	corresponding	to	zero	on	axis	
center	=	floor	((N+1)/2);	
%value	of	minimum	x	axis	value	
xleft=-center+1;	
%true	x	axis	scale,	min	to	zero	to	max	
x=(1:N)-1+xleft;	
%Repeat	till	full	x	dimension	is	plotted	
x=repmat(x,N,1);	
%repeat	same	steps	for	Y	except	top	to	bottom	
ytop=center-1;	
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y=(N:-1:1).'-N+ytop;	
y=repmat(y,1,N);	
sca=(N-1)/2	-4;	
		
boundary1=sca-5;	
mid=sca+1;	
		
IC=	sqrt((x).^2+(y).^2)>=boundary1;	
		
calib=(sinogram5(1:1))/(sinogram3(1:1));	
cali=calib/N;	
		
ratioimg=abs(ratioimg);	
ratioimg(IC)=cali;	
ratioimg(ratioimg	<	cali)	=	cali;	
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.6	Temperature	Reconstruction		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
p6=-709855.907012939000000;	
p5=	1085192.157869590000000;	
p4=-658289.120775743000000;	
p3=	203447.875269558000000;	
p2=-34437.822782179300000;	
p1=	4455.665047719480000;	
p0=-	27.135186464977200;	
Tempimg=p6.*ratioimg.^6+p5.*ratioimg.^5+p4.*ratioimg.^4+p3.*ratioim

g.^3	...	
				+p2.*ratioimg.^2+p1.*ratioimg+p0;	
Tempimg=abs(Tempimg);	
Tempimg	=	medfilt2(Tempimg,	[1	1]);	
		
figure;imagesc(Tempimg)	
%	axis([0	1161	0	1161]);colorbar;		
set(gca,'FontSize',15)	
title('Reconstructed	temperature	spatial	distribution')	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
surf(Tempimg,	'edgecolor'	,	'none')	
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view	([20	,20	,20])	
set(gca,'FontSize',14)	
title('Reconstructed	temperature	spatial	distribution')	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	G.7	Concentration	Reconstruction	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
S6a=1.001480677006320E-38;	
S5a=		-	4.808084724561820E-35;	
S4a=9.779820441422530E-32;	
S3a=	-	1.134086269659360E-28;	
S2a=8.579527934951380E-26;	
S1a=	-	4.583700302199190E-23;	
S0a=	1.593361318180310E-20;	
Sa=S6a.*Tempimg.^6+S5a.*Tempimg.^5+S4a.*Tempimg.^4	...		
				+S3a.*Tempimg.^3+S2a.*Tempimg.^2+S1a.*Tempimg+S0a;	
		
S6b=1.239167826939600E-38;	
S5b=	-	4.512478267044460E-35;	
S4b=6.703722821440790E-32;	
S3b=	-	4.913179836378700E-29;	
S2b=	1.412754760610980E-26;	
S1b=	2.114604138705740E-24;	
S0b=	1.327648970193470E-22;	
Sb=S6b.*Tempimg.^6+S5b.*Tempimg.^5+S4b.*Tempimg.^4	...	
				+S3b.*Tempimg.^3	+S2b.*Tempimg.^2+S1b.*Tempimg+S0b;	
		
%no	need	divide	by	L	cause	this	is	per	unit	length	via	grids	
c1=(img3./Sa);	
c2=(img5./Sb);	
		
c1=c1/6.022E23;	
c2=c2/6.022E23;	
		
%Constructing	X	and	Y	axis/matrix	
N=size(c1,1);	
%number	of	points	for	corresponding	to	zero	on	axis	
center	=	floor	((N+1)/2);	
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%value	of	minimum	x	axis	value	
xleft=-center+1;	
%true	x	axis	scale,	min	to	zero	to	max	
x=(1:N)-1+xleft;	
%Repeat	till	full	x	dimension	is	plotted	
x=repmat(x,N,1);	
%repeat	same	steps	for	Y	except	top	to	bottom	
ytop=center-1;	
y=(N:-1:1).'-N+ytop;	
y=repmat(y,1,N);	
sca=(N-1)/2	-4;	
		
boundary=sca-13;	
		
IC=	sqrt((x).^2+(y).^2)>=boundary;	
c1(IC)=0.1E-7;	
c2(IC)=0.1E-7;	
		
minval=9E-8;	
maxval=1.8E-7;	
		
figure;imagesc(c1,[minval,maxval])	
set(gca,'FontSize',15)	
title({'Reconstructed	concentration(mole/cm			^3)',	...	
				'	spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;			
		
figure;imagesc(c2,[minval,maxval])	
		
set(gca,'FontSize',15)	
title({'Reconstructed	concentration(mole/cm			^3)	',	...	
				'spatial	distribution'})	
xlabel('Spatial	x-axis	(cm)')	
ylabel('Spatial	y-axis	(cm)')	
atick	=	0:8.2:146;	
set(gca,'XTick',atick);	
set(gca,'XTickLabel',	-18:2:18);	
set(gca,'YTick',atick);	
set(gca,'YTickLabel',	-18:2:18);	
colorbar;		
		
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%%	
%	end	
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%	
		
	
	
	


