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Arctic clouds are poorly represented in numerical models due to the complex,
small-scale interactions which occur within them. Modelled cloud fractions are of-
ten significantly less than observed in this region; therefore, the radiative budget is
not accurately simulated and forecasts of the melting cryosphere are fraught with
uncertainty. Our ability to accurately model Arctic clouds can be improved through
observational studies. Recent in situ airborne measurements from the springtime
Aerosol-Cloud Coupling and Climate Interactions in the Arctic (ACCACIA) cam-
paign are presented in this thesis to improve our understanding of the cloud micro-
physical interactions unique to this region.

Aerosol-cloud interactions – where aerosol particles act as ice nucleating parti-
cles (INPs) or cloud condensation nuclei (CCN) – are integral to the understanding
of clouds on a global scale. In the Arctic, uncertainties caused by our poor under-
standing of these interactions are enhanced by strong feedbacks between clouds,
the boundary layer, and the sea ice.

In the Arctic spring, aerosol-cloud interactions are affected by the Arctic haze,
where a stable boundary layer allows aerosol particles to remain in the atmosphere
for long periods of time. This leads to a heightened state of mixing in the aerosol
population, which affects the ability of particles to act as INPs or CCN. Aerosol par-
ticle compositional data are presented to indicate which particles are present dur-
ing the ACCACIA campaign, and infer how they may participate in aerosol-cloud
interactions. Mineral dusts (known INPs) are identified in all flights considered,
and the dominating particle classes in each case vary with changing air mass his-
tory. Mixed particles, and an enhanced aerosol loading, are identified in the final
case. Evidence is presented which suggests these characteristics may be attributed
to biomass burning activities in Siberia and Scandinavia.

Additionally, in situ airborne observations are presented to investigate the rela-
tionship between the Arctic atmosphere and the mixed-phase clouds – containing
both liquid cloud droplets and ice crystals – common to this region. Cloud micro-
physical structure responds strongly to changing surface conditions, as strong heat
and moisture fluxes from the comparatively-warm ocean promote more turbulent
motion in the boundary layer than the minimal heat fluxes from the frozen sea ice.
Observations over the transition from sea ice to ocean show that the cloud liquid
water content increases four-fold, whilst ice crystal number concentrations, Nice, re-
main consistent at ∼0.5 L−1. Following from this study, large eddy simulations are
used to illustrate the sensitivity of cloud structure, evolution, and lifetime to Nice.
To accurately model mixed-phase conditions over sea ice, marginal ice, and ocean,
ice nucleation must occur under water-saturated conditions. Ocean-based clouds
are found to be particularly sensitive to Nice, as small decreases in Nice allow glaciat-
ing clouds to be sustained, with mixed-phase conditions, for longer. Modelled Nice

also influences precipitation development over the ocean, with either snow or rain
depleting the liquid phase of the simulated cloud.
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1 Introduction

1.1 Motivation

Global warming is felt strongly at the polar regions of our planet. The Arctic is re-

sponding to climate change at a heightened pace (Curry et al. 1996), with surface

air temperatures rising quicker than anywhere else on the globe. This phenomenon

is known as Arctic amplification (ACIA 2005; Serreze and Barry 2011). From the

Greenland Ice Sheet to the annually-forming sea ice, this anthropogenically-induced

warming is having a devastating impact on the cryosphere (Stocker et al. 2014).

Record-breaking sea ice melts are becoming more frequent in recent decades (e.g.

2004, 2007, and 2012, Stroeve et al. 2005; Perovich et al. 2008; Parkinson and Comiso

2013). Forecasts of the melting sea ice – and predictions for the first ice-free Arctic

summer – are highly variable, as are predictions of atmospheric temperature trends

and the rising sea level (Stocker et al. 2014). Large uncertainties in models affect

forecasts of sea ice volume, cloud fractions, and thermodynamic interactions in the

boundary layer (BL, Tjernström et al. 2005).

As the Arctic sea ice retreats further, ocean-atmosphere interactions will become

more important. Providing heat and moisture fluxes to the atmosphere, the warm

ocean will have an increasing influence on atmospheric circulation and heat dis-

tribution in the Arctic (Wu and Lee 2012). Cloud radiative forcing (CRF) has been

modelled to increase with decreasing sea ice extent (Walsh et al. 2009; Abe et al.

2016). Increased springtime cloudiness has been found to correlate well with de-

creased sea ice cover during the summer (Kapsch et al. 2013). Incorrectly simulat-

ing this fraction affects surface heating and top-of-the-atmosphere radiative predic-

tions in the Arctic (Morrison et al. 2012). Between clear-sky and cloudy conditions,

the net longwave (LW) radiation can vary by 30-40 W m−2 (Morrison et al. 2012),

9



10 CHAPTER 1. INTRODUCTION

based on winter and springtime measurements during the Surface HEat Budget

of the Arctic Ocean campaign (SHEBA1, Intrieri et al. 2002). Accurate predictions

of Arctic cloud fractions therefore have significant consequences for the modelled

radiative budget (Prenni et al. 2007).

The variability in climate predictions can be largely associated with the poor per-

formance of unresolved, sub-grid scale processes in global climate models (GCMs,

Boucher et al. 2014). Our basic knowledge of these processes is partly responsible

for this poor representation. Significant feedbacks in GCMs are caused by inaccu-

rately modelling processes dependent on these small-scale interactions; feedbacks

which enhance perturbations and cause divergent solutions. For example, aerosol-

cloud interactions are both poorly understood and poorly represented in GCMs

(Seinfeld et al. 2016). If the processes governing cloud droplet and ice crystal for-

mation in clouds are unrepresentative, the cloud microphysics will be inaccurately

modelled, leading to incorrect feedbacks on the radiative budget and precipitation

predictions. These uncertainties are enhanced in the Arctic. With weak solar heat-

ing, a stable boundary layer, and vastly changing surface conditions, this unique

environment is particularly susceptible to positive feedbacks in models. To improve

our forecasts of how these processes may change in the future, we need to develop

our understanding of the microphysical interactions that occur in the Arctic atmo-

sphere today. However, in situ observational studies in this region are scarce due to

the remote, inhospitable location (Tjernström et al. 2004), leading to an inadequate

understanding of these unique atmospheric interactions (de Boer et al. 2014).

1.1.1 Aerosol-cloud interactions

Aerosol particles influence atmospheric radiative interactions. Particles can directly

absorb or scatter incident solar radiation, leading to local atmospheric heating or

cooling. The radiative impact of an aerosol population is governed in part by their

size distribution: numerous, small aerosol particles are more efficient at scattering

radiation directly, whilst larger particles are more susceptible to cloud activation

as cloud condensation nuclei (CCN) or ice nucleating particles (INPs, Dusek et al.

2006; Formenti et al. 2011). The process by which aerosol particles can affect cloud

1Cited measurement campaigns are summarised in Appendix A.



1.1. MOTIVATION 11

Figure 1.1: Adapted from Stocker et al. (2014) Fig. TS.6: Summary of climate ra-
diative forcing (RF) since 1750, determined by the change in concentration since
pre-industrial periods. Contributions from natural and anthropogenic sources are
shown. Green error bars represent estimates placed by the previous IPCC report
(AR4, 2007). A variety of information is illustrated; however, the large uncertainty
interval associated with aerosol-cloud interactions (third from bottom), and our low
level of confidence in these processes, is the focus of this thesis.

microphysical structure – the aerosol indirect effect – likely has a cooling effect on

the atmosphere; however, the extent of this cooling is poorly quantified (Boucher

et al. 2014).

Aerosol-cloud interactions contribute towards a large uncertainty in climate fore-

casts and predictions (Boucher et al. 2014; Seinfeld et al. 2016). Our poor under-

standing of the processes by which aerosol particles can act as CCN or INPs, and

contribute towards cloud microphysical structure, hinders our ability to accurately

model clouds. This is a global problem; however, this significant uncertainty is

particularly pronounced in the Arctic due to enhanced feedbacks between clouds,

the boundary layer, and the surface. Figure 1.1 illustrates our current estimate of

the uncertainties associated with aerosol-cloud interactions. Realistic treatments of

both aerosol-cloud interactions and cloud microphysics are required to constrain

the large uncertainties, and inter-model discrepancies, associated with modelling

Arctic radiative interactions (Tjernström et al. 2005).
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GCMs often use the same representation of ice nucleation and microphysical in-

teractions in the Arctic as they do in the mid-latitudes (Morrison and Pinto 2006;

Prenni et al. 2007). However, the Arctic experiences a unique annual cycle of vari-

able cloud (Intrieri et al. 2002) and aerosol (Ström et al. 2003; Tunved et al. 2013)

properties; therefore, it requires a unique treatment of aerosol-cloud interactions

(Prenni et al. 2007).

1.2 Thesis overview

Our understanding of aerosol-cloud interactions is poor on a global scale. Uncer-

tainties in these sub-grid scale processes contribute towards unconstrained climate

forecasts in the Arctic. Model development is required to improve our understand-

ing of aerosol-cloud interactions; development which requires observations for val-

idation.

This thesis seeks to better understand the nucleation of ice particles in Arctic

clouds by utilising in situ observations from the Aerosol-Cloud Coupling and Cli-

mate Interactions in the Arctic (ACCACIA) campaign of 2013. Springtime cloud mi-

crophysical measurements in the vicinity of Svalbard, Norway are used to achieve

this goal. By considering characteristics of the aerosol particles present in the Arc-

tic boundary layer, investigating the distribution of ice crystals and liquid cloud

droplets in the clouds sampled, and testing the sensitivity of modelled cloud struc-

ture to changing microphysics, details of the underlying processes and physical

interactions are revealed.

This thesis is presented in Alternative Format as three inter-connected studies

of Arctic cloud microphysics have been conducted, each with independent goals.

For context, a review of current knowledge of Arctic clouds – from observational

and modelling studies – and the underlying physics involved is presented in Chap-

ter 2. An overview of the ACCACIA campaign, and details of the laboratory and

modelling techniques used, follow in Chapter 3. The three journal articles integral

to this thesis are detailed in Chapters 4, 5, and 6. To close, a summary and final

conclusions are presented in Chapter 7.



2 Polar clouds

2.1 Arctic mixed-phase stratocumulus

Mixed-phase clouds – containing both liquid cloud droplets and ice crystals – are

common in the Arctic (Shupe et al. 2008; Vihma et al. 2014), particularly during the

winter and transition seasons (Pinto 1998; Shupe et al. 2006; Verlinde et al. 2007;

McFarquhar et al. 2011; Vihma et al. 2014). These low altitude, boundary layer

clouds are typically capped by a strong temperature and humidity inversion (Curry

et al. 2000; Kay and Gettelman 2009; Solomon et al. 2011), caused by a stably strat-

ified boundary layer (Barrie 1986), and are long-lived (Verlinde et al. 2007; Shupe

et al. 2006). The weak solar heating experienced by the Arctic for most of the year,

coupled with other unique factors such as variable surface fluxes from the annual

melting and refreezing of the sea ice, causes these mixed-phase clouds to behave

differently to their mid-latitude counterparts (Verlinde et al. 2007).

2.1.1 Cloud microphysics

Mixed-phase stratocumulus (MPS) contain both liquid cloud droplets and ice crys-

tals, and can occur in single or multiple layers. Single-layer MPS are particularly

common in the Arctic, and are therefore focused on in this thesis. These typically

have a supercooled liquid layer at cloud top with ice formation, aggregation, and

precipitation below (Hobbs and Rangno 1998; Shupe et al. 2006; Verlinde et al. 2007;

Shupe et al. 2008; McFarquhar et al. 2011; Jackson et al. 2012). Mixed-phase clouds

are particularly difficult to represent as the small-scale interactions which occur

within them, which are crucial for their structure and lifetime, are on spatial and

temporal scales too small to be resolved by global climate models (GCMs); they are

13



14 CHAPTER 2. LITERATURE REVIEW

sub-grid scale processes (Korolev and Field 2008).

With cloud top temperatures typically warmer than -30 ◦C (Verlinde et al. 2007),

these clouds are formed by aerosol-cloud interactions. In supersaturated condi-

tions, where the relative humidity of air exceeds 100%, it is energetically favourable

for water vapour to be in a liquid or solid phase, dependent on ambient tempera-

tures (Pruppacher and Klett 1997). As a result, liquid cloud droplets and ice crystals

form as excess water vapour condenses onto cloud condensation nuclei (CCN) or

ice nucleating particles (INPs). This mechanism is known as heterogeneous nucle-

ation, and is the process by which the majority of low-altitude clouds form (Prup-

pacher and Klett 1997).

Mixed-phase clouds are inherently unstable (e.g. Korolev and Field 2008). At

sub-zero temperatures, the saturation vapour pressure over ice is lower than over

liquid, allowing ice crystals to form, grow, and act as a sink of water vapour within

mixed-phase clouds. The vapour field is depleted by the efficient crystal growth,

leading to water sub-saturated conditions; however, the inherent difference in satu-

ration vapour pressures between liquid and ice can allow ice supersaturation to be

maintained. Below water saturation, the liquid droplets evaporate. Liquid droplets

are therefore depleted in the vicinity of growing ice crystals in mixed-phase condi-

tions (Pruppacher and Klett 1997; Pinto 1998). This physical process is known as the

Wegener-Bergeron-Findeisen (WBF, Wegener 1911; Bergeron 1935; Findeisen 1938)

mechanism, and it governs MPS structure and evolution (Korolev and Isaac 2003;

Korolev and Field 2008). One might expect mixed-phase clouds to glaciate quickly

by this mechanism, with the complete depletion of the liquid phase, but Arctic MPS

have been observed to persist for long periods of time (Verlinde et al. 2007; Shupe

et al. 2006).

Microphysical interactions are thought to be responsible for the long lifetime

of Arctic MPS (Verlinde et al. 2007). Figure 2.1 illustrates these processes. Rising

parcels of air expand and cool as they ascend, allowing water supersaturation to

be attained. Droplets are nucleated at the lifting condensation level, and grow with

increasing altitude (Jackson et al. 2012), causing the liquid water content (LWC) of

the cloud to increase (Hobbs and Rangno 1998; Jackson et al. 2012). Latent heat

is released by droplet nucleation and growth, thus strengthening the updraught.
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Figure 2.1: Morrison et al. (2012) Fig. 3: Schematic summarising the key processes
involved in maintaining Arctic mixed-phase clouds. Example profiles of total wa-
ter mixing ratio (qtot) and equivalent potential temperature (θE) are shown. To-
tal water refers to the combined contributions of vapour, liquid, and ice. Rising
warm parcels of air attain water saturation upon cooling, allowing for droplet nu-
cleation and growth. Subsequent latent heat release strengthens these updraughts.
Ice nucleates within the cloud at sub-zero temperatures if ice nucleating particles
(INPs) are available, and subsequent growth and aggregation leads to snow precip-
itation from the cloud. In-cloud turbulence is driven by radiative cooling at cloud
top, which drives negatively buoyant motion within the cloud layer. The surface
layer can affect cloud microphysical interactions through heat and moisture fluxes,
which induce turbulence in the boundary layer from below. The surface-induced
and cloud-driven turbulence can mix, causing the cloud to become coupled to the
surface. Advection of moist or dry air can promote cloud persistence through in-
creased availability of water vapour, or cause the break up of the cloud or glaciation
by lowering the relative humidity within the cloud.

Cloud top is defined by a strong temperature inversion at the top of the bound-

ary layer (BL), which halts the parcel ascent. Strong cloud top radiative cooling

produces negatively-buoyant parcels of air which fall downwards adjacent to the

updraught column. These cooler downdraughts allow water supersaturated con-

ditions to be maintained (Pinto 1998), promoting further droplet formation. With

colder temperatures, ice nucleation, growth, and aggregation can occur if INPs are

available. Observations have indicated that ice number concentrations are gener-

ally isolated to downdraughts (Verlinde et al. 2007). However, modelling simula-

tions have shown that ice crystal growth also occurs in updraughts (Solomon et al.

2011). Latent heating from hydrometeor growth drives the updraughts, and the
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enhanced liquid phase reinforces radiative cooling at cloud top, strengthening ad-

jacent downdraughts (Pinto 1998). This dynamical motion is thought to sustain the

mixed-phase conditions for a prolonged time (Korolev and Isaac 2003).

Arctic MPS are often decoupled from the surface, isolating the cloud layer from

surface heat and moisture fluxes (Fig. 2.1, Sotiropoulou et al. 2014). Turbulence

within these decoupled clouds is driven by this cloud top radiative cooling (Solomon

et al. 2015). Decoupled MPS are more common in the Arctic than their coupled

counterparts (Sotiropoulou et al. 2014). If these clouds form at low altitudes, the

cloud-driven dynamic motions may extend downwards and combine with the in-

duced turbulence from surface heat and moisture fluxes, coupling the clouds to the

surface (Sotiropoulou et al. 2014). Decoupled clouds are often sustained through

the introduction of moist air from above, as humidity inversions are often observed,

accompanying the temperature inversions defining cloud top (Solomon et al. 2011).

Advection and entrainment of this moist air at the lateral and upper boundaries of

the cloud – and little precipitation depleting the cloud liquid water content – are

thought to contribute towards the persistence of these Arctic MPS (Solomon et al.

2011, 2015).

Cloud lifetime is related to the number concentration of ice particles in MPS.

Dynamics can sustain the mixed-phase conditions if the number of ice particles is

low; however, if appreciable ice number concentrations accumulate, the cloud will

likely glaciate through the WBF mechanism. Large ice number concentrations are

typically not observed in Arctic MPS for this reason, and both ice and droplet num-

ber concentrations are often low in single-layer Arctic MPS (Verlinde et al. 2007; Mc-

Farquhar et al. 2011; Jackson et al. 2012). Ice formation is regularly overpredicted

in modelled Arctic MPS, causing rapid glaciation and cloud dissipation. By rep-

resenting an over-active ice formation process, the modelled Arctic cloud fractions

are often significantly less than are observed (e.g. de Boer et al. 2014).

Measured ice crystal number concentrations are often much greater than corre-

sponding measurements of INPs (e.g. Mossop 1985; Pruppacher and Klett 1997; Ver-

linde et al. 2007; DeMott et al. 2011), suggesting additional processes can contribute
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to the ice phase in clouds. Ice crystals can also be produced through secondary pro-

cesses, where primary ice crystals shatter or promote splinter production. An effi-

cient method of secondary ice production, called rime-splintering and commonly

known as the Hallet-Mossop mechanism, originates from a coating of grain-like ice

known as rime (Pruppacher and Klett 1997). Cloud droplets freeze quickly upon

impact with ice crystals and can remain as a fragile frozen coating (rime) on the

crystal surface (Pruppacher and Klett 1997). Hallett and Mossop (1974) demon-

strated that the presence of rime can facilitate the growth of secondary daughter

particles from the parent ice crystal: the efficiency of production is closely related

to the growth rate of the rime coating and the number of crystals created per mil-

ligram of rime accreted. The process is active in clouds with temperatures between

-8◦C and -3◦C, with an optimal rate at approximately -5◦C (Hallett and Mossop

1974). At this temperature, growth is favoured along the crystal’s longest dimen-

sion, promoting the development of columnar or needle-like crystal habits (Hallett

and Mossop 1974). The Hallet-Mossop mechanism can produce ice crystal number

concentrations of hundreds per litre of air (Mossop 1985). Other secondary pro-

cesses, such as crystal fragmentation from ice-ice collisions (Schwarzenboeck et al.

2009) and droplet shattering upon freezing (Hobbs and Alkezweeny 1968), may also

contribute to the population. Although different mechanisms may be involved, sec-

ondary ice production fundamentally involves the breakup of existing crystals and

subsequent growth of the shattered artefacts (Seinfeld and Pandis 1998).

Consequently, ice crystal number concentrations typically decrease with de-

creasing temperatures in moderately supercooled mixed-phase clouds, due to the

strong influence of secondary ice production at warm sub-zero temperatures. Cor-

relations between ice crystal number concentrations and large drizzle drops (200-

500 µm, Hobbs and Rangno 1998) have been previously identified, as drizzle is an

efficient source of riming particles upon freezing (Pruppacher and Klett 1997). Sim-

ilarly, high ice number concentrations have been identified in cases where large

droplets (>23 µm) form in concentrations of ∼15 cm−3 between -8 ◦C and -2.5 ◦C.

Therefore, such large droplets are also thought to contribute towards the rime-

splintering process (Hobbs and Rangno 1998; Rangno and Hobbs 2001).
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2.1.2 Seasonal influences

The Arctic environment changes significantly throughout the year due to the cycli-

cal influence of the Sun. During the polar night, the Sun does not rise above the

horizon and surface temperatures plummet. The sea ice extent reaches its maxi-

mum during this time, and the clouds which form do not interact with shortwave

(SW) solar radiation. Widespread MPS decks are common. Longwave (LW) ra-

diation at the surface dominates during the polar night, causing a warming effect

(Intrieri et al. 2002; Serreze and Barry 2011).

In contrast, the polar day experiences 24 hour solar heating, a minimal sea ice

extent, and the domination of incident SW radiation. With increased solar heating

from above and warmer boundary layer temperatures from below, summertime

clouds are more likely to be multi-layered and produce precipitation (Barrie 1986;

Curry et al. 1988). Additionally, low-altitude clouds often form; mean cloud base

height was found to be approximately 100 m during the summertime Arctic Ocean

Experiment (AOE-2001, Tjernström et al. 2004). These low-altitude clouds reflect

incident solar radiation more effectively than the low-albedo ocean below them,

leading to surface cooling (Intrieri et al. 2002; Shupe and Intrieri 2003). Despite this,

upwelling LW radiation, and weak solar heating, dominates for the majority of the

year in the Arctic, causing a net warming effect at the surface (Intrieri et al. 2002).

Cloud base temperatures are significantly colder during the winter and spring

with comparison to the summer (with minima of -36 ◦C, -30 ◦C and -10 ◦C, respec-

tively measured during SHEBA, Shupe and Intrieri 2003; Shupe et al. 2006). Con-

sequently, ice number concentrations are typically lower in the colder springtime

clouds than the warmer summertime clouds (Hobbs and Rangno 1998), due to the

influence of secondary ice production in the summer (Lloyd et al. 2015).

The winter and springtime Arctic BL is very stable, capped by strong temper-

ature inversions, thus vertical mixing with the free troposphere is inhibited (Shaw

1995). Snow precipitation is typically light over the Arctic winter and spring, allow-

ing for aerosol accumulation in the BL (see Sect. 2.2, Shaw 1995; Tunved et al. 2013).

Low ice number concentrations (0.27 ± 0.26 L−1, with DP >125 µm) and moderate

droplet number concentrations (93 ± 81 cm−3) were measured at Barrow, Alaska
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during the Indirect and Semi-Direct Aerosol Campaign (ISDAC, McFarquhar et al.

2011) in the spring of 2008. These ISDAC cases were identified to be polluted, with

heightened aerosol number concentrations measured below cloud (Jackson et al.

2012). Enhanced competition for water vapour between more CCN suppresses

droplet growth and subsequent secondary ice production, allowing primary ice nu-

cleation to solely contribute to the ice number concentration in these cases (Jackson

et al. 2012).

In contrast, pristine autumnal conditions were sampled near Barrow, Alaska

during the Mixed-Phase Arctic Cloud Experiment (M-PACE, Verlinde et al. 2007).

Higher ice number concentrations (2.52 ± 6.45 L−1, with DP >125 µm) and lower

droplet number concentrations (46 ± 30 cm−3) were found on average (Jackson et al.

2012). With fewer droplets nucleated by the pristine, low CCN-environment, there

is less competition for water vapour and droplets grow to large sizes (mean effec-

tive radius approximately >10 µm, Jackson et al. 2012). These large drops are sus-

ceptible to freezing, promoting secondary ice production through break up (Hobbs

and Alkezweeny 1968), shattering (Mossop 1985) or as riming particles (Hobbs and

Rangno 1998; Rangno and Hobbs 2001). Known as the thermodynamic indirect ef-

fect (Jackson et al. 2012), fewer droplets in the autumn promote higher ice number

concentrations than the greater droplet number concentrations during the spring

will allow. Polluted clouds, such as those typically measured during ISDAC, would

reflect more incident solar radiation – through an increased albedo – and be opti-

cally thicker than their clean counterparts (Twomey 1974).

With warmer atmospheric and cloud temperatures, Arctic MPS typically contain

greater number concentrations of ice attributable to secondary processes. During

the summer, median ice crystal number concentrations measured at Svalbard were

approximately 3 L−1 (Lloyd et al. 2015). Lloyd et al. (2015) found that the summer-

time ice number concentrations measured were greater than INP number concen-

trations predicted by the DeMott et al. (2010) parameterisation, which is evaluated

using aerosol particle number concentrations and temperature. These observations

are comparable to the mean ice number concentrations measured during M-PACE

(Jackson et al. 2012). Verlinde et al. (2007) also found that the mean measured INP

number concentrations did not adequately match the measured ice in these clouds,
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and Jackson et al. (2012) concluded that these autumnal observations had been en-

hanced by secondary processes. Even larger ice crystal number concentrations have

been observed in MPS at Svalbard during the late spring (up to 50 L−1, Gayet et al.

2009), suggesting that secondary ice production can have a significant influence on

these clouds.

Variable meteorological and aerosol properties are a significant factor influenc-

ing single-layer Arctic MPS (Earle et al. 2011). Droplet number concentrations

within mixed-phase clouds are sensitive to air mass history, as both Verlinde et al.

(2007) and Lloyd et al. (2015) observed cases with mean droplet number concen-

trations >300 cm−3, when the typical measurements were <100 cm−3. The typically

low droplet (ice) number concentrations of Arctic MPS makes them vulnerable to

pollution plumes of CCN (INPs) from anthropogenic sources (Hobbs and Rangno

1998). Not all springtime observations of Arctic MPS are heavily polluted (Lloyd

et al. 2015), and some clean cases were observed during ISDAC (Earle et al. 2011).

Despite this, observations of ice crystal number concentrations during the early

spring are often low (Hobbs and Rangno 1998; McFarquhar et al. 2011), suggest-

ing primary ice formation is solely involved. Therefore, observations of springtime

Arctic mixed-phase clouds, such as those made during ISDAC, provide a valuable

dataset for investigating aerosol-cloud interactions involving both CCN and INPs.

2.1.3 Interaction with the environment

Mixed-phase clouds strongly influence Arctic radiative interactions (Morrison et al.

2012). Globally, clouds cool the atmosphere by reflecting incident radiation from

the Sun (Boucher et al. 2014). Their cooling influence makes them a key compo-

nent of the climate system to better understand (Fig. 1.1). Clouds also act to cool

the atmosphere in the Arctic; however, their net impact is outweighed by their abil-

ity to efficiently trap upwelling terrestrial radiation and promote surface warming

(Boucher et al. 2014).

In contrast to lower latitudes, Arctic clouds provide a net positive LW forcing

at the surface for the majority of the year, and only act to cool the whole Arctic

system for a short period during the summer when the incident solar SW influence

is strong (Intrieri et al. 2002; Shupe and Intrieri 2003). This warming effect results
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from weak solar heating for much of the year, low surface temperatures and hu-

midity in the boundary layer, and strong temperature inversions, amongst other

unique properties (Intrieri et al. 2002; Tjernström et al. 2004). Positive cloud radia-

tive forcing enhances the melt of the Greenland Ice Sheet (van Tricht et al. 2016), and

similarly influences the freezing and melting processes of the Arctic sea ice (Kapsch

et al. 2013). The positive feedback between clouds and sea ice is strongly felt in

the autumn (Kay and Gettelman 2009), where the increasing cloud fraction over the

open water efficiently traps upwelling LW radiation, thus warming the surface and

affecting sea ice formation. Arctic MPS are a significant source of surface warming

during the Arctic winter and spring (Intrieri et al. 2002). Satellite observations in-

dicate that both the autumnal low cloud fraction and the surface air temperature

increased over the decade from 2000-2010 (Wu and Lee 2012), indicating a causal

link.

The cold sea ice acts to minimise moisture and heat transfer from the ocean to

the atmosphere, thus restricting turbulent motions and producing a stable BL (Wu

and Lee 2012). Surface heat fluxes affect the atmosphere over the ocean, enhanc-

ing turbulent kinetic energy (TKE) and influencing cloud microphysics (Tjernström

et al. 2004; Wu and Lee 2012). Therefore, with a declining sea ice extent, the in-

creased availability of open water will strongly influence cloud and BL structure

(Wu and Lee 2012). Cloud fraction correlates with open water; either as the open

ocean, or leads or polynas in the ice pack (Curry et al. 2000; Kay and Gettelman

2009). Over the marginal ice zones (MIZ) – the region of broken ice at the edge of

the ice pack – cloud fractions have been found to be typically about 10-15% greater

than over the sea ice (Palm et al. 2010). This fraction often increases to 100% over

the open ocean (Palm et al. 2010).

The surface conditions strongly affect the low-cloud fraction (Kay and Gettel-

man 2009); however, large-scale atmospheric circulation has also been found to

contribute to the cloud evolution in the Arctic. Off-ice air flows – or, cold air out-

breaks (CAOs) – are affected by the strong changes in surface fluxes, and often

convective roll clouds are observed downstream over the ocean in these scenar-

ios (Hartmann et al. 1997; Kay and Gettelman 2009). Increased sensible and latent
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heat fluxes over the ocean cause roll convection to develop in the warming, un-

stable boundary layer (Hartmann et al. 1997). Roll vortices form under conditions

of high wind speeds (∼10 m s−1) and small air-sea temperature differences (∼4 ◦C,

Grossman 1982). These structures can transition to convective cells with increas-

ing boundary layer instability (Grossman 1982; Hartmann et al. 1997). Precipitation

influences this convection by warming the cloud layer, depleting the cloud liquid

water, and promoting cloud break up (Ovchinnikov et al. 2011). With depletion of

liquid water from the cloud layer, the influence of radiative cooling, downdraughts,

and updraughts decrease, thus removing the positive feedback on the liquid phase

within the cloud layer (Jiang et al. 2000). Understanding the development of cloud

microphysics in these scenarios may indicate how Arctic cloud fractions may evolve

with a decreasing sea ice surface in the future.

2.2 Arctic aerosol particles

The Arctic boundary layer is characterised by aerosol particle number concentra-

tions which vary significantly with season (Seinfeld and Pandis 1998; Tunved et al.

2013). The Arctic aerosol particle population typically has a bimodal size distribu-

tion, dominated by Aitken-mode (0.06 µm<DP, particle diameter) and accumulation-

mode particles (0.1 µm < DP < 1.0 µm, Tunved et al. 2013). The shape of the aerosol

particle size distribution varies with season (Ström et al. 2003).

The Arctic aerosol population comprises a variety of species, from organic mate-

rial and continental pollutants to minerals from across the globe (Barrie 1986; Hara

et al. 2003; Behrenfeldt et al. 2008; Geng et al. 2010; Weinbruch et al. 2012). A wide

range of geographical sources affect this region; from Europe, Siberia and Asia to

North America (Barrie 1986; Seinfeld and Pandis 1998; Behrenfeldt et al. 2008; Wein-

bruch et al. 2012; Tunved et al. 2013, amongst others). To improve the representa-

tion of aerosol-cloud interactions in the Arctic, more information is required about

the properties of Arctic aerosol particles in the context of measured cloud micro-

physics. As mixed-phase clouds are particularly sensitive to the ice phase, focus is

placed upon species that may act as INPs.
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2.2.1 Seasonal characteristics and the Arctic haze

The annual variability in Arctic aerosol particle concentration is dominated by a

yearly phenomenon called the Arctic haze where, during late winter to early spring,

the Arctic receives an influx of aerosol from continental sources (Shaw 1995; Tunved

et al. 2013). This pollution has been widely documented since the 1950s (e.g. Shaw

1995) and anthropogenic particles – including black carbon (BC), sulphates, and

nitrates – are major constituents in this phenomena (Korhonen et al. 2008). The

springtime Arctic aerosol population is heavily influenced by the accumulation-

mode particles associated with this haze, leading to a larger mass concentration

during these months than at other times of the year (on average, approximately

0.8 ng m−3 compared with 0.1 ng m−3 for Mar and Sep respectively, Tunved et al.

2013). Minimal precipitation leads to inefficient aerosol scavenging, allowing these

large aerosol to persist (Tunved et al. 2013). BC mass concentrations also follow

this relationship, varying from 80 ng m−3 to 0–10 ng m−3 between the haze months

and the summer respectively (Eleftheriadis et al. 2009). Springtime plumes of BC,

associated with burning activities, often come from Eurasia (Wang et al. 2011). Fig-

ure 2.2 shows monthly mean aerosol size distributions measured on Svalbard dur-

ing Mar 2000 – Mar 2001, and the increased mass (related to the volume density

distribution) peaks during the spring. Particle growth by condensation and new

particle formation are inefficient during the Arctic spring due to weak solar heating

and the extensive sea ice cover, which restricts heat and moisture fluxes from the

ocean (Ström et al. 2003; Tunved et al. 2013). The stable boundary layer, and inef-

ficient aerosol scavenging and growth processes, allows various particle species to

accumulate and interact with each other, producing a springtime aerosol particle

population with a large fraction of mixed particles (Weinbruch et al. 2012).

Previous studies have shown little diurnal variability with the accumulation-

mode particles common in the springtime Arctic atmosphere, suggesting a con-

sistent source (Tunved et al. 2013). Long-range transport from continental, mid-

latitude regions is a likely source of these particles (Tunved et al. 2013). Particle

number concentrations have been found to be greater at higher altitudes; further

evidence of long-range high-altitude transport from distant sources (Curry et al.
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Figure 2.2: Ström et al. (2003) Fig. 1: Monthly averaged size distributions from
measurements made at the Zeppelin research station on Svalbard (see Appendix A).
Mean distributions from March, June, September, and December are shown against
particle diameter, DP. Top panel: number size distribution (dN/dlogDP), middle
panel: surface area density distribution (dS/dlogDP), and bottom panel: volume
density distribution (dV/dlogDP).

2000). However, previous studies have also shown that the ocean – as indicated

by the relative quantities of Na+ ions measured at Zeppelin, Svalbard (Ström et al.

2003) – constitutes an influential source of aerosol particles during the winter and

spring months (Weinbruch et al. 2012), indicating that not all of this accumulation-

mode haze aerosol is transported from far afield. The larger aerosol particles (DP >

1 µm) associated with the haze tend to have natural origins, and typically include

mineral dusts from arid regions, sea salt from the oceans or spores and other bio-

logical particles from vegetation and soils (Seinfeld and Pandis 1998). These large

particles are of particular interest when considering aerosol-cloud interactions (see
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Sect. 2.2.2).

The Arctic haze phenomenon results from the position of the polar air mass:

the polar dome extends down to encompass mid-latitude industrial regions which

produce significant quantities of anthropogenic pollution. This pollution can then

move northwards easily (Shaw 1995). Pollutants are then able to accumulate in the

stable Arctic atmosphere due to the position of the polar front (Ström et al. 2003).

The haze behaves similarly to clouds in radiative interactions, and produces a net

warming effect at the surface (Shaw 1995). Modelling simulations based on ob-

servations from the Arctic Research of the Composition of the Troposphere from

Aircraft and Satellites (ARCTAS, Jacob et al. 2010) campaign estimate an additional

surface radiative forcing of 1.2 W m−2 from BC deposition on snow alone (Wang

et al. 2011). This warming is offset by a minor cooling effect as the haze particles

scatter the minimal springtime solar radiation (Shaw 1995). As the amount of so-

lar radiation increases with time of year, these aerosol particles have an increasing

cooling effect as they scatter more incident SW radiation (Shaw 1995).

During the summer months, efficient aerosol scavenging by precipitation (Ström

et al. 2003; Browse et al. 2012) and new particle formation events (e.g. Leck and

Bigg 1999; Allan et al. 2015) lead to a depleted accumulation-mode and high num-

ber concentrations of small, Aitken-mode particles (Fig. 2.2). These processes pro-

duce a significantly smaller particle mass concentration compared with the spring

(Ström et al. 2003; Tunved et al. 2013). Particle formation events are typically ob-

served during the summer months only, when the Arctic environment is influenced

by the Sun (Tunved et al. 2013), suggesting that they are photochemical in nature

(Ström et al. 2003). An abundance of photochemically-active compounds are able

to build up in the BL during the Arctic night, and these become active again once

the sunlight returns (Barrie et al. 1988; Shaw 1995). Within a few days, ozone con-

centrations at Alert, Canada have been observed to decrease rapidly from 30-40 to

0 parts per billion (by volume, Mar 1985, Barrie et al. 1988) with the polar sunrise.

In the summer, the newly-exposed Arctic ocean – and, possibly, the Siberian tun-

dra (Ström et al. 2003) – acts as a source of precursor gases (e.g. SO2, Engvall et al.

2008), promoting these interactions (Ström et al. 2003). Secondary aerosol particles

dominate the sub-micron particle population (Weinbruch et al. 2012). Mixing also
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plays a key role in both the summer and autumn, where these precursors interact

with local aerosol particles at the surface (Leck et al. 1996). Sea salt remains a large

fraction of the aerosol particle population during these months (Weinbruch et al.

2012) and aged sea salt fractions increase during this time, likely produced through

interactions with sulphate gases from the ocean (Geng et al. 2010; Weinbruch et al.

2012).

Seasonal characteristics linking the different aerosol properties and polluted

conditions to air mass history can be identified. During the haze months, air masses

arriving at Svalbard, Norway have typically travelled over the frozen Arctic Ocean

(Tunved et al. 2013) or the European continent (Behrenfeldt et al. 2008). These tra-

jectories carry aerosol particles from Europe and Siberia to the Arctic (Tunved et al.

2013); aerosol with a potentially strong anthropogenic influence. However, during

summer, the typical transport pathways change to the southwest, over the Atlantic

Ocean (Behrenfeldt et al. 2008; Tunved et al. 2013). However, this link can be drawn

into question as transport pathways are similar between March and October and

these months display different aerosol characteristics (Tunved et al. 2013). Possible

explanations could include the heightened biomass burning activity undergone in

Siberia during the spring months (Wang et al. 2011; Tunved et al. 2013). As a result,

studies have often found it difficult to conclude a robust relationship between back

trajectories and polluted air masses (e.g. Ström et al. 2003).

2.2.2 Cloud condensation nuclei and ice nucleating particles

Aerosol particles interact with clouds as CCN or INPs, allowing liquid cloud droplets

and ice crystals to form respectively. INPs, and the ice crystals they produce, are

of particular interest in this study as the ice phase greatly affects the structure and

lifetime of Arctic MPS.

Aerosol particles typically interact with clouds from below: as an air parcel

rises, expands, and cools, the aerosol particles within it are exposed to supersat-

urated conditions and thus activate to form cloud droplets or ice crystals. Aerosol

particles can also interact on the periphery of clouds: for example, entrainment of

aerosol from above cloud can introduce aerosol particles which nucleate at cloud



2.2. ARCTIC AEROSOL PARTICLES 27

top. These could be CCN or INPs (Jackson et al. 2012). Entrainment has likely oc-

curred in a cloud layer with a sub-adiabatic liquid water content profile: dry air

moves in from the top or side of the cloud, feeding sub-saturated air into the cloud

and causing the evaporation of cloud droplets. However, stable stratification – as

commonly observed in the Arctic spring – limits the effect of cloud top entrain-

ment and droplet number concentrations typically correlate strongly with below-

cloud aerosol particle number concentrations (Hobbs and Rangno 1998). During IS-

DAC, accumulation-mode particle number concentrations below cloud compared

well with droplet number concentrations within cloud (Jackson et al. 2012). This

correlation suggests that the majority of aerosol particles in the detected size limit

(approximately 0.1 µm to 3 µm) were acting as CCN.

Nucleation is more efficient on larger curvatures, and this size dependence in-

fluences the formation of clouds in the atmosphere: water vapour condenses on to

larger particles at lower levels of supersaturation than required for smaller parti-

cles, thus removing large CCN and INPs from the aerosol population first (Prup-

pacher and Klett 1997). CCN are hydrophilic and small in size (approximately

DP <130 nm, Dusek et al. 2006), and various species may act as CCN in the atmo-

sphere (Rogers and Yau 1989). Known CCN include sea salt, non-sea salt sulphate

(NSS) and secondary organic aerosol (SOA) particles (amongst others, Pruppacher

and Klett 1997). However, Dusek et al. (2006) demonstrated that particle size is

the primary defining factor in CCN ability and particle species takes a secondary

role. Cloud droplets are typically more numerous than ice crystals as CCN are more

plentiful in the atmosphere than INPs.

INPs are more selective and must be insoluble, large, have a similar molecu-

lar structure to ice (Seinfeld and Pandis 1998), and have the potential to produce

chemical bonds with ice molecules at their surface (Murray et al. 2012). INPs are

typically thought to be of coarse-mode sizes, and DeMott et al. (2010) specifically

suggest particle sizes >0.5 µm. Coarse-mode aerosol particles are typically mineral

dusts, fly ash, biological particles, or sea salts (Seinfeld and Pandis 1998). Estimated

number concentrations of known INPs with decreasing temperatures are illustrated

in Fig. 2.3.

Mineral dust is a significant component of the global mass of aerosol, quoted to
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Figure 2.3: Murray et al. (2012) Fig. 19: Overview of known ice nucleating particle
(INP) species, using data from various studies. Estimated number concentrations of
INPs are shown as a function of temperature. Predicted INP number concentrations
using the DeMott et al. (2010) parameterisation are also shown as black asterisks for
comparison with the observed data.

be approximately 45% (Caquineau et al. 2002). Dusts are efficient INPs and tend to

be active in the atmosphere at temperatures below approximately -10 ◦C. Hematite,

clay minerals (especially kaolinite and illite) and feldspars have been observed to

be effective INPs, nucleating ice at temperatures between -12◦C and -9◦C (Zimmer-

mann et al. 2008). Clay minerals are thought to be the most effective INPs below

approximately -12◦C (Zimmermann et al. 2008; Formenti et al. 2011); therefore, they

may nucleate a substantial fraction of observed atmospheric primary ice particles

in moderately supercooled clouds. However, some studies have suggested that it

is not the clay minerals themselves which are the most efficient INPs: the presence

of feldspar inclusions on clay particles has been found to increase their ice nucleat-

ing efficiency at warm sub-zero temperatures (Atkinson et al. 2013; Yakobi-Hancock

et al. 2013). As consequence, K-feldspar is commonly identified as the most efficient

dust INP (Atkinson et al. 2013).

Soot, bacteria, pollen, and volcanic ash also facilitate ice formation in the atmo-

sphere (Murray et al. 2012). Biological particles have been found to be ice-active

at warm sub-zero temperatures, promoting ice formation in a temperature range

warmer than possible for mineral dusts (>-10◦C, Möhler et al. 2007; Ariya et al.
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2009). However, questions remain about their ability to take part in cloud interac-

tion; for example, are the concentrations large enough to produce the ice concentra-

tions observed at such warm temperatures (Möhler et al. 2007)? There are limited

in situ data of the direct interaction between biological INPs and clouds (e.g. Pratt

et al. 2009); therefore, this question remains unanswered.

Sulphates, metal oxides, sea salt, and carbonate minerals are amongst those

species identified to be inefficient INPs (Yakobi-Hancock et al. 2013). Yakobi-Hancock

et al. (2013) suggest that the inefficiency of the minerals may be due to the lack

of a surface charge; a charge that some efficient INPs possess, such as illite and

feldspars.

The ability of an aerosol particle to nucleate ice is dependent on its composition

and mixing state, as differing compositions imply differing particle structures and

shapes. Several studies (e.g. Mamane and Noll 1985; Zimmermann et al. 2008; Kan-

dler et al. 2011) have observed surface coatings on aerosol particles; thin layers of

other minerals, elements, or compounds which may ultimately affect the nucleating

ability of the parent particle. For example, Kandler et al. (2009) identified hematite

coatings on dust particles in their study; coatings which could either enhance or

weaken the nucleating ability of the parent particle dependent on its composition.

Ice-active coatings may enhance the nucleating ability of a previously inactive INP

in a similar manner to the biological coatings observed by O’Sullivan et al. (2013).

Additionally, bacteria – known INPs (Möhler et al. 2007; Hoose and Möhler 2012)

– can also survive on the surface of dust particles over long range transport (Yam-

aguchi et al. 2012). Conversely, organic coatings can suppress the nucleating ability

of a previously efficient INP (Primm et al. 2016). Mixed-particles which contain

some soluble and insoluble component can act as giant CCN (GCCN), and their in-

fluence in cloud microphysical interactions is poorly understood (Khain et al. 2000).

GCCN have been modelled to significantly augment the warm rain process if their

INP component is ignored (Levin et al. 2005). For example, such particles could be

mixes of sea salt and mineral dust (Levin et al. 2005).

In the Arctic, studies have suggested that leads or polynas in the ice (Curry et al.

2000) and the ocean (e.g. Bigg 1996; Leck et al. 1996; Bigg and Leck 2001) could act as

sources of INPs. Schnell and Vali (1976) suggested that it is the phytoplankton in the
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open water that nucleates ice. Wilson et al. (2015) found that organic material in sea

spray, specifically diatom exudates, nucleates ice under atmospherically-relevant

conditions and suggest that phytoplankton exudates in general could similarly nu-

cleate ice.

2.2.3 Primary ice nucleation

There are two pathways of ice nucleation; homogeneous and heterogeneous freez-

ing (Pruppacher and Klett 1997). Homogeneous freezing occurs in the absence of

an INP: cloud droplets may freeze once a threshold temperature of approximately

-38◦C is attained (Pruppacher and Klett 1997). As a stochastic process, random mo-

tions of supercooled droplets promote grouping into clusters; clusters, or ”germs”,

which freeze upon reaching a critical size (Pruppacher and Klett 1997). The rate

of homogeneous nucleation can therefore be inferred via the combined number of

these ice embryos and the diffusion rate of supercooled droplets to these struc-

tures. This mechanism of ice nucleation does not often occur within low-altitude

clouds, yet it becomes important in cirrus clouds: at high altitudes where there are

depleted number concentrations of aerosol particles, the required combination of

high supersaturations and low temperatures can develop and facilitate the forma-

tion of ice germs (Pruppacher and Klett 1997). Arctic MPS typically have cloud top

temperatures above -30 ◦C (Verlinde et al. 2007); therefore, homogeneous nucleation

unlikely contributes towards the ice phase in these clouds.

When an INP is involved in ice crystal formation, this process is known as het-

erogeneous freezing (Pruppacher and Klett 1997). There are two proposed mecha-

nisms by which this may occur; the stochastic and singular approaches (Connolly

et al. 2009). The first is time-dependent, whereas the second considers the process to

occur at a fixed temperature. The stochastic approach treats nucleation as a random

process which becomes more efficient with the addition of more INPs and longer

timescales (Niedermeier et al. 2011). Conversely, the singular approach treats ice

nucleation as approximately instantaneous once a threshold freezing temperature

is attained (Connolly et al. 2009). This threshold is determined by the number of

ice-nucleating sites present on the particle surface, and freezing occurs once the

site with the warmest threshold temperature (TS) nucleates ice (Niedermeier et al.
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Figure 2.4: Hoose and Möhler (2012) Fig. 1: Schematic illustrating the different
modes of ice nucleation, where supersaturation with respect to ice (Si) is plotted
against temperature. Contact-, immersion-, and homogeneous freezing occur at
water saturation. Deposition-freezing occurs below the water saturation line in ice
supersaturated conditions. Homogeneous freezing is not considered in this thesis
as the minimum temperatures reached in Chapters 4, 5, and 6 do not fall below
-22 ◦C. Heterogeneous freezing is solely considered here. As suggested by this dia-
gram, immersion- and contact-freezing – at water saturation – are thought to be the
most active ice nucleation mechanisms at temperatures >-20 ◦C.

2011). An ice-active surface site density, nS(T), follows from this hypothesis (Con-

nolly et al. 2009). The number of active sites, and probability for freezing, increases

with decreasing temperature (Connolly et al. 2009). Both of these nucleation mech-

anisms have support from different studies (Niedermeier et al. 2011) and are not

explicitly considered in this thesis.

Heterogeneous primary ice nucleation may occur through four different path-

ways: the deposition-, condensation-, contact- and immersion-freezing mechanisms

(Rogers and Yau 1989; Pruppacher and Klett 1997; Khain et al. 2000). Vapour may

freeze as it directly deposits onto an INP surface in ice supersaturated conditions

(deposition), or it can freeze through the formation of a liquid layer first (conden-

sation). Particles of a mixed composition, with soluble and insoluble fractions, can

activate to form a cloud droplet in water-saturated conditions and subsequently
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Figure 2.5: DeMott et al. (2010) Fig. 2: Measured INP number concentrations from a
variety of geographical locations (legend not shown) and their dependence on tem-
perature. Measurements were made using a Continuous Flow Diffusion Chamber
(CFDC). The grey dashed line illustrates a fit to these data, and the derived DeMott
et al. (2010) parameterisation is applied in Chapters 5 and 6 to predict INP number
concentrations, based on aerosol particle number concentrations and temperature.
The Fletcher (1962), Cooper (1986), and Meyers et al. (1992) parameterisations are
also shown. Global measurements are shown; however, the data represented by the
black triangles were collected near Barrow, Alaska during M-PACE (Verlinde et al.
2007), and thus are of particular interest to the study of Arctic INPs.

freeze if these conditions change to favour ice (immersion), and supercooled liquid

droplets can freeze upon collision with an INP (contact). A summary schematic of

these four ice nucleation mechanisms are illustrated in Fig. 2.4.

INPs constitute a small fraction of the aerosol population, with <1 INP for ev-

ery 106 aerosol particles (DeMott et al. 2011). These low number concentrations

can be below the background level of detection for some INP instruments (Rogers

and Yau 1989; DeMott et al. 2011). Significant developments in INP measurements

have been made possible in recent years due to improved instrument capabili-

ties (Prenni et al. 2007; DeMott et al. 2010; DeMott et al. 2011). Figure 2.5 high-

lights an issue with INP observations: measurements are highly variable, covering

several orders of magnitude, causing large uncertainties to be associated with de-

rived parameterisations. The vast measurement range is partly a result of the four

freezing mechanisms, which are active in different conditions. Mode-dependent
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Figure 2.6: Hoose and Möhler (2012) Fig. 2: A review of the onset conditions of mea-
sured INPs is illustrated. As illustrated, temperature and ice saturation ratio are im-
portant dependencies for primary ice nucleation. Deposition and immersion ice nu-
cleation are indicated by crosses and circles respectively, with different colours for
different species. Black: black carbon, gold: ammonium sulphate, blue: organics,
red: (sub-micron) mineral dust, and green: bioaerosols. Deposition-condensation
freezing of super-micron mineral dust is shown separately by a red asterisk.

INP measurements are difficult to obtain; for example, Continuous Flow Diffu-

sion Chambers (CFDC), as used by DeMott et al. (2010), measure INPs activated

at water-saturation in immersion-freezing conditions. INPs which may activate in

deposition-condensation conditions may not nucleate as efficiently in immersion-

freezing conditions. Measuring the number of INPs in one nucleation mode does

not necessarily represent the INP population (DeMott et al. 2011), and a wide range

of measurements can be obtained when measuring the same mode (see Fig. 2.6).

Additionally, ice nucleation occurs within short spatial and temporal windows,

making it a difficult process to measure. Therefore, it is still not well known which

particle species, in which mixing states, act as INPs in the atmosphere (Pruppacher

and Klett 1997). A mixture of field-, laboratory- and theory-based studies, such

as those conducted by Prenni et al. (2007), Niemand et al. (2012), and Hoose et al.

(2010) respectively, are required to learn more about INPs in our atmosphere.
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In the field, the conditions required for correlating INP and ice crystal number

concentrations are often not sustained; clouds often evolve past the point of pri-

mary ice nucleation reasonably quickly (DeMott et al. 2011). Mean measured INP

number concentrations during M-PACE did not adequately match the measured

ice in the clouds, and this is a common observation from Arctic observational cam-

paigns (e.g. Curry et al. 2000; Rangno and Hobbs 2001; Verlinde et al. 2007). This

discrepancy is likely due in part to the difficulty in measuring INP number concen-

trations in situ (DeMott et al. 2010). Consistent primary ice number concentrations

are required to test derived relationships between aerosol particles – as INPs – and

ice crystals: with persistent, mixed-phase clouds containing low (likely primary)

ice number concentrations, the springtime Arctic provides a good atmospheric test

bed for testing field- and laboratory-derived ice nucleation parameterisations (e.g.

DeMott et al. 2010; Niemand et al. 2012)

2.3 Modelling Arctic mixed-phase clouds

2.3.1 Overview of modelling knowledge

Numerical models fail to accurately simulate Arctic MPS on various scales (e.g.

Curry et al. 2000; Jiang et al. 2000; Klein et al. 2009; Morrison et al. 2011; de Boer

et al. 2014). In cloud-resolving models (CRMs), bulk treatments of microphysical

interactions are used. Sub-grid scale processes are represented by parameterisa-

tions; empirically-derived relationships which make a prediction based on simu-

lated properties. Key sub-grid scale microphysical interactions – such as primary

ice nucleation, droplet activation, the coalescence of droplets to form raindrops,

and the vapour growth of ice crystals – are often represented (e.g. Morrison et al.

2005). Particle size distributions are assumed to follow a functional form (for ex-

ample, a gamma or exponential function of particle size), which can then be used

to calculate changes in bulk properties (for example, mass mixing ratios). Cloud

microphysics is often simplified further in GCMs: these models frequently do not

resolve hydrometeor number concentrations and often only the ice and liquid wa-

ter paths (IWP/LWP) are simulated due to computational cost (e.g. Harrington and
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Olsson 2001; Klein et al. 2009).

Resulting from these simplified treatments of microphysical interactions, GCMs

often underestimate the fraction of and liquid water path in low-altitude Arctic

MPS; for example, the Community Atmosphere Model (CAM5, Neale et al. 2010)

produces a reduced low cloud fraction in the Arctic with comparison to observa-

tions made during the Arctic Summer Cloud Ocean Study (ASCOS, de Boer et al.

2014; Tjernström et al. 2014). The resulting effect is net longwave fluxes at the sur-

face which are too small, and net SW fluxes which are too large. Conversely, sim-

ulations using the Met Office Unified Model (MetUM, Staniforth et al. 2006) show

an inability to reproduce clear sky conditions, with reference to the same ASCOS

observations, by modelling over-active BL mixing (Birch et al. 2012). Reanalysis

data are often used to initialise GCMs; however, initial cloud fractions can vary

widely between analysis products (Walsh et al. 2009; de Boer et al. 2014). Therefore,

it can be difficult to determine whether model output inaccuracies are due to the

reanalysis products used or the model itself (de Boer et al. 2014).

To minimise error from initialisation data and improve model validation and

development, observations of Arctic cloud microphysical interactions are required.

There has been an increased effort to collect concentrated, high resolution data from

observational campaigns in recent decades, and our knowledge of the microphys-

ical properties and radiative implications of Arctic MPS has improved as a result.

By developing models to improve agreement with observations, they can be used

more effectively for sensitivity and forecast studies with decreased uncertainty.

By understanding how processes within the model need to be adapted to agree

with observations, details of the physical interactions involved can be inferred. For

example, predicted ice and droplet number concentrations, Nice and Ndrop respec-

tively, liquid mass mixing ratio, Qliq, and liquid fraction modelled by the System

for Atmospheric Modelling (SAM, Fan et al. 2009) 3-D model were found to agree

well with observations made during ISDAC (McFarquhar et al. 2011). This was

achieved through the use of a detailed spectral bin microphysics scheme; a micro-

physical representation that resolves aerosol-cloud interactions and tracks the acti-

vation and growth of hydrometeors. In contrast to bulk schemes, no assumptions

are made about the underlying particle size distributions. However, with increased
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complexity comes heightened computational cost; therefore, these detailed schemes

are not included in large-scale models. Bin schemes are often used to investigate the

physics of aerosol-cloud interactions and inform how they can be parameterised for

use in bulk microphysics schemes, which are less computationally expensive. Bulk

schemes are often not as accurate in representing microphysical interactions as bin

schemes; however, they can provide good agreement with observations if appropri-

ate representations of hydrometeor properties, informed by bin schemes, are used

(Harrington and Olsson 2001).

A common issue with these numerical models is a reduced cloud fraction and

depleted liquid phase due to an overpredicted ice phase (e.g. Pinto 1998; Harrington

et al. 1999; Jiang et al. 2000; Harrington and Olsson 2001; Prenni et al. 2007; Morrison

et al. 2012). Studies have been conducted to improve the physical representation of

each phase in models; for example, liquid has been theorised to form in the pres-

ence of ice only when both a vertical velocity and an altitude threshold are reached

(Korolev and Field 2008), and these droplets must undergo activation and evap-

oration cycles with the convective motion of air parcels within the mixed-phase

cloud to promote persistence (Korolev and Isaac 2003). Such turbulent motion al-

lows the mean LWP and IWP of mixed-phase clouds, modelled with a 1-D adiabatic

model, to reach a steady state (Korolev and Isaac 2003). The relationship between

turbulence and the liquid phase is key to sustained mixed-phase conditions: Hill

et al. (2014) found that both the LWC and liquid fraction of modelled mixed-phase

clouds increased with increasing TKE and temperature using large eddy simula-

tions coupled with a bulk microphysics scheme. With increasing temperatures, the

difference between ice and water supersaturation is reduced, ice crystal growth be-

comes less efficient, and further droplet nucleation and growth can occur in warm

supercooled mixed-phase clouds (Hill et al. 2014). The liquid phase is positively

forced by strong cloud top radiative cooling, which strengthens downdraughts and

promotes further droplet activation within the cloud layer (Morrison et al. 2011).

Intercomparisons of CRMs and single column models (SCMs), with reference

to M-PACE observations, have shown that models can capture the IWP of Arctic

MPS; however, significant deficiencies in LWP compared with observations (up to
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3× less) are common (Klein et al. 2009). Some models do better than others to recre-

ate the liquid phase under the same large-scale forcing and imposed surface fluxes

(Klein et al. 2009). The LWP deficiencies are largely due to the representation of

ice and liquid interactions in these models, where a strong WBF mechanism acts

to deplete the liquid phase more so than is observed (Klein et al. 2009). Whilst the

IWPs are often comparable with observations, the absolute number concentration

of ice crystals, Nice, is often highly variable (Klein et al. 2009). Cloud phase is par-

ticularly sensitive to Nice, and rapid glaciation has been observed to occur within

models when the simulated ice number concentrations are increased (Pinto 1998;

Harrington et al. 1999; Jiang et al. 2000; Prenni et al. 2007; Morrison et al. 2011).

2.3.2 Cloud persistence

Single-layer Arctic MPS are often long-lived (e.g. Shupe et al. 2006; Verlinde et al.

2007). Clouds observed during the SHEBA campaign were observed to have a mean

lifetime of 12 h; however, observed cloud persistence extended up to a maximum

of 153 h (Shupe et al. 2006). Models often do not reproduce these characteristics,

simulating much lower cloud fractions than observed (Klein et al. 2009; de Boer

et al. 2014; Tjernström et al. 2014).

Figure 2.7 summarises the microphysical interactions which occur within these

clouds. Liquid water within modelled Arctic MPS is dependent on ice number

concentrations, temperature, turbulent motions, and the representation of ice crys-

tal habit (Harrington and Olsson 2001). By the WBF mechanism, high ice crystal

number concentrations cause the rapid depletion of liquid water from mixed-phase

clouds, and this interaction is poorly represented in models (Khain et al. 2000). Jiang

et al. (2000) showed that modelled cloud microphysics is highly sensitive to the

number of ice crystals predicted, with variability of Nice by a factor of 2–3 signifi-

cantly influencing the cloud structure and phase. Ovchinnikov et al. (2011) found

that increasing Nice from 0.5 L−1 to 2 L−1 caused their modelled LWP to decrease

by a factor of 2 within two hours of simulation time. Additionally, this increase

quickened the glaciation time of their simulated MPS (Ovchinnikov et al. 2011).

Several methods of simulating ice nucleation in Arctic MPS have thus far suc-

cessfully modelled the persistence that is commonly observed. Studies have been
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Figure 2.7: Morrison et al. (2012) Fig. 2: Key processes and microphysical interac-
tions associated with Arctic mixed-phase clouds. Three main feedback processes
are highlighted. (a): Cloud droplet formation within a rising air parcel induces
radiative cooling at cloud top. Cooling causes negative buoyancy and colder tem-
peratures within the descending air parcel, promoting further droplet formation
through increased water saturation. (b): Supercooled liquid droplets within clouds
trap upwelling longwave radiation efficiently, leading to heating at the surface.
With warmer surface temperatures, stronger heat and energy fluxes are released
into the boundary layer, promoting stronger updraughts and enhanced droplet for-
mation within the cloud layer. (c): Supercooled liquid within the cloud layer can
freeze if the air temperatures are cold enough (homogeneous freezing) or there are
INPs available to promote contact-, immersion- or condensation-freezing (hetero-
geneous freezing). Ice formation processes add to the ice crystal number concentra-
tions within the mixed-phase cloud. By the WBF mechanism (see text), ice crystals
grow more efficiently than droplets at sub-zero temperatures. Droplets then evap-
orate to maintain stability in the increasingly sub-saturated (with respect to water)
conditions.
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able to reproduce sustained mixed-phase conditions by simulating INP depletion

as the microphysical interactions progress (Prenni et al. 2007), employing time-

dependent nucleation to represent the spectrum of INP efficiencies in an aerosol

population (Savre and Ekman 2015), or by limiting ice nucleating parameterisations

to water-saturated conditions and removing the influence of deposition-freezing

(de Boer et al. 2011).

The INP depletion hypothesis follows from processes inferred by observations.

Low number concentrations of ice crystals in Arctic MPS (e.g. Prenni et al. 2007;

Jackson et al. 2012; McFarquhar et al. 2011), especially during the spring, suggest

that INP number concentrations are equally low (Bigg 1996). These INPs would

activate, microphysically interact in the cloud, grow, and precipitate from the cloud

layer (Prenni et al. 2007). In this scenario, the most active INPs would nucleate and

be removed from the cloud layer first (Harrington et al. 1999; Harrington and Ols-

son 2001; Prenni et al. 2007). Rapid INP depletion can occur through this process;

therefore, Arctic INP populations must be reintroduced to the system to sustain

the persistent mixed-phase clouds we commonly observe. One possible pathway

is sedimentation of long-range transported particles from above (Harrington and

Olsson 2001; Prenni et al. 2007). Arctic MPS may be particularly sensitive to trans-

ported, anthropogenic plumes of INPs for this reason (Pinto 1998; Jiang et al. 2000).

Prenni et al. (2007) simulated a mixed-phase cloud which persisted for 48 h by

using an empirically-derived estimate of INPs from M-PACE and allowing INP de-

pletion in their regional model. The cloud top liquid layer that is commonly ob-

served was successfully simulated using this technique. Similarly, Harrington et al.

(1999) and Harrington and Olsson (2001) demonstrated that INP depletion is crucial

to enhancing modelled mixed-phase cloud lifetime by using bin and bulk micro-

physics schemes respectively. Depleting INP number concentrations predicted by

the Meyers et al. (1992) parameterisation by 30% and increasing large-scale advec-

tion by 3× allowed Jiang et al. (2000) to accurately simulate the observed autumnal

Arctic MPS observed by Pinto (1998).

INP depletion is often not represented in large-scale models, and Prenni et al.

(2007) found that their modelled MPS rapidly glaciated through the accumulation

of ice when depletion was not represented. Ice nucleation parameterisations in bulk
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microphysics schemes often predict an ice number concentration based on either

temperature (e.g. Cooper 1986) or supersaturation with respect to ice (e.g. Meyers

et al. 1992). Therefore, these relationships predict the same ice number concen-

tration based on the same thermodynamic conditions; a prediction that does not

account for spatial and temporal variability of INP number concentrations in the

atmosphere (Prenni et al. 2007). Despite this, studies which utilise a prognostic rep-

resentation of INPs, which is allowed to deplete, can simulate too few ice crystals

within cloud, causing their INP supply to be quickly used up (e.g. Harrington and

Olsson 2001).

INP recycling has followed on from these hypotheses, and has been shown to

affect modelled Arctic MPS: ice crystals fall from the mixed-phase cloud into the

sub-saturated layer below, evaporate, and resupply the sub-cloud layer with INPs

(e.g. Fan et al. 2009; Solomon et al. 2015). These INPs then get lofted back into

the cloud and nucleate ice once again. This recycling effect has been similarly pos-

tulated for droplets freezing upon evaporation and INP formation from droplet

residues (Beard 1992; Bigg 1996; Fan et al. 2009).

Time-dependent ice nucleation, relating to the ice-nucleating ability of the aerosol

particle population, has been shown to simulate sustained mixed-phase conditions

(Westbrook and Illingworth 2013; Savre and Ekman 2015). Savre and Ekman (2015)

found that a classical nucleation theory (CNT) representation allowed Nice, LWP,

and IWP to be modelled with reasonable agreement with ISDAC observations.

Westbrook and Illingworth (2013) suggest that this time-dependency could man-

ifest physically as a spectrum of nucleation efficiencies in the particle population,

or it could be a result of contact-freezing of cloud droplets by ambient aerosol at

random.

At temperatures greater than -20 ◦C, mixed-phase conditions are typically domi-

nant in low-altitude clouds (de Boer et al. 2011; Westbrook and Illingworth 2011), es-

pecially in the Arctic (de Boer et al. 2009, 2011; Shupe et al. 2011; Vihma et al. 2014).

Theoretically, primary ice nucleation via the deposition of water vapour should

cause rapid glaciation in this temperature range due to the differences in saturation

vapour pressure over ice and liquid water (Pruppacher and Klett 1997). Westbrook

and Illingworth (2011) propose that freezing occurs through the liquid phase in
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supercooled mixed-phase clouds warmer than -20 ◦C due to the inefficiency of de-

position ice nucleation in this temperature range. Ice clouds are infrequent at low

altitudes in the Arctic, supporting the hypothesis of nucleation via liquid pathways

(de Boer et al. 2011). Despite this, low altitude ice clouds are often modelled in this

regime. Adding a water-saturation restriction to ice formation parameterisations

allows a greater mixed-phase cloud fraction and increased LWP to form (Morrison

and Pinto 2006). Physically, this limitation acts to restrict primary ice nucleation to

occur only when liquid water droplets are also present.

Ice nucleation at water-saturation is hypothesised to be of importance in the Arc-

tic as the aerosol particle population is often well-mixed (de Boer et al. 2011). With

enhanced mixing, co-existing soluble and insoluble fractions can promote a two-

stage, immersion-freezing process; droplet activation upon 100% relative humidity

(RH) conditions and subsequent freezing upon supercooling. Soluble coatings on

ice-active particles are also thought to promote this freezing pathway (Bigg and

Leck 2001).

Immersion-freezing is typically represented by the Bigg (1953) parameterisa-

tion, which describes the rate at which supercooled raindrops freeze. More recently,

Diehl and Wurzler (2004) developed this stochastic method to produce a freezing

rate of cloud droplets containing an insoluble aerosol particle. Freezing was mod-

elled to depend on the most efficient ice-active site available within the droplet, irre-

spective of the total number of insoluble particles (Diehl and Wurzler 2004). More

generally, de Boer et al. (2011) suggest that limiting traditional parameterisations

(e.g. Cooper 1986; Meyers et al. 1992) to water-saturated conditions can provide

ice number concentrations and liquid water contents in reasonable agreement with

observations.

These methods of restricting the ice number concentrations in Arctic MPS are all

based on physical interactions that have either been observed or theorised to occur.

All have restricted Nice in modelled Arctic single-layer MPS sufficiently to allow the

liquid phase to compete and sustain cloud lifetime. It is likely that a combination

of these processes contribute to the mechanisms by which cloud ice forms and is

depleted in Arctic single-layer MPS.
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2.4 Thesis aims and structure

Much is to be learned about how the ice phase forms and evolves in Arctic single-

layer mixed-phase stratocumulus (MPS). Our limited understanding of the micro-

physical interactions within these clouds prevents us from accurately reproducing

them with numerical models. This thesis seeks to develop our current understand-

ing of ice nucleation in Arctic MPS through the use of laboratory techniques, in situ

observations, and modelling studies.

Detailed in situ observations of aerosol and cloud properties are required to im-

prove our microphysical understanding of Arctic MPS and the role of aerosol-cloud

interactions in this region. The key areas addressed here are: better quantifying the

ice phase in these clouds; inferring how these ice crystals form; and investigating

how mixed-phase conditions are sustained against the WBF mechanism. This thesis

has been dissected into three inter-connected studies to address these issues.

1. Chapter 4 details an investigation of large aerosol particle composition in the

Arctic atmosphere, using scanning electron microscopy (SEM). These parti-

cles are likely candidates for INPs; therefore, any further knowledge of what

particle species are present and studying how their average composition can

change with size, day, and position with respect to cloud could inform which

of these may be acting as INPs.

The article titled ”Size-segregated compositional analysis of aerosol particles

collected in the European Arctic during the ACCACIA campaign” has been

published in the ACCACIA Special Issue of the Atmospheric Chemistry and

Physics research journal. This journal maintains Open Access for all publica-

tions. Citation is as follows:

• Young, G., Jones, H. M., Darbyshire, E., Baustian, K. J., McQuaid, J. B.,

Bower, K. N., Connolly, P. J., Gallagher, M.W., and Choularton, T.W.: Size-

segregated compositional analysis of aerosol particles collected in the Eu-

ropean Arctic during the ACCACIA campaign, Atmospheric Chemistry

and Physics, 16, 4063-4079, doi:10.5194/acp-16-4063-2016, 2016.
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2. Chapter 5 presents in situ observations of Arctic MPS cloud microphysics in

the context of the thermodynamic boundary layer structure. By investigating

cloud microphysical structure and evolution over the transition from sea ice to

ocean, the radiative interactions of these clouds with their environment may

be inferred.

The article titled ”Observed microphysical changes in Arctic mixed-phase clouds

when transitioning from sea ice to open ocean” has been published in the

ACCACIA Special Issue of the Atmospheric Chemistry and Physics research

journal. Citation is as follows:

• Young, G., Jones, H. M., Choularton, T. W., Crosier, J., Bower, K. N., Gal-

lagher, M. W., Davies, R. S., Renfrew, I. A., Elvidge, A. D., Darbyshire,

E., Marenco, F., Brown, P. R. A., Ricketts, H. M. A., Connolly, P. J., Lloyd,

G., Williams, P. I., Allan, J. D., Taylor, J. W., Liu, D., and Flynn, M. J.: Ob-

served microphysical changes in Arctic mixed-phase clouds when transi-

tioning from sea ice to open ocean, Atmospheric Chemistry and Physics,

16, 13 945–13 967, doi:10.5194/acp-16-13945-2016, 2016.

3. Chapter 6 investigates primary ice formation within Arctic MPS. Large eddy

simulations (LES) are used to infer which nucleation pathways are active within

the observed clouds. A key factor to address is the persistence of Arctic MPS,

which is intricately linked to the ice phase; therefore, the sensitivity of the

modelled cloud microphysics to ice crystal number concentrations is tested

by comparing with in situ observations.

The article titled ”Microphysical sensitivity of coupled springtime Arctic clouds

to modelled primary ice formation over the ice pack, marginal ice, and ocean”

has been submitted to the ACCACIA Special Issue of the Atmospheric Chem-

istry and Physics research journal. Citation is as follows:

• Young, G., Connolly, P. J., Jones, H. M., and Choularton, T. W.: Micro-

physical sensitivity of coupled springtime Arctic stratocumulus to mod-

elled primary ice over the ice pack, marginal ice, and ocean, Atmospheric
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Chemistry and Physics Discussions, doi:10.5194/acp-2016-898, in review,

2016.



3 Methods

An investigation of ice particles in Arctic mixed-phase clouds is detailed herein. Re-

cent observations from the ACCACIA campaign form the basis for the three studies

detailed in Chapters 4, 5, and 6; therefore, an overview of the project is provided

for context.

3.1 ACCACIA campaign

Our ability to accurately forecast how Arctic warming will progress is hindered

by our treatment of atmospheric aerosol-cloud interactions in numerical models.

The scarcity of in situ atmospheric measurements in this region causes a substantial

hurdle in this effort and, to address this, the ACCACIA campaign was conducted in

the European Arctic during the spring (Mar-Apr) and summer (Jul) of 2013. These

campaign periods allowed for atmospheric measurements to be made when the sea

ice volume was close to its maximum and minimum extent respectively.

The primary objective of the ACCACIA campaign was to improve our knowl-

edge of, and reduce the uncertainty in, the influence of aerosol and clouds on the

Arctic energy budget. Two separate measurement platforms were used; airborne-

and ship-based. The airborne data are of particular interest to this project as the

conducted flight plans sampled below, within, and above cloud layers to directly

measure the related aerosol and microphysical properties.

Two cruise ships were used during the ACCACIA campaign: the RV Lance and

RRS James Clark Ross during the spring and summer respectively. Fitted with a

range of instrumentation, the aim was to study the interaction between the ocean

surface and the atmosphere. The cruises primarily sampled to the south and west of

Svalbard, in the Greenland sea and Fram Strait, to investigate coastal dependencies

45
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on the aerosol, biological, and atmospheric data collected. Co-located ship and

aircraft measurements were not collected; therefore, the ship-based measurements

could not be directly linked to cloud properties. As this thesis seeks to investigate

cloud microphysical sensitivities to ice crystal and aerosol number concentrations,

data from the ship-based segment of the campaign are not discussed.

Two aircraft were used to provide in situ atmospheric measurements. During

the springtime campaign, detailed observations were made using the Facility for

Airborne Atmospheric Measurements’ British Aerospace 146 (FAAM BAe-146) and

the British Antarctic Survey’s Twin Otter Meteorological Airborne Science INstru-

mentation (BAS MASIN) aircraft. Meteorology, boundary layer, aerosol, and cloud

microphysics measurements were made using both of these aircraft; however, a

more comprehensive suite of instrumentation was available on the FAAM aircraft

due to its larger size, allowing more detailed measurements to be taken. For exam-

ple, the FAAM aircraft could additionally measure trace gases and launch dropson-

des during the ACCACIA campaign. The BAe-146 flight paths were restricted to the

close vicinity of Svalbard; it could not travel too far north over the ice pack due to

navigation restrictions. Therefore, the BAS MASIN aircraft was used to conduct ob-

servations over a greater geographical range whilst the FAAM aircraft made more

detailed, structured flights to sample key areas of interest. The FAAM aircraft was

only used during the spring campaign, whilst the BAS MASIN aircraft collected

measurements in both segments. In situ observations from the FAAM aircraft of

the springtime ACCACIA campaign are used extensively in the studies detailed

herein.

Liu et al. (2015) identified Asian plumes as a significant source of black carbon

(BC) to the Arctic troposphere from airborne aerosol measurements made during

the springtime campaign. This finding is crucial given the widespread fossil fuel

activity in Asia, and suggests that the Arctic may be directly affected by the in-

creasing emissions in this region. BC is poorly constrained in the Arctic, and it

can have significant radiative impacts as a radiation-absorber when suspended in

the atmosphere or as an albedo-reducer when deposited on the snow/ice surface.

The identification of these plumes also has possible implications for the laboratory

study detailed in Chapter 4, as it may be possible for other aerosol particle species
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to travel to the Arctic via the pathways identified by Liu et al. (2015).

Detailed cloud microphysical measurements were made during the springtime

ACCACIA campaign, and these are used extensively in the studies detailed herein.

Lloyd et al. (2015) compared the cloud structure measured during two of these

FAAM flights – flights not considered in Chapters 5 or 6 – and two MASIN sum-

mertime flights, and identified a seasonally consistent ice phase accompanied by

significantly different cloud droplet number concentrations. Median ice number

concentrations were approximately 0.5 L−1 during the springtime and ∼3 L−1 dur-

ing the summer. Secondary ice production, via the Hallet-Mossop mechanism, was

identified in the warmer summer clouds, whereas primary ice formation dominated

in the springtime. This result proved crucial for the studies detailed in Chapters 4, 5,

and 6: with only primary ice formation influencing the clouds, the relationship be-

tween aerosol, cloud microphysics, and boundary layer structure could be investi-

gated in isolation from secondary ice enhancement.

In addition to aerosol and cloud microphysics studies, it was also an important

goal of the ACCACIA campaign to investigate boundary layer structure and its

variability across the ice edge. Elvidge et al. (2016) developed a new parameterisa-

tion of surface roughness based on FAAM aircraft measurements during the spring

campaign. The surface roughness was at its smoothest over the sea ice pack and

ocean, with maxima in the air drag coefficient identified at marginal ice fractions

between 60% and 80%. These data have implications for cloud microphysics, as

boundary layer structure and stability – which can be greatly affected by roughness

and deformities at the surface – can affect the growth and development of clouds

that may form within it. The relationship between boundary layer thermodynamic

properties and cloud microphysical structure is addressed here in Chapters 5 and 6.

Three goals of the ACCACIA campaign are addressed in this thesis:

1. “What are the microphysical properties of remote Arctic stratus and their re-

lationship with different aerosol sources?”

2. “How do aerosol and cloud properties vary with the extent of sea ice cover?”

3. “Develop and test new process models and parameterisations specific to the

Arctic for cloud microphysics”
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By studying the compositional characteristics of aerosol particles present in the

Arctic atmosphere, and inferring ice nucleating potential, we can make suggestions

as to which particles may be ice-active within the clouds observed. Investigating

the microphysical properties of the clouds, and the distribution of the liquid and ice

phases, can allow derived aerosol-cloud relationships (such as primary ice nucle-

ation parameterisations) to be evaluated and directly compared with observations.

Taking these data further in process models, and testing the microphysical sen-

sitivities to such parameterisations, can indicate which representation agrees best

with observations and identify pathways of improvement for larger-scale, regional

models. Chapters 4, 5, and 6 address this research pathway, and details of the in-

struments and models used to do so are listed as follows.

3.1.1 FAAM BAe-146 aircraft instrumentation

Several instruments were used to investigate cloud microphysics, aerosol proper-

ties, and boundary layer structure in the studies detailed herein. Data from the

Cloud Droplet Probe, 2-Dimensional Stereo imaging probe, Cloud Imaging Probes,

Passive-Cavity Aerosol Spectrometer Probe, and Cloud Aerosol Spectrometer with

Depolarisation are used extensively in Chapters 4, 5, and 6. The capabilities of these

instruments are detailed as follows, and a summary of all instrumentation used is

included in Table 3.1.

Cloud microphysics

Data from the Cloud Droplet Probe (CDP-100 Version 2, Droplet Measurement

Technologies (DMT), Lance et al. 2010) are used in Chapters 4, 5, and 6. This wing-

mounted instrument measures the size distribution of liquid cloud droplets from

3 µm to 50 µm in size.

Figure 3.1 illustrates the internal interactions which occur within the CDP when

measuring a particle. The CDP has two external arms, across which a laser beam is

fired. An open sample area exists between the arms, with detection optics housed

in one arm and a laser diode in the other. As particles pass through this sample

area, the incident laser light is scattered (Lance et al. 2010). Light scattered in the

forward direction (through angles 4-12◦, Rosenberg et al. 2012) is used to derive
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Figure 3.1: Lance et al. (2010) Fig. 1: Schematic of the Cloud Droplet Probe (CDP)
detection optics. Scattered light is fed through the optics, and split equally onto
two detectors – the sizer and qualifier – to produce size information and qualify
true particle events respectively. Rays of laser light indicated in red illustrate the
path of a particle detected within the sample volume, whilst blue rays indicate the
path of one outwith the depth of field. The red signals are amplified by the qualifier
mask (RHS of figure) to log a particle event, whilst the blue signals are removed by
the qualifier mask and not counted. All signals are logged by the sizer. Unscattered
light is removed by the dump spot monitor (bottom LHS of figure).

size and number information about the particles sampled. Both the scattered and

unscattered light pass through to the opposite arm, and the signals are separated

using beam splitters: the unscattered light leaves the system while the scattered

light is focused on to two detectors to qualify the signal (qualifier) and record size

information (sizer, Lance et al. 2010). Only signals scattered from within the sample

volume are counted by the qualifier, via the use of a signal-qualifying mask, whilst

the sizer measures all incoming signals (Lance et al. 2010).

The 2-Dimensional Stereo (2DS, SPEC inc., Lawson et al. 2006) imaging probe

and Cloud Imaging Probes (CIPs, Baumgardner et al. 2001) are optical array probes



3.1. ACCACIA CAMPAIGN 51

Figure 3.2: Lawson et al. (2006) Fig. 2: Summary of 2DS particle detection scenar-
ios. Arrows indicate the direction of each laser. (a): Particle is detected within the
overlapping region of the detectors. (b): Small particle is within the range of one
detector but not the other, and its shadow is not intense enough to trigger a particle
event. (c): Large particle within the range of one detector and the shadow cast has
sufficient intensity to be logged as a particle detection.

(OAPs) also used during ACCACIA. Data from these instruments are used in Chap-

ters 5 and 6 to give a quantitative measure of the ice crystal number concentrations

within the clouds sampled.

The 2DS images cloud particles from 10 µm to 1280 µm. Two orthogonal lasers,

crossing within the imaging cavity, allow a stereoscopic image of each detected

particle to be constructed. 128-photodiode arrays are located at the extremes of

these lasers to log particle events (Lawson et al. 2006). The sample area is defined

by the region of overlap between the lasers and both detectors record images of

the same particle when activated. Particles may be detected if only one laser is

triggered; however, only a single image is taken in this case (Lawson et al. 2006).

Figure 3.2 illustrates the requirements for particle detection in the 2DS. A positive

detection is initiated when the shadow cast across the photodiode arrays is greater

than a threshold value – 50% of the background level – and completes when the

laser intensity detected at the array returns to 100% (Lawson et al. 2006).

The CIP15 and CIP100 measure cloud particles from 15 µm to 930 µm and 100 µm

to 6200 µm respectively. These instruments are useful for identifying properties of

ice crystals in mixed-phase clouds. The detection system of the CIPs is summarised
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Figure 3.3: Baumgardner et al. (2001) Fig. 3: Schematic illustrating how the CIP
probes function. Laser light is incident on the sampling area (from above in this
schematic) at all times. When a particle enters the sampling area, it cases a shadow
on the linear array of photodiodes below it, triggering the detector to record a par-
ticle event.

in Fig. 3.3. These OAPs also measure the shadows cast by particles on a photodiode

array; however, in contrast to the 2DS, the CIPs only record one image per particle

with a 1-D linear detector. The CIPs have 64-photodiode arrays as detectors (Baum-

gardner et al. 2001) and are often used to corroborate 2DS measurements. They are

also useful for viewing particles with 3-level grey-scale imaging intensity (CIP15)

or focusing on the subset of very large particles (CIP100). 3-level imaging intensity

is achieved with the CIP15 by logging particle events when the shadow cast at the

photodiode array reaches 25%, 50%, and 75% of the background level. The 2DS and

CIP100 do not possess this feature and a threshold reduction of 50% is required for

detection.

The 2DS, CIP15, and CIP100 have a high imaging cadence and a large sample

volume, and provide measurements of size-resolved cloud particle number concen-

trations. Data processing was completed by H. Jones using in-house software; the

Optical Array Shadow Imaging Software (OASIS). This software was developed by

J. Crosier at the University of Manchester, and has been used in previous aircraft

studies using the 2DS, CIP15, and CIP100 (e.g. Crosier et al. 2011, 2014; Taylor et al.
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2016). OAP data were processed following the same methodology as Taylor et al.

(2016) and the classification thresholds used are listed in Table 3.2. These processed

data are used in the studies detailed herein.

The sample volume of the three OAPs varies with air velocity and sample area

(particle size dependent) and was calculated using the ’Centre in’ approach, follow-

ing Heymsfield and Parrish (1978). The data processing software identifies each

particle centre and traces the particle edge from this point through 360 ◦. This pro-

vides a quantitative measure of the asphericity, which can be subsequently used for

particle phase discrimination.

The 2DS, CIP15, and CIP100 image with 10, 15, and 100 µm resolution respec-

tively; resolution which allows for the segregation of cloud particles into small and

low, medium, and high irregularity categories (see Table 3.2). Examples of these

include cloud droplets, large drizzle drops, plate-like ice crystals, and dendrite ice

crystals respectively. Division into such categories is based upon the particle circu-

larity: circularities closer to 1 are less irregular (and more likely to be large droplets

or drizzle) than larger values (likely ice crystals). This circularity parameter, C, is

derived from the measured particle area, A, and perimeter, P (Crosier et al. 2011):

C =
P2

4πA
(3.1)

Segregation is more efficient with the high resolution 2DS and CIP15 data than

the lower resolution CIP100 data. Particle categorisation using the 2DS and CIP15

data is also dependent on size, as phase discrimination is not possible with small

particles (<80 µm) due to the instruments’ low resolution in this limit. Similarly,

particles imaged at the edges of the array are segregated into separate categories

(Edge, Table 3.2). The number concentration of these particles can be distinguished;

however, these particles cannot be included in any size-resolved figures, such as

number size distributions, as they are only partially imaged and therefore their full

size and shape is not known. In Chapters 5 and 6, ice number concentrations were

represented by the sum of the MI and HI categories (see Table 3.2). Additionally,

number concentrations of large edge (EL, Table 3.2) particles were added to the

total ice number. These data were constructed on a case-by-case basis, and particle

images in each category were consulted to ascertain whether the particles were, by
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Table 3.2: Adapted from Taylor et al. (2016) Table A1: Optical array probe data pro-
cessing thresholds for classification using the Optical Array Shadow Imaging Soft-
ware. 50 pixels corresponds to approximately 80 µm. Edge rejection removes par-
ticles touching the edge of the imaging array, as size data of these particles are not
accurately known.

Category Abbreviation Area (pixels) Circularity Edge rejection

Small S < 50 All On
Low irregularity LI ≥ 50 < 1.2 On
Medium irregularity MI ≥ 50 < 1.2-1.4 On
High irregularity HI ≥ 50 > 1.4 On
Edge small ES < 50 All Only edge
Edge large EL ≥ 50 All Only edge

majority, ice crystals.

The wing-mounted CDP, 2DS, CIP15, and CIP100 were modified to include anti-

shatter tips during the ACCACIA campaign. Large cloud particles may break eas-

ily on the probe housing whilst travelling at aircraft velocities, producing artifi-

cially enhanced particle number concentrations at smaller sizes from the detection

of these shattered artefacts. Anti-shatter tips were utilised (Fig. 3.4, Korolev et al.

2013) to minimise this effect. Additionally, inter-arrival time (IAT) analyses were

carried out with the 2DS, CIP15, and CIP100 data: three 20 second intervals of high

particle number concentrations were chosen, and figures of counts detected versus

IAT were constructed (Crosier et al. 2011) similar to Field et al. (2006). Artefacts

manifest as a mode at small IATs, where numerous particles have arrived at the

detector in quick succession. Informed by these data, IAT thresholds were imposed

to exclude these artefacts from the processed data. The applied thresholds were

2×10−6, 1×10−6, and 1×10−4 seconds respectively for the 2DS, CIP 15, and CIP 100

data. The latter threshold is greater due to an increased likelihood of the large par-

ticles imaged by the CIP100 colliding with the probe and breaking.

Data obtained using the Cloud Particle Imager (CPI, SPEC Inc., Lawson et al.

2001) are not used quantitatively in Chapter 5; however, the 2.3 µm spatial reso-

lution, 8-bit images of cloud particles are used. This instrument measures cloud

particles from 15 µm to 2500 µm. The high resolution of the CPI allows for phase
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Figure 3.4: Korolev et al. (2013) Fig. 1: Schematic representation of anti-shatter Ko-
rolev tips. Arrows indicate the direction of air flow. (a): Large ice crystals (for
example, dendrites) can impact the instrument housing when sampled and shat-
ter into numerous pieces. Each of these small pieces could be counted as a cloud
particle in this scenario, yet they would arrive at the detector in quick succession.
(b): With the use of Korolev tips, the likelihood for measured crystal shattering is
reduced, as artefacts are directed away from the detection system.

discrimination between liquid and ice, and the habit classification of ice crystals.

Some error in phase identification can present at small sizes, where astigmatism in

the imaging system can cause a spherical cloud droplet to appear slightly irregu-

lar, thus resulting in its categorisation as ice. Quantitative number concentrations

are not used as the CPI has a small sample volume, causing artificially-high parti-

cle number concentrations in regions of low ambient concentrations (Lawson et al.

2001). For comparison, the maximum sample volume of the CPI is 0.006 L s−1 (Law-

son et al. 2001), whereas the 2DS sample volume is 16 L s−1 at 100 m s−1 (Lawson

et al. 2006). The larger sample volume of the 2DS therefore produces better particle

counting statistics. As a result, the low ice number concentrations measured by the

2DS, CIP15, and CIP100 discussed in Chapters 5 and 6 were artificially enhanced

by the CPI; therefore, these data are not used quantitatively in the studies detailed

herein.
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Aerosol

Data from the Passive-Cavity Aerosol Spectrometer Probe (PCASP 100-X, DMT,

Rosenberg et al. 2012) are used in Chapters 4, 5, and 6. This optical particle counter

(OPC) measures the size distribution of accumulation-mode aerosol particles of

sizes 0.1 µm to 3 µm. The PCASP functions in a similar way to the CDP by opti-

cally detecting particles using scattered laser light.

Also mounted on the aircraft’s wing, the PCASP samples air through an inlet.

Aerosol particles are dried through heating in the internal cavity and then passed

through to the imaging chamber (Collins et al. 2011). Light scattered by the interac-

tion between the sampled particles and the imaging laser is then measured. Light

scattered through 35◦–120◦ is collected for detection (Rosenberg et al. 2012), where

the intensity and direction of light scattered is influenced by particle size, shape,

and refractive index (Collins et al. 2011). Corrections for these issues require com-

positional knowledge of the particles sampled; information that is often not avail-

able. These dependencies introduce uncertainty into the measured aerosol particle

size distributions (Rosenberg et al. 2012); therefore, size calibrations using synthetic

polystyrene latex (PSL) beads are conducted.

The Cloud Aerosol Spectrometer with Depolarisation (CAS-DPOL1, DMT, Baum-

gardner et al. 2001; Glen and Brooks 2013) is also used in Chapters 4 and 5 to pro-

vide number concentrations and size distributions of aerosol and cloud particles

from 0.6 µm to 50 µm.

The CAS-DPOL functions differently to the OAPs (2DS, CIPs) and the OPCs

(PCASP, CDP): particle information is derived from linearly-polarised laser light

scattered in both forward (4◦ to 12◦) and backward (168◦ to 176◦) directions. Four

detectors – two forward-facing and two backward-facing – are used, as shown in

Fig. 3.5. One forward-facing detector has a qualifier mask – like the CDP – to only

count those particles within the specified depth of field, whilst the other measures

total intensity. One of the backward-facing detectors measures linearly polarised

light, whilst the other, again, measures total intensity.

Particle-by-particle data is recorded alongside the bulk concentration and sizing

1Studies often refer to this instrument using various names; for example, it is also often called
the Cloud Aerosol Spectrometer with Polarisation (CASPOL).
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Figure 3.5: Glen and Brooks (2013) Fig. 1: Schematic of the Cloud and Aerosol
Spectrometer with Depolarisation (CAS-DPOL). Dotted lines indicate the direction
of light scattered during a particle detection event: light, in both forward and back-
ward directions, is focused through collecting and collimating lenses on to four
separate detectors.

information, allowing both the large- and small-scale properties of the aerosol pop-

ulation to be deduced (Glen and Brooks 2013). By also measuring the backward-

scattered (168◦ to 176◦) light, one can infer particle asphericity via the ratio of po-

larised to total backscattered intensities (Glen and Brooks 2013; Nichman et al.

2016). These polarisation data are not used here; however, there is evidence that

they may be used to make distinctions between spherical liquid droplets and irreg-

ular ice crystals (e.g. Nichman et al. 2016).

3.2 Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) was used to analyse polycarbonate filters ex-

posed from the FAAM BAe-146 aircraft in Chapter 4. The filtration system on the

aircraft has been used in previous campaigns (e.g. Chou et al. 2008; Formenti et al.

2008), and follows the same design as the system used previously on the UK Met

Office C-130 aircraft (Andreae et al. 2000).

Air is sampled through a specially-modified inlet which splits into a curved
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tube, leading towards the cabin and filter system, and a straight bypass tube. This

system was designed to remove large particles (including large aerosol particles

and cloud droplets) from the air stream by inertial separation (Chou et al. 2008).

Sub-isokinetic conditions, where the airspeed within the inlet is less than that out-

side, are maintained throughout sampling. These conditions are thought to lead to a

coarse-mode particle enhancement: when air slows within the inlet, fast-travelling

large particles from behind the air stream may pass into the sampled volume, arti-

ficially enhancing the large particle number concentration (Chou et al. 2008).

Seven filter pairs exposed during the springtime ACCACIA campaign were

analysed with scanning electron microscopy. Chapter 4 details the SEM analysis

of these aircraft filters. This off-line analysis technique allows for the elemental

composition of collected aerosol particles to be established. Each polycarbonate

filter was cut into segments and analysed with a Philips FEI XL30 Environmen-

tal Scanning Electron Microscope with Field-Emission Gun (ESEM-FEG), coupled

with energy-dispersive X-ray spectroscopy (EDS). Further details of this technique

are included in Chapter 4.

Electron microscopy bombards each sample with a beam of high energy elec-

trons, thus dissipating energy through the sample. Figure 3.6 illustrates the two

main modes of detection – secondary electron (SE) or back-scattered electron (BSE)

– which are based on two of the fundamental interactions which can occur. SEs

result from the direct interaction between the electron beam and a low energy (usu-

ally K-shell) electron in an atom within the sample. The K-shell electron is liberated

through the transfer of kinetic energy from the incident electron beam (Fig. 3.6A).

The vacant hole in the K-shell is subsequently filled by an electron from a higher

energy shell, and this de-excitation releases an X-ray (Fig. 3.6B). SEs can provide

high resolution, topographical information due to their interaction with electrons

near the sample surface; SEs cannot be detected from deep within the sample.

BSEs occur when electrons within the high energy beam are elastically-scattered

through interaction with positive atomic nuclei within the sample (Fig. 3.6C). The

direction of these electrons is almost completely reversed, sending them back to-

wards the electron gun. BSEs travel further within the sample than SEs, and can

provide compositional information due to the atomic interactions which occur. The
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A B C
primary 
electron

secondary 
electron

X-ray

Back-scattered
electron

Figure 3.6: Schematic summarising the main processes which occur during SEM
analysis. A-B: Incident primary electron transfers kinetic energy to K-shell (low
energy) electron, liberating it from the atom. Electron from higher energy shell (L-
shell in this case) de-excites to fill the hole left by the freed electron. De-excitation
releases energy in the form of an X-ray, whose energy is related to the atom in
question. C: primary electron elastically-scattered backwards by positive atomic
nuclei. Electrons are represented by red circles, whilst protons and neutrons are
shown by blue and yellow circles.

energy of BSEs is proportional to the atomic number of the elements measured,

making the BSE mode a good option for the study of metallic elements (e.g. Fe,

Cu). However, BSE mode produces a diminished resolution with comparison to SE

mode as the electrons involved travel further within the sample.

A combination of SEs and BSEs are used to conduct elemental analysis alongside

EDS. BSE detection mode provides good contrast between the particles and the

background filter, allowing sound detection thresholds to be defined. The BSEs are

used to define what is and is not a particle, then the electron beam bombards the

identified particles with high-energy electrons. Sample electrons are then liberated

and characteristic X-rays are released through the de-excitation of electrons from

higher energy shells, through the pathway detailed in Fig. 3.6A–B. These X-rays are

related to the atomic number of the element in question, and are measured using

an EDS (Silicon) detector, producing an X-ray spectrum.

With EDS, two modes of particle coverage are available; core mode and cen-

troid mode. Core mode analyses 70% of the identified particle area and computes a
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mean spectrum, whilst centroid mode finds the particle centre and measures the X-

ray spectrum from that point only. Core mode is a better option for heterogeneous,

atmospheric aerosol particles and was therefore applied in the analyses detailed

in Chapter 4. Automated particle analysis was carried out by moving the electron

beam of the SEM through a pre-set grid. The beam was rastered over each parti-

cle, using the applied grey-scale BSE thresholds to distinguish particles from the

filter substrate. Using BSE mode for threshold definition is preferred to SE mode

as the thresholds can be better defined (through improved contrast in BSE mode).

Analyses were conducted using two different magnifications: 1000× magnification,

with 0.25 µm pixel size and 0.5 µm minimum particle size, and 4000× magnifica-

tion, with 0.063 µm pixel size and 0.13 µm minimum particle size. This combination

was chosen to give good sample coverage (>50 % at 1000× magnification) in addi-

tion to some data coverage of small particles (>0.13 µm at 4000× magnification).

The analyses detailed in Chapter 4 were conducted in hi-vacuum mode to min-

imise some known issues with this technique. Beam attenuation can occur if the

chamber is at atmospheric pressure due to interaction with air molecules; therefore,

a decreased chamber pressure is required when using a SEM. Lo-vacuum mode

pumps water vapour into the sample chamber to promote interactions between the

electron beam and the sample under a lower pressure, whilst hi-vacuum mode uses

near-vacuum conditions and requires conductive samples. Sample charging can oc-

cur with SEM, and particles can be viewed to move and/or degrade if the sample

becomes charged under electron bombardment. This artefact can occur more fre-

quently with lo-vacuum mode; therefore, hi-vacuum mode was applied. The filter

samples are not naturally conductive as they are made from a polycarbonate ma-

terial; therefore, a carbon(graphite)-coating was applied and a copper ribbon was

attached to each sample to allow for electrical conduction. This sample preparation

ensured that electric charge did not accumulate on the sample surface, helping to

minimise sample charging effects. Under such hi-vacuum conditions, the ESEM

acts as a conventional SEM. Additionally, BSE mode is less prone to charging arte-

facts than SE mode, making it the more applicable choice for long analyses. Samples

detailed in Chapter 4 were analysed overnight for ≥8 h.
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In addition to charging and particle drifting, this technique is also prone to is-

sues arising from particle topography and geometry. These are difficult to account

for as particles with significant depth/height can cast shadows over the substrate if

they are large enough. This may cause detection issues of any other particles falling

within the shadow. Geometry corrections – the standardless ZAF corrections men-

tioned in Chapter 4 – assume the particles are homogeneous, smooth, and infinitely

thick to the electron beam. These assumptions are typically not wholly accurate

for atmospheric aerosol particles; therefore, some error is introduced to the mor-

phological and compositional measurements made by the SEM-EDS system. This

error contributes to the uncertainties attached to the compositional measurements;

however, these complications are generally overcome by grouping particles into

classifications, thus gaining statistical confidence.

The primary morphological properties computed by the EDS analysis include

average diameter, shape, and aspect ratio. These are derived from the particle area

measured by the EDAXTM Genesis software, which itself is determined from the

number of pixels illuminated per particle analysed. Particle diameter is calculated

from this illuminated area: the number of pixels within the visible 2-D surface of

each particle are summed and the average diameter is then deduced as the diameter

of a circle with the equivalent area. As aerosol particles are seldom circular and are

often irregularly-shaped, this approximation also carries some degree of error.

3.3 Large Eddy Model (LEM)

Large eddy simulations are used in Chapter 6 to investigate the performance of two

established ice nucleation parameterisations, by comparing with in situ observa-

tions of Arctic mixed-phase clouds. Process models provide a detailed framework

for the investigation of microphysical interactions, and such studies can be used

to inform parameterisation development and testing strategies for larger-scale nu-

merical weather prediction (NWP) models. Version 2.4 of the Large Eddy Model

(LEM, UK Met Office, Gray et al. 2001) was used in Chapter 6 to achieve this. The

LEM was operated on a multi-core computer system and was set up similarly to

Connolly et al. (2013).
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The LEM is an Eulerian, anelastic, non-hydrostatic 3-D model (Gray et al. 2001).

Mass and momentum are conserved (Hill et al. 2014) following the Navier-Stokes

equations; however, energy can be dissipated through diabatic processes, such as

friction. Fluid density is stratified and decreases with increasing altitude. Cloud

and boundary layer structure are simulated in isolation from large-scale meteoro-

logical features. Sub-grid atmospheric processes such as cloud microphysics, un-

resolved turbulence, and radiation are represented by parameterisations (Gray and

Petch 2001). Prognostic variables – variables directly predicted by the model – in-

clude 3-D wind components (U, V, and W) and potential temperature perturba-

tions, Θ′. The average wind speed from each case was imposed as the geostrophic

wind forcing to maintain these wind components throughout each simulation (Con-

nolly et al. 2013).

The LEM was initialised with the Θ, water vapour mixing ratio, and U and V

wind components measured by dropsondes released during each case study. Cloud

liquid water was initialised in the model with an adiabatic liquid water profile be-

tween the altitudes of the observed clouds in each case, as in Connolly et al. (2013).

A damping layer was imposed at the top of the model domain to prevent vertically-

propagating gravity waves from reflecting back off the model lid. This method of

Newtonian damping reverts the prognostic variables, e.g. wind velocities or Θ per-

turbations, back to their respective horizontal mean values in this region (Gray and

Petch 2001). Cyclical lateral boundary conditions were imposed in all simulations,

producing pseudo-Lagrangian movement of the domain under the imposed wind

fields. Every 150 seconds, the Edwards and Slingo (1996) long- and shortwave ra-

diation scheme was called in the model. A sub-Arctic McClatchy profile was in-

cluded to ensure the optical properties of the simulated atmosphere were represen-

tative of the region modelled: this profile is based on measurements of the emission

and attenuation of radiation along a path in the atmosphere, and accounts for at-

mospheric temperature, pressure, and contributions from absorbing gases, such as

water vapour and ozone (McClatchey et al. 1972).

A horizontal resolution of 120 m was applied in all LEM simulations, with a

16 km × 16 km grid size. The domain height was set to 3000 m, with a vertical reso-

lution of 20 m between 0 m and 1500 m, and 50 m between 1500 m and 3000 m. This
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domain structure was chosen as the temperature inversion in each case was below

1500 m; therefore, the cloud microphysics was likely to form in the high resolution

region of the domain. This high resolution was not maintained for the full domain

height due to computational cost. The chosen 3-D domain was split into slices and

spread over multiple cores to quicken the processing time of the model.

In Chapter 6, model time steps were of the order of 0.3 seconds in each of the

simulations presented. Three different surfaces were considered; namely, sea ice,

marginal ice, and ocean. For the marginal ice and ocean cases, prescribed values of

surface sensible and latent heat fluxes were imposed alongside a saturated surface

to represent the ocean. The model converts the energy input by these initial con-

ditions into temperature and moisture fluxes from the surface. These fluxes were

absent from the sea ice case to restrict turbulent exchange from the surface and

represent the influence of the frozen surface.

3.3.1 Microphysics

A bulk microphysical scheme is imposed in the LEM. These represent microphys-

ical interactions as a function of a simulated parameter in the model. Each under-

lying particle size distribution is assumed to follow a given functional form, which

can then be integrated analytically to calculate changes in bulk quantities (such

as mass mixing ratio and number concentration). In contrast to spectral bin mi-

crophysics schemes, the particle size distribution is not prescribed and individual

droplet activation and ice nucleation events are not tracked; instead, a bulk quantity

is predicted based on the simulated thermodynamic properties.

Double-moment (both mass mixing ratios and number concentrations) ice crys-

tals, snow, graupel, and rain are simulated in the LEM using the Morrison et al.

(2005) microphysics scheme. Only single-moment (mass mixing ratios) water vapour

and cloud droplets are represented. Prescribed droplet number concentrations of

100 cm−3 are simulated, such that any liquid mass that forms is evenly distributed

amongst this concentration. Hydrometeors are quantified as scalar fields, with each

hydrometeor class represented by a Gamma distribution:

f(D) = N0Dpce−λD (3.2)
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Figure 3.7: Morrison et al. (2005) Fig. 1: Flow diagram illustrating the different mi-
crophysical pathways of evolution represented by the Morrison bulk microphysics
scheme.

where N0 is the distribution intercept, D is the particle diameter, pc is the spectral

index (or, shape parameter) and λ is the slope of the distribution. The spectral index

is a function of cloud and thermodynamic properties for droplets. This index is set

to zero for cloud ice, rain, and snow; therefore, Dpc simplifies to 1 (Morrison et al.

2005). Both N0 and λ are calculated from the combination of these indices and the

number concentration and mass mixing ratio of each hydrometeor.

Figure 3.7 summarises the physical interactions included in the Morrison bulk

microphysics scheme. All hydrometeors are assumed to be spherical (Morrison

et al. 2005). Microphysical processes such as primary production, auto-conversion

between hydrometeors, and ice multiplication are represented (Morrison et al. 2005).

Primary production relates to ice or droplet nucleation. In Chapter 6, the Cooper

(1986) and DeMott et al. (2010) primary ice nucleation parameterisations are con-

sidered.

Coalescence between the droplet and rain classes is represented (Beheng 1994).

The parameterisation scheme by Beheng (1994) partitions the total cloud liquid into

droplet and rain categories, and applies the stochastic collection equation to sim-

ulate the evolution of the droplet spectrum. Coagulation of droplets to form rain

(auto-conversion) or larger droplets (self-collection) and the growth of raindrops
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through droplet collection (accretion) are considered by the scheme.

Auto-conversion also acts between the ice and snow classes via growth by dif-

fusion (Harrington et al. 1995). The threshold diameter at which cloud ice transfers

to the snow category is 125 µm (Harrington et al. 1995), and is limited to conditions

which favour ice growth, i.e. ice supersaturation. Aggregation of ice and snow

crystals (self-collection) is also represented, and follow Murakami (1990) for ice and

Passarelli Jr (1978) for snow. Ice aggregation rates are modelled to be dependent on

the number and mass of ice crystals present, their collection efficiencies, and their

distribution of fall speeds (Murakami 1990). Snow aggregation is based upon an an-

alytical model of stratiform clouds (Passarelli Jr 1978). Cloud droplets can also be

depleted through collection by snow. Riming of frozen particles – either ice, snow,

or graupel – is restricted to large sizes (>100 µm) only. Secondary ice multiplication

is represented by the Hallett and Mossop (1974) rime-splintering relationship. For

further information on the LEM or microphysics scheme, the reader is referred to

Gray et al. (2001) and Morrison et al. (2005) respectively.
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Abstract. Single-particle compositional analysis of filter

samples collected on board the Facility for Airborne At-

mospheric Measurements (FAAM) BAe-146 aircraft is pre-

sented for six flights during the springtime Aerosol–Cloud

Coupling and Climate Interactions in the Arctic (ACCA-

CIA) campaign (March–April 2013). Scanning electron mi-

croscopy was utilised to derive size-segregated particle com-

positions and size distributions, and these were compared

to corresponding data from wing-mounted optical parti-

cle counters. Reasonable agreement between the calculated

number size distributions was found. Significant variability

in composition was observed, with differing external and in-

ternal mixing identified, between air mass trajectory cases

based on HYbrid Single-Particle Lagrangian Integrated Tra-

jectory (HYSPLIT) analyses. Dominant particle classes were

silicate-based dusts and sea salts, with particles notably rich

in K and Ca detected in one case. Source regions varied from

the Arctic Ocean and Greenland through to northern Rus-

sia and the European continent. Good agreement between

the back trajectories was mirrored by comparable composi-

tional trends between samples. Silicate dusts were identified

in all cases, and the elemental composition of the dust was

consistent for all samples except one. It is hypothesised that

long-range, high-altitude transport was primarily responsible

for this dust, with likely sources including the Asian arid re-

gions.

1 Introduction

The response of the Arctic environment to climate change

has received increased interest in recent years due to the vis-

ible loss in sea-ice volume over the past 3 decades (e.g. Ser-

reze et al., 2007; Perovich et al., 2008). The polar regions of

our planet have a unique response to a warming atmosphere

due to environmental characteristics vastly different to the

mid-latitudes, including high surface albedo and strong vari-

ability in annual solar radiation. These factors cause the Arc-

tic to respond to climatic changes at a heightened pace (Curry

et al., 1996). The complexity of the Arctic environment re-

quires detailed observations to further our understanding of

the feedbacks and underlying processes involved; however,

the ability to carry out such studies is hampered by the re-

mote location, which is difficult for in situ investigation.

Existing numerical models do not effectively reproduce

the changing Arctic environment. Discrepancies in fore-

casted sea-ice coverage, and predicted dates for 100 % loss,

are due to a variety of uncertainties within the models them-

selves (e.g. de Boer et al., 2014). A key uncertainty in

our ability to model how these changes will progress is in

our representation of atmospheric aerosol–cloud interactions

(Boucher et al., 2013). Aerosols play an important role in

the Arctic radiative balance and their influence is thought to

be amplified by the unique environmental conditions of this

region (Quinn et al., 2007). The annual cycle of aerosol con-

centration in the Arctic varies significantly by season – with

highs in spring of approximately 4–5 times that observed in

late summer (Heintzenberg et al., 1986) – and such variabil-

Published by Copernicus Publications on behalf of the European Geosciences Union.
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ity impacts the microphysics of the mixed-phase clouds com-

monly observed (Verlinde et al., 2007).

The interaction of aerosol particles with clouds as ice nu-

cleating particles (INPs) or cloud condensation nuclei (CCN)

is dependent upon properties such as their size, hygroscopic-

ity and composition (Pruppacher and Klett, 1997). Aerosol

particles can therefore influence ice crystal or cloud droplet

number, thus affecting properties such as droplet effective

radius or cloud optical depth (Zhao et al., 2012); proper-

ties which significantly affect the net radiative impact of the

cloud (Curry et al., 1996). The study of INPs has developed

significantly in recent years via laboratory and field studies

(DeMott et al., 2010; Hoose and Möhler, 2012). It is still not

clear which properties of aerosol particles promote them to

act as INPs in the atmosphere. They are generally thought

to be insoluble, super-micron in size, have a similar molec-

ular structure to ice (Pruppacher and Klett, 1997) and have

the potential to produce chemical bonds with ice molecules

at their surface (Murray et al., 2012). For example, mineral

dusts are known INPs and are used regularly in laboratory

studies of ice nucleation (e.g. Zimmermann et al., 2008; Con-

nolly et al., 2009; Kanji et al., 2013; Yakobi-Hancock et al.,

2013). Sources of these particles are not ubiquitous across

the globe. Internally mixed particles can also act as INPs or

(giant) CCN. A complex particle is difficult to clearly cat-

egorise as an INP or CCN as its nucleation will be heavily

dependent on the environmental conditions. The presence of

coatings on particles can also have a significant impact on

their role in aerosol–cloud interactions. Coatings of soluble

material could enhance CCN ability and promote secondary

ice production via the formation of large cloud drops (Levin

et al., 1996), whilst organic coatings could suppress the nu-

cleating ability of an efficient INP (Möhler et al., 2008). It

is not well understood which particles, in which mixing state

and from which sources facilitate ice nucleation in the Arctic

atmosphere.

Previous studies of Arctic aerosol have indicated that the

population is primarily composed of organic material, con-

tinental pollutants (e.g. as sulfate or nitrate gases), crustal

minerals and locally sourced species such as sea salt (Barrie,

1986; Hara et al., 2003; Behrenfeldt et al., 2008; Geng et al.,

2010; Weinbruch et al., 2012). A wide range of sources con-

tribute to this population and it is difficult to quantify the im-

pact of different regions. Extended studies of Arctic aerosol

have been conducted, which consider the differences in parti-

cle properties between seasons, showing that the annual cycle

of aerosol particle composition (Ström et al., 2003; Wein-

bruch et al., 2012) and concentration (Ström et al., 2003;

Tunved et al., 2013) is dominated by the influence of the

Arctic haze (Barrie, 1986; Shaw, 1995). Between February

and April, an influx of aerosol from anthropogenic sources

becomes trapped in the stable Arctic atmosphere and persists

for long periods of time (up to several weeks) before being

removed by precipitation processes (Shaw, 1995). Spring in

the European Arctic is routinely characterised by these high

particle number concentrations, dominated by the accumu-

lation mode, and low precipitation rates with comparison to

summer, autumn and winter (Tunved et al., 2013). During

this time, aerosol particles have the potential to interact with

other species, grow and develop with a low chance of being

removed from the atmosphere. This promotes an enhanced

state of mixing (e.g. Hara et al., 2003), which compounds the

difficulty in understanding how these particles interact with

the clouds in the region. It is thought that the European con-

tinent is the primary source of this aerosol, with only small

contributions from North America and Asia (Rahn, 1981);

however, long-range transport from the Asian continent has

been found to sporadically contribute to this phenomenon

(Liu et al., 2015). Improving our understanding of the proper-

ties of these aerosol particles will help us to comprehend how

they influence the clouds of the Arctic, and a strong method

of achieving this is by identifying their chemical composition

(Andreae and Rosenfeld, 2008).

By improving our knowledge of aerosol and cloud proper-

ties via in situ observational studies in the Arctic, it is pos-

sible to reduce the uncertainty associated with aerosol–cloud

interactions (Vihma et al., 2014). To this end, the Aerosol–

Cloud Coupling and Climate Interactions in the Arctic (AC-

CACIA) campaign was carried out in the European Arctic

in 2013, utilising airborne- and ship-based measurements to

collect a detailed data set of the Arctic atmosphere. The cam-

paign was split into spring and summer segments, completed

in March–April and July of 2013 respectively. During the

spring section of the campaign, the Facility for Airborne At-

mospheric Measurements (FAAM) BAe-146 atmospheric re-

search aircraft was flown in the vicinity of Svalbard, Norway,

with the capability of collecting in situ samples of aerosol

particles on filters. This study presents the analysis of filter

samples collected during this campaign, with a focus placed

upon identifying the compositional properties and sources of

the non-volatile, coarse-mode aerosol particles present in the

atmosphere during the Arctic spring and inferring how these

might interact with the cloud microphysics in the region.

Campaign overview

The springtime ACCACIA campaign flights were mainly

conducted to the south-east of Svalbard, with the exception

of flight B768, which was carried out to the north-west near

the boundary with Greenland. Figure 1 details the science

sections of each of the flights of interest, with direction from

Svalbard to Kiruna, Sweden in all cases except B765. Corre-

sponding dates are listed in Table 1.

As part of the springtime campaign, 47 mm diameter

Nuclepore polycarbonate filters were exposed to ambient

air from the FAAM BAe-146 aircraft to collect in situ

samples of accumulation- and coarse-mode aerosol parti-

cles (sizes ∼ 0.1 to ∼ 10 µm). Such particle sizes are ap-

proximately applicable to the study of CCN and INPs

(Pruppacher and Klett, 1997). Analysis of one below-cloud

Atmos. Chem. Phys., 16, 4063–4079, 2016 www.atmos-chem-phys.net/16/4063/2016/
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Figure 1. ACCACIA flight tracks of the main science periods un-

dertaken for each flight where aerosol composition analysis was

conducted.

set of filters from each case is shown, followed by a com-

parison between a below- and above-cloud pair from a single

case study.

2 Methodology

2.1 Aircraft instrumentation and trajectory analysis

A range of cloud microphysics and aerosol instrumentation

were used on board the FAAM BAe-146 aircraft to pro-

duce a detailed record of the observed Arctic atmosphere

(as described by Liu et al., 2015; Lloyd et al., 2015). In this

study, data from the Cloud Droplet Probe (CDP-100 Version

2, Droplet Measurement Technologies (DMT), Lance et al.,

2010), the Cloud–Aerosol Spectrometer with Depolarisation

(CAS-DPOL, DMT, Glen and Brooks, 2013) and the Passive

Cavity Aerosol Spectrometer Probe (PCASP 100-X, DMT,

Rosenberg et al., 2012) are used to provide context for and

a comparison to the filter measurements. Throughout this ar-

ticle, the prefix s is imposed to represent number concen-

tration measurements computed at standard temperature and

pressure.

The accumulation-mode aerosol distribution was moni-

tored by the PCASP. The CAS-DPOL measured both coarse-

mode aerosol and, along with the CDP, cloud droplet number

concentration. These externally mounted aircraft probes size

and count their relative species via forward-scattering of the

incident laser light through angles 35–120 and ∼ 4–12◦ (for

both the CDP and CAS-DPOL), respectively. The PCASP

measures particle concentrations and sizes in the range of

0.1 to 3 µm, the CAS-DPOL provides similar measurements

Table 1. Details of FAAM flights undertaken during the spring seg-

ment of the ACCACIA campaign which had viable filter exposures.

Corresponding filter case studies per flight are listed for reference.

Flight number Date (2013) Flight region∗ Case studies

B760 21 Mar South-east 1

B761 22 Mar South-east 2

B762 23 Mar South-east 3

B764 29 Mar South-east 4,7

B765 30 Mar South 5

B768 3 Apr North-west 6

∗ With respect to Svalbard.

from 0.6 to 50 µm (Glen and Brooks, 2013), and the CDP

measures cloud droplets from 3 to 50 µm (Rosenberg et al.,

2012).

Out of cloud, the CDP was used to provide an indi-

cation of the wet-mode diameter of coarse-mode ambient

aerosol particles. The CAS-DPOL also measures coarse-

mode aerosol concentrations when out of cloud. Within

cloud, the liquid-water content (LWC) was derived from the

observations of cloud droplet size. In this study, a LWC

threshold of ≤ 0.01 g m−3, derived from CDP measurements,

was employed to distinguish between out-of-cloud and in-

cloud measurements. This threshold was applied to the CAS-

DPOL, CDP and PCASP data to obtain an estimate of the

ambient aerosol size distributions. These out-of-cloud obser-

vations are used in this study to validate the collection effi-

ciency of the filter inlet system.

In addition to the in situ data gained from the instrumen-

tation aboard the aircraft, back trajectory analyses were car-

ried out to further contextualise the filter exposures. This was

achieved using the National Oceanic and Atmospheric Ad-

ministration HYbrid Single-Particle Lagrangian Integrated

Trajectory (NOAA HYSPLIT 4.0) model (Draxler and Hess,

1998), in a similar manner to Liu et al. (2015). Horizontal

and vertical wind fields were derived from GDAS reanalysis

meteorology (Global Data Assimilation System; NOAA Air

Resources Laboratory, Boulder, CO, USA) and used to cal-

culate trajectories at 30 s intervals along the FAAM BAe-146

flight path. This analysis allows for the direction of the air

mass to be inferred; however, it does not explicitly account

for turbulent motions along the derived path and therefore

carries a degree of uncertainty (Fleming et al., 2012). Trajec-

tories dating back 6 days are presented to provide an indica-

tion of the source regions of the particles collected during the

ACCACIA filter exposures.

2.2 Filter collection

The filter collection mechanism on the FAAM BAe-146 air-

craft comprises a stacked-filter unit (SFU), which allows for

two filters (Whatman Nuclepore track etch membranes) to

be exposed simultaneously to the air stream, allowing aerosol

www.atmos-chem-phys.net/16/4063/2016/ Atmos. Chem. Phys., 16, 4063–4079, 2016
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particles to be collected on both. In the ACCACIA campaign,

a combination of two filters with different nominal pore sizes

was used in each exposure – a 10 µm pore filter was stacked

in front of a 1 µm pore filter – allowing sub-micron aerosol

particles that may pass through the pores of the first to be

collected by the second.

The design of the inlet follows the same specifications as

the UK Met Office C-130 aircraft filtration system described

extensively by Andreae et al. (2000). Sub-isokinetic sam-

pling conditions were maintained, potentially leading to a

coarse-mode enhancement artefact (Chou et al., 2008). The

design of the mechanism removes large cloud droplets from

the sampled air using a bypass tube; therefore, contamination

from droplets or rain is minimised (Chou et al., 2008; John-

son et al., 2012). Consequently, large particles (> 10 µm)

are also thought to be removed from the collected sample,

though the collection efficiency of the entire system is not

known to have been formally quantified (Formenti et al.,

2008; Johnson et al., 2012). Andreae et al. (2000) estimated

the sampling efficiency of the inlet to be 35 % by mass for

the coarse mode, with a 50 % cut-off threshold of ∼ 3 µm

(Formenti et al., 2003) and no losses identified for the ac-

cumulation mode. Chou et al. (2008) demonstrated that data

collected via this inlet deviated from externally mounted par-

ticle counters above ∼ 0.5 µm, after which the coarse-mode

enhancement on the filter samples became evident. Addi-

tionally, the efficiencies of the filters themselves can be es-

timated: the 50 % cut-off diameter of the 10 µm Nuclepore

filter is approximately 0.8–1 µm at the mean face velocity

encountered during this study (∼ 100 cm s−1) (John et al.,

1983; Crosier et al., 2007), whilst the 1 µm filter has a 50 %

collection efficiency at approximately 0.2 µm (Liu and Lee,

1976).

The filters were exposed on straight, level runs for approx-

imately 10–30 min to obtain a sufficient sample for chemi-

cally speciated mass loadings. Although the filter system was

designed to remove cloud droplets, the filters were primar-

ily exposed out of cloud to further minimise the potential

for contamination. Chosen filters were all exposed within

the boundary layer (< 1000 m, see Table 2). Samples from

below cloud were preferentially studied in this investigation

(cases 1–6) as they likely included the main contributions of

CCN and INPs at this time of year; however, one exposure

from above cloud (case 7) is considered in Sect. 3.4.

2.3 Scanning electron microscopy

Using a Phillips FEI XL30 Environmental Scanning Electron

Microscope with Field-Emission Gun (ESEM-FEG) in part-

nership with an energy-dispersive X-ray spectroscopy (EDS)

system, automated single-particle analysis of the ACCACIA

filter samples was undertaken at the University of Manch-

ester’s Williamson Research Centre (Hand et al., 2010; John-

son et al., 2012).

The coupled EDS system moves the sample stage through

a pre-set grid to produce automated particle analysis of each

sample. Particles are detected via the intensity of the back-

scattered electron signal. Grey-scale thresholds were set to

identify particles under contrast with the background filter.

The electron beam was then rastered over 70 % of the de-

tected particle surface to produce an X-ray spectrum: rel-

ative elemental weight percentages of elements from C to

Zn were recorded from the spectrum, measured and fitted

with the EDAX™ Genesis software. For each measurement,

standardless ZAF corrections were applied; corrections relat-

ing to atomic number, absorption and fluorescence. Parame-

ters chosen for this analysis are listed in Table 3. A carbon-

coating was applied to each sample to allow high vacuum

mode to be used. The minimum particle sizes detectable by

each scan correspond to 4 pixels in the given image and are

listed in Table 3. The total number of particles scanned by the

seven cases presented in this study is also listed in Table 3.

To act as a calibration, a blank filter pair was also anal-

ysed as Nuclepore filters have been shown to carry contam-

inants (Behrenfeldt et al., 2008). These were taken aboard

the aircraft and treated similarly to the exposed filters. A

small number of particles were identified: these appeared al-

most transparent under contrast and the majority produced a

spectrum similar to the background filter. There was also a

notable metallic influence and some particles were found to

have moderate Cr or Fe fractions. These particles were found

to be few in number and so should not greatly affect the out-

come of this analysis.

Previous studies (e.g. Kandler et al., 2007; Hand et al.,

2010; Formenti et al., 2011; Weinbruch et al., 2012) have

shown that there are limitations to consider with this tech-

nique. The polycarbonate filters used during ACCACIA con-

taminate measurements of C and O in each particle detected.

Studies using these filters have excluded C and O from their

analysis to combat this issue (e.g. Krejci et al., 2005; Behren-

feldt et al., 2008; Hand et al., 2010). In this study, approxi-

mate thresholds of C and O are used to identify carbonaceous

and biogenic species. However, only elements with Z> 11

(sodium) are used precisely within the classification scheme

for the compositional analysis presented.

The electron beam produced by the scanning electron mi-

croscope (SEM) can negatively interact with some particle

species, causing them to deform (Behrenfeldt et al., 2008).

This is caused by the evaporation of the volatile components

of the particles, either under the electron beam or as a re-

sult of the high vacuum (Li et al., 2003; Krejci et al., 2005).

Little can be done to prevent this and it is difficult to manage

when applying automated particle analysis. Behrenfeldt et al.

(2008) found that this phenomenon only had a small impact

on their results and could be disregarded. As a result, it can

be assumed that the particles analysed by this method are

dry and that any volatile components will have evaporated

(Li et al., 2003).
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Table 2. Summary of sampling conditions during each filter exposure. The geographic positions are also listed. Values quoted are arithmetic

means, with 1σ in brackets where appropriate. In situ temperature data were collected with a Rosemount de-iced temperature sensor and the

relative humidity (RH) data were derived from Buck CR2 hygrometer measurements.

Case Conditions Exposure Volume of Latitude Longitude Altitude Temperature RH

sampled length (s) air (s dm−3) (◦ N) (◦ E) (m) (◦C) (%)

1 Clear 600 2312.3b 76.2 24.5 102 (5) −11 91.9

2 Cleara 1700 2608.4 76.4 26.5 238 (107) −8 96.8

3 Cloud haze 660 826.4 76.8 28.0 375 (5) −18 108.4c

4 Cleara 540 754.8 76.6 27.2 91 (86) −9 97.4

5 Clear 961 1249.3 76.2 22.0 71 (18) −9 96.5

6 Clear 240 272.7 79.9 2.8 98 (44) −8 95.3

7 Clear 720 1080.2 76.4 27.1 833 (59) −13 86.9

a Filter was collected mostly under clear conditions, although some in-cloud sampling was encountered at the end of the exposure. b The total

volume of air sampled during case 1 is high given its exposure length due to higher-than-average flow rates applied during that flight.
c Contaminated measurement, likely due to condensation on detection surface.

Table 3. Main parameters applied with SEM and EDAX™ Genesis

software to carry out analysis of the ACCACIA aircraft filters.

SEM/EDAX™ Genesis analysis parameters

Beam voltage (kV) 15

Working distance (mm) 10

Operating current (µA) ∼ 200

Beam spot size 4

Image resolution (px) 1024 × 800

Total number of particles 139 630

Magnifications applied 4000× 1000×

Filters analysed 1 and 10 µm 10 µm

Min. particle size (µm) 0.13 0.52

Field sizes (mm) 0.059 × 0.046 0.237 × 0.185

There are also several implicit factors, which may con-

tribute some degree of uncertainty to the quantitative com-

position measurements gained. For example, errors can

be introduced by uncertainties in the spectral fitting of

the EDAX™ software (Krejci et al., 2005) or from the

differing geometries of the individual particles measured

(Kandler et al., 2007). Also, compositional data for particles

less than 0.5 µm suffer from increased uncertainty (Kandler

et al., 2011). The sample sizes considered here were too large

to consider individual corrections; therefore, the measure-

ments from the EDS analysis were taken as approximate val-

ues. Similarly, manual inspection of the images and spectra

was not feasible due to the sample size and so an algorithm

was imposed to remove any filter artefacts. These were typ-

ically a result of the software misclassifying the filter back-

ground as a particle itself and therefore displayed only the

distinctive background signature. This background spectrum

presented different characteristics than those considered to

be carbon based; the artefacts were noisy, with very low de-

tections in all but a few of the elements, whereas the particles

thought to be carbonaceous displayed zero counts in some

elements as expected. The fraction of detected particles re-

moved by this algorithm was typically low (∼ 4–5 %), yet it

is not possible to conclude if any real particles were removed.

Krejci et al. (2005) placed an estimate of the total error in-

volved with this technique to be around 10 % and found this

value to be dependent on the sample and elements analysed.

2.4 Classifications

Elemental information gained from EDS analysis was taken

further to identify particle species relevant to the atmosphere.

The classification scheme applied in this investigation was

derived from a variety of sources (e.g. Krejci et al., 2005;

Geng et al., 2010; Hand et al., 2010); however, it is most

prominently based upon the detailed scheme presented by

Kandler et al. (2011). This scheme is detailed in Table S1.

2.4.1 Carbonaceous and biogenic

Approximate thresholds of C and O were utilised to distin-

guish carbonaceous and biological particles (Mamane and

Noll, 1985). This approach has been adopted by other stud-

ies that applied a polycarbonate substrate (e.g. Kandler et al.,

2007; Behrenfeldt et al., 2008; Hand et al., 2010). For ex-

ample, particles included in this category could be soot par-

ticles or pollen grains (Behrenfeldt et al., 2008). Soot has

been previously identified by introducing other properties

into the classification process; for example, Hara et al. (2003)

and Hand et al. (2010) categorised it via its characteristic

chain-aggregate morphology. Due to the sample size, inspec-

tion of particle morphologies was not feasible in this study;

therefore, carbonaceous particles were not specifically cate-

gorised.

Carbonaceous and biogenic particles have been segregated

using compositional information in previous studies. Ma-

mane and Noll (1985) measured distinctive small peaks in

P, S, K and/or Ca with a dominating C influence in pollen

grains. Similarly, Geng et al. (2010) utilised a comparable
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threshold, also considering small amounts of Cl, S, K, N

and/or P as indicators for biogenic species as these elements

are important nutrients for plant life (Steinnes et al., 2000).

The carbonaceous and biogenic classifications likely in-

clude particles that may have some volatile component,

which cannot be measured by this technique (see Sect. 2.3).

The partial or complete evaporation of these particles there-

fore renders the presented fraction a lower limit; i.e. only the

non-volatile cases could be measured. Coupled with the dif-

ficulty of distinguishing these particles from the filter back-

ground, it is important to note that the fractions of carbona-

ceous and biogenic classes presented by this study are ap-

proximations which are likely underestimating the true or-

ganic loading on these filters.

2.4.2 Sulfates, fresh and mixed chlorides

Sodium chloride (NaCl) from sea salt can enter the atmo-

sphere as a consequence of sea-surface winds and these par-

ticles remain predominantly Na- and Cl-based for a short pe-

riod of time. The lifetime of Cl is hindered by the tendency

of these particles to accumulate sulfate in the atmosphere,

thus producing particles primarily composed of Na–S (Hand

et al., 2010). Due to this short lifetime, its presence is of-

ten used to indicate a fresh contribution from the sea surface

(Hand et al., 2010). It is a common conclusion that a lack of

Cl-containing particles and/or a significant fraction of S in a

particulate sample is suggestive of aged aerosol (Behrenfeldt

et al., 2008; Hand et al., 2010).

Aerosol containing S can infer an anthropogenic influence

in a sample, as they are thought to have undergone a reaction

with sulfur oxides (Geng et al., 2010). However, the Arc-

tic Ocean is a natural source of dimethylsulfide (DMS), a

gas which can also interact in the atmosphere to form sul-

fur dioxide. The contribution of this source is greater during

the summer months due to decreased sea ice (Quinn et al.,

2007), and is thought to have little influence during the dates

of this study. The gas source cannot be concluded here but

it can be stated that Na–S particles will have been present in

the atmosphere for a sufficient length of time to allow for the

interaction to take place.

The mixed chlorides category requires that particles must

still be predominantly Na- and Cl- based, with a notable S

contribution. This category also accounts for metallic con-

tributions to the base NaCl species. The sulfates and fresh

chloride categories are limited to the extremes of this dis-

tribution, with only S- and Cl-dominated signatures allowed

respectively.

2.4.3 Silicates, mixed silicates, Ca-rich and gypsum

Complex internal mixing in particles is often indicative of

a natural origin (e.g. Conny and Norris, 2011; Hoose and

Möhler, 2012); however, coagulated particles can also be

produced by high-temperature anthropogenic activities. A

strong method of sourcing internally mixed particles involves

the identification of Si: particles consisting of this element

and various mixed metals are likely to be naturally occurring

mineral dusts, and industrial by-products may lack this ele-

ment in high quantities (Conny and Norris, 2011). Mineral

dusts are typically composed of a variety of elements and

tend to include significant fractions of Si and Al, with more

minor contributions from Na, Mg, K, Ca and/or Fe amongst

others.

Dusts are crucial constituents of the aerosol population

as they are proven INPs (Zimmermann et al., 2008; Murray

et al., 2012; Yakobi-Hancock et al., 2013). However, they

can also act as CCN; for example, Ca-based dusts have been

shown to form hygroscopic particles after reaction with ni-

trates in the atmosphere (Krueger et al., 2003). The spring-

time concentrations of nitrates in the Arctic (measured at

the Alert sampling station in Canada) followed an increas-

ing trend over 1990–2003 (Quinn et al., 2007), suggesting it

is probable that this interaction could take place in this envi-

ronment. Alternatively, internally mixed particles consisting

of dusts, sulfates and sea salt can act as giant CCN (Andreae

and Rosenfeld, 2008). In this study, the presence of such par-

ticles may be inferred by the detection of S or Cl with the typ-

ical dust-like signatures. This can occur if the dust in ques-

tion has been transported over long distances and thus un-

dergone cloud processing or acidification reactions (Mamane

and Noll, 1985; Behrenfeldt et al., 2008). Or, more simply,

these could be the result of a sea salt or sulfate coating on a

mineral dust particle, and such mixtures have been modelled

to have significant effects on warm clouds by augmenting the

CCN population (Levin et al., 2005). Complex internal mix-

tures containing Si, S and/or Cl are therefore indicated in this

study under the classification mixed silicates.

The mineral phase of aluminosilicates cannot be identified

using the EDS method as these particles are closely related

compositionally. The specific phases of dusts observed in

SEM studies are often not quantified for this reason (Kandler

et al., 2007; Hand et al., 2010). Instead, the individual X-ray

counts and ratios between the elements measured were con-

sidered to classify their sampled particles into approximate

groups such as silicates and carbonates. It has often been

considered that Al, Ca and K are indicative of aluminosili-

cates (such as kaolinite), carbonate minerals such as calcite

(CaCO3) and dolomite (CaMg(CO3)2) – and clays/feldspars

respectively (Formenti et al., 2011). Due to the lack of a

quantitative C measurement, carbonate minerals were in-

ferred from their Ca and Mg abundances in this study. Some

mineral classes have a distinct elemental relationship and

these can be classified; for example, gypsum (CaSO4 ·2H2O)

samples typically do not deviate from their base chemical

formulae (Kandler et al., 2007). By this reasoning, gypsum

was included as its own classification, whereas the vast ma-

jority of mineral dusts observed were grouped into the sili-

cates, mixed silicates and Ca-rich categories, dependent on

the relative quantities of Si, S and Ca they contained.
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2.4.4 Phosphates and metallics

These groups include particles with significant influences

from P and transition metals. Particles classified as phos-

phates in this study may include those composed of apatite

– a Ca- and P-based mineral group – as factories which pro-

cess these minerals are common in the nearby Kola Penin-

sula, Russia (Reimann et al., 2000).

The presence of transition metals can be viewed as an in-

dicator for an industrial origin (Weinbruch et al., 2012). Po-

tential local anthropogenic sources for the metallic particles

include the coal burning facilities on Svalbard (in Longyear-

byen and Barentsburg) or various metal smelters in the Kola

Peninsula, Russia (Weinbruch et al., 2012). The metals in-

cluded in the EDS analysis were Ti, Cr, Fe, Ni, Cu and

Zn. Contributions from these may be attributable to anthro-

pogenic and/or natural sources and could be in the form of

metal oxides or constituents of complex minerals (Hand et

al., 2010). Of those measured in this study, Fe and Al are

the most likely to originate from a variety of sources as they

are processed widely (Steinnes et al., 2000) and are common

constituents in silicate-based dusts. Similarly, Zn may also

be associated with biological material in addition to smelting

emissions (Steinnes et al., 2000).

2.4.5 Biomass tracers

This group was introduced out of necessity given the results

obtained. The other classifications were expected from hy-

pothesised local sources; however, this group was introduced

to account for the high quantity of K-based particles ob-

served in one of the flights. These particles have negligible

measurements of Si and are not thought to be mineralogical

in nature. This category has been dubbed “biomass tracers”

as several studies (e.g. Andreae, 1983; Chou et al., 2008;

Hand et al., 2010; Quennehen et al., 2012) have identified

particles sourced from biomass burning events to be rich in

this element. These K-rich particles have been found to be

prominent in forest fire and anthropogenic combustion emis-

sions. It is unlikely that such particles could be sourced in

the Arctic; therefore, their presence may infer transport from

elsewhere (Quennehen et al., 2012). Biomass burning pro-

duces particles known as bottom ashes, which differ from the

fly ash particles that are typically emitted during fossil fuel

incomplete combustion processes (Umo et al., 2015). Activi-

ties which may produce these constituents could include fire-

wood or agricultural burning (Andreae, 1983), or wildfires in

warmer climates (Seiler and Crutzen, 1980).

2.4.6 Other

Particles which are not classified by the applied scheme are

classed as other. The implication is that these particles are

mixed. Figure 2 illustrates the difficulty with mixed particles;

though local sites on the particle may be dominated by cer-

Figure 2. Mixed particle from case 5. The circles denote the spots

scanned to give the following dominating elements: Red – Fe, Si

and Al; Yellow – Fe, Cr, Ni, Si and Al; Blue – Fe, Cr, Ca, Cl, S, Si

and Al. Scan of full particle indicates Si dominance.

tain elements, the SEM analysis does not provide a spatial

map of the elemental distribution across each particle sur-

face.

Mixed particles are typically either unclassified or clas-

sified by their most abundant elements. The particle illus-

trated in Fig. 2 would be classified as a silicate dust as it is

mixed but has a dominating Si influence. The size of the sam-

ples prevent manual inspection of every unclassified particle;

therefore, the abundance of mixed particles within a data set

must be inferred from the quantity quoted as “Other”.

3 Results

3.1 HYSPLIT back trajectories

Air mass histories were calculated using HYSPLIT for each

of the filter exposures to provide context with the environ-

mental conditions in which they were sampled. Figure 3

shows the spatial extent of these trajectories in the top two

panels and the mean altitudes covered are displayed in the

bottom panel.

The mean altitude of the trajectories remains within the

lower 1.5 km of the atmosphere. The modelled altitude typi-

cally increases with increased time backwards. Case 5 is the

exception to this trend, as consistent low-altitude trajectories

are modelled for the full duration shown. Also, the major-

ity of these trajectories are reasonably smooth; however, a

significant descent in height is modelled in case 4 at approx-

imately −2 days.

A north-easterly wind was observed for cases 1 to 3, bring-

ing air from over the dense Arctic sea ice to the region of

interest to the south-east of Svalbard. When extended back
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Figure 3. HYSPLIT air mass back trajectories for cases 1–6, initialised at the aircraft’s position and calculated 6 days backwards. Trajectories

at the beginning and end of each exposure are shown. Top left panel: cases 1 (black), 2 (green) and 3 (purple); top right panel: cases 4 (red),

5 (orange) and 6 (blue). The mean altitude covered by each of these trajectory groups is shown in the bottom panel.

by 6 days, differences between the air mass histories can

be seen. From Fig. 3, cases 1 and 2 show some similarities,

with the latter displaying more curvature anticlockwise than

the former. Trajectories from case 3 are distinct from these

two, with cyclonic curvature around the immediate vicinity

of Svalbard and Greenland.

There is a clear partition in the direction of the trajectories

as the spring campaign progressed. The first three exposures

had source regions to the north and west of the exposure loca-

tions, whilst the latter three primarily sampled from the east.

These latter trajectories are also more compact than the first

three cases (Fig. 3). The air from cases 4 and 5 is traced back

across the northern coast of Russia, whilst case 6 covers both

the northern coast of Russia and Scandinavia. A large por-

tion of these trajectories are clustered towards the continent,

suggesting a strong influence from this region.

These two trajectory groups can be dissected further; two

specific pairs can be identified (cases 1 and 2; 4 and 5), which

display similar paths, and cases 3 and 6 appear unique in

comparison. Overall, there appears to be a clear shift in the

source region of these boundary layer exposures as the cam-

paign progresses; from over the dense Arctic sea ice, through

Greenland and northern Russia to the European continent.

3.2 Aerosol size

To investigate any issues with inlet collection efficiency (see

Sect. 2.2), size distributions from the filter data were con-

structed and compared with arithmetic means of the wing-

mounted probe data over each exposure period. Number size

distributions were computed similarly to Chou et al. (2008);

namely, the total number of particles detected in each scan

was normalised by the area covered and total volume of air

sampled, then scaled to the full filter area. Figure 4 illustrates

these comparisons for each below-cloud filter pair analysed.

Data from the PCASP, CAS-DPOL and CDP instruments are

shown for comparison. These data use the standard scattering

cross sections for the aircraft probes and no refractive index

corrections were applied due to the expected mixed aerosol

population.

Agreement between the filter-derived and the probe data

appears dependent on the conditions sampled. For example,

case 3 was exposed during a section where cloud haze was

encountered, whereas cases 1, 5 and 6 were cleanly exposed

out of cloud. Cases 2 and 4 sampled small amounts of cloud

at the end of their exposures – at which point the probes mea-

sured some amount of cloud droplets and/or swollen aerosol

particles – therefore, the probe distributions differ somewhat

from the filter-derived particle distributions. Mean relative

humidity (RH) values (Table 2) from each exposure were

high (> 90 %) and the disagreement between filter and probe

Atmos. Chem. Phys., 16, 4063–4079, 2016 www.atmos-chem-phys.net/16/4063/2016/



G. Young et al.: Particle composition in the European Arctic 4071

0.1 1 10 50

0.01

1

100

10 000

dN
/d

lo
g 10

D
 [s

cm
−

3 ]

0.1 1 10 50

0.01

1

100

10 000

dN
/d

lo
g 10

D
 [s

cm
−

3 ]

0.1 1 10 50

0.01

1

100

10 000

Size [µm]

dN
/d

lo
g 10

D
 [s

cm
−

3 ]

0.1 1 10 50

0.01

1

100

10 000

0.1 1 10 50

0.01

1

100

10 000

0.1 1 10 50

0.01

1

100

10 000

Size [µm]

 

 

SEM All

PCASP

CAS

CDP

SEM mean

Case 2

Case 3

Case 1

Case 5

Case 4

Case 6
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data in Fig. 4 appears to correlate with these values. Case 1

displays good agreement under lower RH conditions, whilst

cases 2, 3, 4 and 5 display poorer agreement under higher RH

conditions. However, case 6 displays good agreement under

relatively high RH. The derived RH values are similar; there-

fore, these trends could be circumstantial. The RH measure

for case 3 is not trusted and is likely a consequence of con-

densation on the detection surface.

Qualitatively, there is reasonable agreement between the

probe and SEM-derived number size distributions – provid-

ing confidence in the analysis presented – but this similarly

highlights the limitations of the sample inlets on the aircraft

for coarse aerosol as described by Trembath (2013). The dis-

crepancies between these distributions, with relation to the

inlet efficiency issues, are addressed further in Sect. 4.1.

3.3 Aerosol composition

The particle classifications detailed in Table S1 in the Sup-

plement were applied to the compositional data obtained for

each analysed filter pair. The dependence of composition on

size is shown in Fig. 5, where only sizes which display good

agreement with the wing-mounted probes have been included

(∼ 0.5–∼10 µm). Data out with this range was viewed as be-

ing unrepresentative of the population, given the discrepan-

cies at small and large sizes in Fig. 4.

Clear trends become apparent when implementing this

size-segregated approach. Silicate dusts are identified in all

samples, with greater concentrations found at larger sizes in

all cases except the last. These dusts are especially abundant

in the first three cases. Cases 4 and 5 are dominated by fresh

chlorides at all sizes except the largest bins, and cases 3 and

6 also contained significant fractions of this species. Case 6

differs from the others, displaying increased Ca-rich, mixed

chloride and other fractions. Similarly, the high sulfate load-

ing in case 1 is unique, yet the composition trends of this case

can be associated with the subsequent flight via the abun-

dance of silicates; a link that is not so clear between cases 5

and 6.

Although the mineral phase cannot be identified, elemen-

tal ratios can be used to identify trends in the dust samples.

For example, feldspars can be rich in Ca, K or Na, whilst

clays may have significant fractions of Mg and/or Fe. The

elemental ratios displayed in Fig. 6 are variable across the

campaign. This variability is heightened in some ratios with

respect to others; from Fig. 6, the K /Al and Ca /Al ratios

are changeable but the Mg /Si ratio is low for all cases. The

mean and median values of the Si /Al ratio do not differ sub-

stantially between the flights, whilst the K /Al, Fe /Si and

Ca /Al ratios are heightened in case 6.

3.4 Comparison between below- and above-cloud

samples

The samples detailed previously were all exposed below

cloud and were chosen as the particles collected likely in-

fluenced the microphysics of clouds that formed above these

collection altitudes. Most of these cases appear to be in-

fluenced by local sources; cases 4 and 5 in particular are

predominantly composed of fresh chlorides. However, these
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Figure 5. Size-segregated particle classifications applied to each below-cloud case, with each size bin normalised to show the fraction (by

number) occupied by each classification. The sizes indicated are the bin centres. The number of particles scanned in each case is listed at the

top of each panel.

cases do not obviously address the involvement of aerosol

particles from distant sources.

As a test case, a filter pair exposed above cloud was anal-

ysed to compare the particle compositions. A comparison

study was chosen: flight B764 provided consecutive filter ex-

posures below and above (cases 4 and 7) a stratus cloud deck,

approximately 1 h apart, allowing for a comparison between

the respective compositional characteristics. The cloud lo-

cated between the exposures was mixed-phase, with a mea-

sured sub-adiabatic CDP liquid-water content profile. This

suggests that entrainment of aerosol from above may have

been an important source contributing to changes in the cloud

microphysical properties (Jackson et al., 2012), or that the

liquid-water in the cloud had been depleted via precipitation

processes. Air mass back trajectories varied little between

the exposures, with both cases influenced by air from over

the Barents Sea and the coast of northern Russia (see Fig. 3).

The conditions sampled during each of these exposures are

summarised in Table 2.

Figure 7 displays the compositional differences between

the below- and above-cloud samples. The fraction of unclas-

sified particles is greater in the above-cloud example for sizes

> 0.5 µm (panel b), whilst a similar fraction was observed

in both cases for sizes ≤ 0.5 µm (panel a). Similarly, a com-

parable fraction of silicates is identified on both filter pairs.

Greater fractions of fresh chlorides are found in case 4; how-

ever, a moderate loading of sea salt – and aged sea salt – is

still identified in case 7. Case 7 also has a greater sulfate load-

ing and the absolute number of particles detected was lower

than in the below-cloud case. The size-segregated classifica-

tions, shown in panel c of Fig. 7, display significant unclassi-

fied fractions across most sizes, with increased contributions

at< 1 and> 3 µm. The dominating species changes from un-

classified to fresh chlorides to silicates as particle size in-

creases and significant mixed chloride fractions are also ob-

served at small sizes.

4 Discussion

4.1 Size distributions

The filter-derived and probe-averaged size distributions from

Sect. 3.2 compare reasonably well. The disagreement at the

size limits (. 0.5 and & 10 µm) of these distributions implies

that the inlet collection and filter efficiency issues discussed

in Sect. 2.2 were influencing these samples. These collection

issues have been found to have the greatest impact on the

coarse mode (Andreae et al., 2000; Formenti et al., 2003).

The results shown in Fig. 4 reflect this, where the agreement

between the filter- and probe-distributions decreases with in-

creasing size (& 1–2 µm). Coarse-mode enhancement rela-

tive to the probe data is not observed to the same extent as

Chou et al. (2008). Reasonable agreement between these data

is observed up to approximately 10 µm, as also concluded by

Johnson et al. (2012) – whose samples were analysed using

the same facilities in the Williamson Research Centre – and

Chou et al. (2008).

Disagreement < 0.5 µm could be due to particles either

passing through the filter pores at the time of exposure or

being left undetected by the EDS analysis due to a decreas-

ing signal-to-noise ratio and increasing interaction volume

in this size limit (Kandler et al., 2011). Chou et al. (2008)
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found that their accumulation-mode filter size distributions

derived from transmission electron microscopy (TEM) cor-

related better with observational data obtained from a cabin-

based PCASP variation sampling from a Counterflow Virtual

Impactor inlet (CVI-PCASP) than their SEM-derived dis-

tributions. Given the similarity between the filtration tech-

niques applied, this may suggest that the disagreement be-

tween the accumulation-mode distributions observed here

could be a result of the limitations of the SEM technique

rather than an issue with the filter sampling on the aircraft.

However, Chou et al. (2008) also identified differences be-

tween the performance of their CVI-PCASP and externally

mounted PCASP – with the former consistently overcounting

compared to the latter – suggesting that possible inlet losses

could be similarly affecting the wing-mounted PCASP used

in this study. In summary, the SEM technique, filter mecha-

nism collection efficiency, and possible inlet losses could all

be introducing some magnitude of error to the comparisons

shown in Fig. 4, and it is not trivial to identify which source

of error is the most influential in these cases.

4.1.1 Cases 1 to 5

The compositional trends observed in Fig. 5 are typically dif-

ferent between each case. Compositional dominance varies

from sulfates to silicates to fresh chlorides through the first

five cases. Some particle classes, e.g. carbonaceous or sul-

fates, are mostly observed at sizes< 1 µm (excluding case 1),

whilst others (e.g. silicates) are more common at larger par-

ticle sizes.

The influence of sulfates, silicates and fresh chlorides

varies substantially in the first five cases; variability which

could be inferred from the differences in the respective back

trajectories. There are distinct similarities between the trends

derived for cases 4 and 5, with dominant fresh chloride and

silicate signatures observed (Fig. 5). Both cases display a

similar mixed chloride loading between sizes 0.5 and 1 µm;

particles which are likely sea salts mixed with sulfates.

The chloride classifications are not ubiquitously observed

in the first five cases, with particularly low measurements of

these species in cases 1 and 2. This suggests that the ocean

was not a strong source of particles in these cases, whereas

the significance of this source is clear in cases 3, 4 and 5.

This hypothesis is strengthened by the back trajectories cal-

culated for these exposures (Fig. 3); the air mass source for

cases 1 and 2 was the frozen Arctic Ocean, whilst cases 4 and

5 both had low-altitude trajectories across the sea surface.

During the transition over the ocean, sea salts could have

been lifted into the air stream. Case 1 displays a high sul-

fate signature – a characteristic unique from the other cases

– suggesting that these particles had sufficient time to inter-

act with sulfate gases (from either anthropogenic or marine

sources, see Sect. 2.4.2) during transit over the sea ice. There

is a common link between the first three cases in their respec-

tive silicate loadings; the measured amount of silicate-based

dusts is high in these cases, with a maximum reached during

case 2. Potential sources of these dusts are discussed further

in Sect. 4.2.

4.1.2 Case 6

Case 6 was exposed in a different location – to the north-

west of Svalbard instead of the south-east – than the first

five cases (see Table 1). The particle loading was much

greater for this case, as indicated by the large number of

particles collected (Fig. 5) and the very short sampling time

(Table 2). The comparatively greater number concentration

measured agrees with the aerosol climatology presented by

Tunved et al. (2013) and results from the Arctic Study of

Tropospheric Aerosol and Radiation (ASTAR) 2000 cam-

paign (Hara et al., 2003), where trajectories from northern

Russia and Europe coincided with noted “haze” events with

increased particle loadings. Additionally, there are distinct
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compositional differences between cases 1–5 and case 6.

This case is the only one not to be dominated by silicates at

super-micron sizes and has the greatest proportion of Ca-rich

particles, biomass tracers and unclassified particles across

the sizes considered. Case 6 is unique in its dominant par-

ticle categories, their respective size evolution, and air mass

back trajectory, emphasising its contrast to the other cases.

The magnitude of the biomass tracer fraction is only suf-

ficient enough to be observed in case 6. These particles are

mostly small in size, as shown in Fig. 5. Andreae (1983) have

previously shown that there is a strong relationship between

biomass particle species and particle size below 2 µm. The

K measurements in these particles mirror the quantities mea-

sured by Umo et al. (2015) for bottom ashes, adding confi-

dence to their identification as biomass products. Modelled

back trajectories for case 6 hail from northern Russia and

the European continent. Potential sources of these particles

could include similar boreal forest fire events as those sam-

pled by Quennehen et al. (2012), which were also observed

at approximately the same time of year, or from European

biomass activities.

The Ca-rich particles observed strongly in case 6 are dis-

tinct and not observed to the same magnitude in the other

flights, implying a unique source. It is possible that these

are naturally occurring carbonate dusts; however, Umo et al.

(2015) also measured several species of Ca-based dusts in

their wood and bottom ash samples, suggesting that these

could also be from biomass burning activities. The strong

detection of Ca-rich particles alongside the K-dominant

biomass particles supports this conclusion here. The relative

prevalence of K-rich and Ca-rich particles found in the sub-

and super-micron ranges mirrors the relationship observed

in the biomass burning study by Andreae (1983). The large

Ca signature is also observed in the silicate and mixed sil-

icate spectra for this case (Fig. S2 in the Supplement), and

consequently affects the K /Al and Ca /Al ratios (shown in

Fig. 6). It is unclear whether these enhanced values are a

result of internal mixing of silicates with the Ca- or K-rich

biomass particles or if they are real feldspar signatures (as

K-feldspar or plagioclase). The Fe /Si ratio is also elevated

for this case and this could be due to increased detection of

clay-like dusts or hematite, and/or internal mixing with an-

thropogenic smelting emissions.

4.2 Sourcing the dust

Unexpectedly, large fractions of silicate dusts are observed

in every case. These filters were collected in March when the

majority of the surrounding surface was snow covered; there-

fore, there is no obvious local source of mineral dust. Wein-

bruch et al. (2012) also identified large dust fractions in their

samples collected at Ny-Ålesund in April 2008, and these

dusts would likely act as a source of ice nucleating particles

for clouds in this region. The presence of dust in such quan-

tities could either be due to some local source, long-range

transport or a combination of these two avenues. To better

understand the characteristics of these dusts, the elemental

ratios in Fig. 6 can be considered. In general, the consistency

in the median Si /Al ratio between each case suggests that

the typical composition of the aluminosilicates has low vari-

ability, with each distribution skewed differently to account

for the differences in the mean and variance values.

Elemental ratios can be used to infer a source of the min-

eral dusts. Several studies have investigated characteristic ra-

tios of dusts from a variety of arid regions. For example, the

African dust study by Formenti et al. (2008) calculated these

ratios from airborne filter data and derived Si /Al, K /Al and

Ca /Al ratios of approximately 3, 0.25 and 0.5 respectively.

These values are within the limits of those calculated in this

study (Fig. 6); however, a lack of good agreement suggests
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that these sources may not be related to the dusts analysed

here. Zhang et al. (2001) presented these ratios for dusts col-

lected at various Asian sites, and their Tibetan and Loess

Plateau samples were found to have Si /Al ratios of 4.6 and

2.5 respectively. The Loess values are consistent with the

mean values obtained in all cases, whereas the Tibetan values

lie within the upper bounds of samples 3 and 5. The Loess

samples also had a Ca /Al ratio of 2.7, lying between the

median and mean values obtained for case 6 and within the

upper bound of case 3; however, it is much greater than the

average ratio derived for the majority of these cases. Their

K /Al ratio was found to be 0.95, consistent with the first

five cases but not case 6. This could be due to the height-

ened K influence from biomass sources in case 6, but could

also be coincidental and care must be taken when attributing

a transported dust sample to a given source via this method.

The dust collected here does appear to have more in common

with the Asian samples than the African samples; however,

the composition of dusts originating from the same source

region is not always consistent and can vary between close

geographical locations (Glen and Brooks, 2013). It is also un-

clear how these ratios would be affected by transportation, as

atmospheric processing would likely alter the composition of

ageing dust with respect to the freshly emitted dust character-

istics reported in these studies. Despite this, it is worth noting

that Liu et al. (2015) identified high-altitude plumes during

the springtime ACCACIA campaign, which hailed from the

Asian continent. It could be possible that dusts from these

sources were advected over large distances in addition to the

black carbon explicitly measured and modelled by Liu et al.

(2015). The increase in mean trajectory altitude with time,

as shown in Fig. 3, supports this theory as the descent of

air from > 1000 m could be drawing dusts down to the low-

altitudes considered. The theory that Asian dust contributes

to the Arctic haze phenomenon is not new, and observations

have indicated that this is the case (e.g. Rahn et al., 1977).

However, models have not been able to produce conclusive

evidence (Quinn et al., 2007). A key question in this hypoth-

esis is theorising how the dust is lofted up to high altitudes in

the atmosphere, and subsequently undergoes this long-range

transportation, without experiencing cloud processing. It is

possible that frontal uplifts at the source are responsible, with

weakly scavenging mixed-phase clouds along the trajectories

allowing the dust loading to remain so high.

4.3 Mixed aerosol particles

The degree of mixing in each case is different – as displayed

by the variability in mean fractions shown in Fig. S2 in the

Supplement – thus tying in with the differences between the

air mass histories. Particles that have undergone long-range

transport likely would have enhanced internal mixing and

may not be adequately classified by the scheme employed

here. Unclassified particles are prevalent in cases 3, 6 and 7

(Fig. 5). Variability within the categories (as seen in Fig. S2

in the Supplement) highlights the importance of treating the

classifications with caution: they provide a good representa-

tion of the particle species collected, yet the ability of the

criteria to account for mixed species is not always efficient.

The influence of unclassified particles on the population

is most evident in the higher-altitude case: case 7 (Fig. 7) is

distinctly different from its below-cloud counterpart (case 4,

Fig. 5). In addition to the enhanced other fraction, large

mixed chloride, sulfate and mixed silicate loadings are also

identified above cloud (Fig. 7); classifications which could

be attributed to anthropogenic influences. In this case, it is

likely that these particles had undergone mixing over long-

range transport. The contrast between the below- and above-

cloud cases emphasises the segregation of the Arctic aerosol

sources: whilst being influenced by local surface sources, the

Arctic atmosphere is also affected by this influx of long-

range transported aerosol particles – the Arctic haze – dur-

ing the spring months (Barrie, 1986; Shaw, 1995; Liu et al.,

2015). Both of these aerosol pathways will affect the cloud

microphysics, and further investigation is required to better

understand the importance of each. The particle classes de-

tected in cases 4 and 7 could have interacted with the cloud

layer as CCN or INPs, whilst the differences between them

can be explained by the cloud restricting any direct mixing

between the two populations.

The extent of internal and external mixing observed indi-

cates that some INP predictions may be fraught with inaccu-

racy in this region; for example, DeMott et al. (2010) related

INP concentration to the total aerosol concentration> 0.5 µm

under the assumption that most of these aerosol particles are

INPs. However, efficient INPs (e.g. mineral dusts) were not

found to be consistently dominant in this limit. As suggested

by DeMott et al. (2010), this relation may not be applica-

ble in cases heavily influenced by marine sources, and the

high loadings of super-micron sea salt identified in some of

the ACCACIA cases would qualify these as such. The use of

dust-based parameterisations such as Niemand et al. (2012)

or DeMott et al. (2015) may provide a more accurate predic-

tion of the INP concentration in these cases.

Whilst it is likely that the dusts observed in this study

would act as INPs, it cannot be determined how the unclas-

sified and mixed particle categories would interact with the

clouds in this region. In particular, the lack of sound quanti-

tative C and O measurements prevents organic coatings from

being identified; coatings which are important in interpret-

ing aerosol–cloud interactions. The mixed particles identi-

fied here could likely act as CCN as they would possess a

soluble component provided by the Cl or S signatures. How-

ever, it is also likely that they could influence the INP pop-

ulation; whilst soluble coatings may suppress ice nucleating

ability, the presence of IN-active coatings and/or complex in-

ternal mixing could act to enhance it. Examples of IN-active

coatings could include biological material, as some strains of

bacteria have been observed to be efficient INPs in labora-

tory studies (Möhler et al., 2007; Hoose and Möhler, 2012).
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Some studies have identified cases where bacteria has sur-

vived long-range atmospheric transport by piggybacking

dust particles (Yamaguchi et al., 2012). It is possible that

such bacteria could influence the Arctic atmosphere via a

similar transportation mechanism. Fundamentally, compre-

hending how these mixed particles interact and impact the

cloud microphysics is a significant step to take towards im-

proving our understanding of aerosol–cloud interactions in

the Arctic springtime.

5 Conclusions

During the Aerosol–Cloud Coupling and Climate Interac-

tions (ACCACIA) springtime campaign, in situ samples of

Arctic aerosol particles were collected on polycarbonate fil-

ters. Analysis of these samples has been detailed, with a fo-

cus placed upon identifying the composition of the collected

particles and investigating their potential sources. In total, six

below-cloud exposures were analysed to infer how the local

sources may influence the cloud microphysics of the region

(Fig. 1) and one above-cloud case was considered to inves-

tigate the composition of transported particles (Fig. 7). The

main findings of this study are as follows:

– Single-particle analysis of the filters produced number

size distributions which were comparable (from approx-

imately 0.5–10 µm) to those derived from the wing-

mounted optical particle counters (Fig. 4). Better agree-

ment between these distributions was achieved in lower

RH sampling conditions. The composition of the parti-

cles collected was strongly dependent upon size across

all samples, with crustal minerals and sea salts dominat-

ing the super-micron range. Carbon- and sulfur-based

particles were mostly observed in the < 1 µm limit

(Fig. 5). Large fractions of mixed particles – as shown

by the other, mixed silicate and mixed chloride cate-

gories in Figs. 5 and 7 – were identified in each case.

The impact of these particles on cloud microphysics as

potential INPs and/or CCN is not quantifiable by this

study.

– Distinct size-dependent compositional trends were ob-

served in each sample, with stark differences between

cases (Fig. 5). These differences were attributed to vari-

ations in the air mass histories; cases 1 and 2 presented

a silicate dust dominance, whilst cases 4 and 5 had

similar chloride and silicate loadings. These similari-

ties were mirrored by their closely related source re-

gions (Fig. 3). The relationship between composition

and trajectory was strengthened by the unique attributes

of case 6; both the trends and trajectory were distinct in

this case and the particle classifications identified can be

explained by hypothesised sources along the trajectory

presented.

– Crustal minerals were identified in all cases, despite

the seasonal local snow cover. The HYSPLIT back tra-

jectories (Fig. 3) were variable in direction, yet typ-

ically increased in mean altitude over time. These

dusts were therefore hypothesised to have undergone

long-range, high-altitude transport from distant sources,

through regions containing weakly scavenging mixed-

phase clouds. Some elemental characteristics (Fig. 6)

were found to be consistent with Asian dust sources;

however, it is not known how long-range transport may

affect the composition of these dusts and so this theory

cannot be proven with these data.

The non-volatile, coarse-mode Arctic aerosol particles

analysed by this study showed great variation between sub-

sequent days and different meteorological conditions; there-

fore, it would be difficult to incorporate these findings into

models. However, the measurements from the springtime

ACCACIA campaign provide a good opportunity to simulta-

neously investigate both the properties of aerosol particles in

the region and the microphysical characteristics of the clouds

observed. Further study of the cloud microphysics of these

cases, with reference to these aerosol observations, will allow

us to improve both our understanding and the representation

of aerosol–cloud interactions in climate models and act to re-

duce the uncertainty in forecasting the Arctic atmosphere in

the future.

The Supplement related to this article is available online

at doi:10.5194/acp-16-4063-2016-supplement.

Acknowledgements. This work was funded by the National Envi-

ronment Research Council (NERC), under grant NE/I028696/1,

as part of the ACCACIA campaign. G. Young was supported by

a NERC PhD studentship. We would like to thank the ACCACIA

project team for their efforts, and J. Crosier and N. Marsden for

their helpful comments and advice. Airborne data were obtained

using the BAe-146-301 Atmospheric Research Aircraft (ARA)

flown by Directflight Ltd and managed by the Facility for Airborne

Atmospheric Measurements (FAAM), which is a joint entity

of the Natural Environment Research Council (NERC) and the

Met Office. G. Young would also like to thank J. Fellowes and

J. Waters at the Williamson Research Centre for their guidance

with the ESEM instrument and the European Geosciences Union

for funding the publication this article as part of an OSP 2015

award.

Edited by: W. T. Sturges

References

Andreae, M. O.: Soot Carbon and Excess Fine Potassium: Long-

Range Transport of Combustion-Derived Aerosols, Science, 220,

1148–1151, doi:10.1126/science.220.4602.1148, 1983.

Atmos. Chem. Phys., 16, 4063–4079, 2016 www.atmos-chem-phys.net/16/4063/2016/



G. Young et al.: Particle composition in the European Arctic 4077

Andreae, M. O. and Rosenfeld, D.: Aerosol cloud pre-

cipitation interactions. Part 1. The nature and sources

of cloud-active aerosols, Earth Sci. Rev., 89, 13–41,

doi:10.1016/j.earscirev.2008.03.001, 2008.

Andreae, M. O., Elbert, W., Gabriel, R., Johnson, D. W., Osborne,

S., and Wood, R.: Soluble ion chemistry of the atmospheric

aerosol and SO2 concentrations over the eastern North Atlantic

during ACE-2, Tellus B, 52, 1066–1087, doi:10.1034/j.1600-

0889.2000.00105.x, 2000.

Barrie, L. A.: Arctic Air Chemistry: An Overview, in: Arctic

Air Pollution, edited by: Stonehouse, B., Cambridge University

Press, Cambridge, UK, 1986.

Behrenfeldt, U., Krejci, R., Ström, J., and Stohl, A.: Chemical prop-

erties of Arctic aerosol particles collected at the Zeppelin station

during the aerosol transition period in May and June of 2004,

Tellus B, 60, 405–415, doi:10.1111/j.1600-0889.2008.00349.x,

2008.

Boucher, O., Randall, D., Artaxo, P., Bretherton, C., Feingold, G.,

Forster, P., Kerminen, V. M., Kondo, Y., Liao, H., Lohmann, U.,

Rasch, P., Satheesh, S. K., Sherwood, S., Stevens, B., and Zhang,

X. Y.: Clouds and Aerosols, in: Climate Change 2013: The Phys-

ical Science Basis. Contribution of Working Group I to the Fifth

Assessment Report of the Intergovernmental Panel on Climate

Change, edited by: Stocker, T. F., Qin, D., Plattner, G. K., Tignor,

M., Allen, S. K., Boschung, J., Nauels, A., Xia, Y., Bex, V., and

Midgley, P. M., Cambridge University Press, Cambridge, United

Kingdom, New York, NY, USA, 2013.

Chou, C., Formenti, P., Maille, M., Ausset, P., Helas, G., Harri-

son, M., and Osborne, S.: Size distribution, shape, and com-

position of mineral dust aerosols collected during the African

Monsoon Multidisciplinary Analysis Special Observation Pe-

riod 0: Dust and Biomass-Burning Experiment field cam-

paign in Niger, January 2006, J. Geophys. Res., 113, D00C10,

doi:10.1029/2008JD009897, 2008.

Connolly, P. J., Möhler, O., Field, P. R., Saathoff, H., Burgess,

R., Choularton, T., and Gallagher, M.: Studies of heterogeneous

freezing by three different desert dust samples, Atmos. Chem.

Phys., 9, 2805–2824, doi:10.5194/acp-9-2805-2009, 2009.

Conny, J. M. and Norris, G. A.: Scanning Electron Microanaly-

sis and Analytical Challenges of Mapping Elements in Urban

Atmospheric Particles, Environ. Sci. Technol., 45, 7380–7386,

doi:10.1021/es2009049, 2011.

Crosier, J., Allan, J. D., Coe, H., Bower, K. N., Formenti, P., and

Williams, P. I.: Chemical composition of summertime aerosol in

the Po Valley (Italy), northern Adriatic and Black Sea, Q. J. Roy.

Meteor. Soc., 133, 61–75, doi:10.1002/qj.88, 2007.

Curry, J. A., Rossow, W. B., Randall, D., and Schramm,

J. L.: Overview of Arctic Cloud and Radiation Char-

acteristics, J. Climate, 9, 1731–1764, doi:10.1175/1520-

0442(1996)009<1731:OOACAR>2.0.CO;2, 1996.

de Boer, G., Shupe, M. D., Caldwell, P. M., Bauer, S. E., Pers-

son, O., Boyle, J. S., Kelley, M., Klein, S. A., and Tjern-

ström, M.: Near-surface meteorology during the Arctic Sum-

mer Cloud Ocean Study (ASCOS): evaluation of reanalyses

and global climate models, Atmos. Chem. Phys., 14, 427–445,

doi:10.5194/acp-14-427-2014, 2014.

DeMott, P. J., Prenni, A. J., Liu, X., Kreidenweis, S. M., Petters,

M. D., Twohy, C. H., Richardson, M. S., Eidhammer, T., and

Rogers, D. C.: Predicting global atmospheric ice nuclei distribu-

tions and their impacts on climate, P. Natl. Acad. Sci. USA, 107,

11217–11222, doi:10.1073/pnas.0910818107, 2010.

DeMott, P. J., Prenni, A. J., McMeeking, G. R., Sullivan, R. C.,

Petters, M. D., Tobo, Y., Niemand, M., Möhler, O., Snider, J.

R., Wang, Z., and Kreidenweis, S. M.: Integrating laboratory and

field data to quantify the immersion freezing ice nucleation activ-

ity of mineral dust particles, Atmos. Chem. Phys., 15, 393–409,

doi:10.5194/acp-15-393-2015, 2015.

Draxler, R. R. and Hess, G. D.: An Overview of the HYSPLIT_4

Modelling System for Trajectories, Dispersion, and Deposition,

Aust. Meteorol. Mag., 47, 295–308, 1998.

Fleming, Z. L., Monks, P. S., and Manning, A. J.: Review:

Untangling the influence of air-mass history in interpreting

observed atmospheric composition, Atmos. Res., 104, 1–39,

doi:10.1016/j.atmosres.2011.09.009, 2012.

Formenti, P., Elbert, W., Maenhaut, W., Haywood, J., Osborne, S.,

and Andreae, M. O.: Inorganic and carbonaceous aerosols dur-

ing the Southern African Regional Science Initiative (SAFARI

2000) experiment: Chemical characteristics, physical properties,

and emission data for smoke from African biomass burning, J.

Geophys. Res., 108, 8488, doi:10.1029/2002JD002408, 2003.

Formenti, P., Rajot, J. L., Desboeufs, K., Caquineau, S., Chevail-

lier, S., Nava, S., Gaudichet, A., Journet, E., Triquet, S., Al-

faro, S., Chiari, M., Haywood, J., Coe, H., and Highwood,

E.: Regional variability of the composition of mineral dust

from western Africa: Results from the AMMA SOP0/DABEX

and DODO field campaigns, J. Geophys. Res., 113, D00C13,

doi:10.1029/2008JD009903, 2008.

Formenti, P., Schütz, L., Balkanski, Y., Desboeufs, K., Ebert, M.,

Kandler, K., Petzold, A., Scheuvens, D., Weinbruch, S., and

Zhang, D.: Recent progress in understanding physical and chem-

ical properties of African and Asian mineral dust, Atmos. Chem.

Phys., 11, 8231–8256, doi:10.5194/acp-11-8231-2011, 2011.

Geng, H., Ryu, J., Jung, H.-J., Chung, H., Ahn, K.-H., and Ro,

C.-U.: Single-Particle Characterization of Summertime Arctic

Aerosols Collected at Ny-Ålesund, Svalbard, Environ. Sci. Tech-

nol., 44, 2348–2353, doi:10.1021/es903268j, 2010.

Glen, A. and Brooks, S. D.: A new method for measuring optical

scattering properties of atmospherically relevant dusts using the

Cloud and Aerosol Spectrometer with Polarization (CASPOL),

Atmos. Chem. Phys., 13, 1345–1356, doi:10.5194/acp-13-1345-

2013, 2013.

Hand, V. L., Capes, G., Vaughan, D. J., Formenti, P., Haywood,

J. M., and Coe, H.: Evidence of internal mixing of African dust

and biomass burning particles by individual particle analysis us-

ing electron beam techniques, J. Geophys. Res., 115, D13301,

doi:10.1029/2009JD012938, 2010.

Hara, K., Yamagata, S., Yamanouchi, T., Sato, K., Herber, A.,

Iwasaka, Y., Nagatani, M., and Nakata, H.: Mixing states of

individual aerosol particles in spring Arctic troposphere dur-

ing ASTAR 2000 campaign, J. Geophys. Res., 108, 4209,

doi:10.1029/2002JD002513, 2003.

Heintzenberg, J., Hansson, H.-C., Ogren, J. A., Covert, D. S.,

and Blanchet, J.-P.: Physical and Chemical Properties of Arctic

Aerosols and Clouds, in: Arctic Air Pollution, edited by: Stone-

house, B., Cambridge University Press, Cambridge, UK, 1986.

Hoose, C. and Möhler, O.: Heterogeneous ice nucleation on atmo-

spheric aerosols: a review of results from laboratory experiments,

www.atmos-chem-phys.net/16/4063/2016/ Atmos. Chem. Phys., 16, 4063–4079, 2016



4078 G. Young et al.: Particle composition in the European Arctic

Atmos. Chem. Phys., 12, 9817–9854, doi:10.5194/acp-12-9817-

2012, 2012.

Jackson, R. C., McFarquhar, G. M., Korolev, A. V., Earle, M. E.,

Liu, P. S. K., Lawson, R. P., Brooks, S., Wolde, M., Laskin,

A., and Freer, M.: The dependence of ice microphysics on

aerosol concentration in arctic mixed-phase stratus clouds dur-

ing ISDAC and M-PACE, J. Geophys. Res., 117, D15207,

doi:10.1029/2012JD017668, 2012.

John, W., Hering, S., Reischl, G., Sasaki, G., and Goren, S.: Char-

acteristics of Nuclepore filters with large pore size – II. Filtration

properties, Atmos. Environ., 17, 373–382, doi:10.1016/0004-

6981(83)90054-9, 1983.

Johnson, B., Turnbull, K., Brown, P., Burgess, R., Dorsey, J., Baran,

A. J., Webster, H., Haywood, J., Cotton, R., Ulanowski, Z.,

Hesse, E., Woolley, A., and Rosenberg, P.: In situ observations

of volcanic ash clouds from the FAAM aircraft during the erup-

tion of Eyjafjallajökull in 2010, J. Geophys. Res., 117, D00U24,

doi:10.1029/2011JD016760, 2012.

Kandler, K., Benker, N., Bundke, U., Cuevas, E., Ebert, M.,

Knippertz, P., Rodríguez, S., Schütz, L., and Weinbruch,

S.: Chemical composition and complex refractive index of

Saharan Mineral Dust at Izaña, Tenerife (Spain) derived

by electron microscopy, Atmos. Environ., 41, 8058–8074,

doi:10.1016/j.atmosenv.2007.06.047, 2007.

Kandler, K., Lieke, K., Benker, N., Emmel, C., Küpper, M., Müller-

Ebert, D., Ebert, M., Scheuvens, D., Schladitz, A., Schütz, L.,

and Weinbruch, S.: Electron microscopy of particles collected

at Praia, Cape Verde, during the Saharan Mineral Dust Ex-

periment: particle chemistry, shape, mixing state and complex

refractive index, Tellus B, 63, 475–496, doi:10.1111/j.1600-

0889.2011.00550.x, 2011.

Kanji, Z. A., Welti, A., Chou, C., Stetzer, O., and Lohmann, U.:

Laboratory studies of immersion and deposition mode ice nucle-

ation of ozone aged mineral dust particles, Atmos. Chem. Phys.,

13, 9097–9118, doi:10.5194/acp-13-9097-2013, 2013.

Krejci, R., Ström, J., de Reus, M., and Sahle, W.: Single particle

analysis of the accumulation mode aerosol over the northeast

Amazonian tropical rain forest, Surinam, South America, At-

mos. Chem. Phys., 5, 3331–3344, doi:10.5194/acp-5-3331-2005,

2005.

Krueger, B. J., Grassian, V. H., Laskin, A., and Cowin, J. P.:

The transformation of solid atmospheric particles into liq-

uid droplets through heterogeneous chemistry: Laboratory in-

sights into the processing of calcium containing mineral dust

aerosol in the troposphere, Geophys. Res. Lett., 30, 1148,

doi:10.1029/2002GL016563, 2003.

Lance, S., Brock, C. A., Rogers, D., and Gordon, J. A.: Water

droplet calibration of the Cloud Droplet Probe (CDP) and in-

flight performance in liquid, ice and mixed-phase clouds during

ARCPAC, Atmos. Meas. Tech., 3, 1683–1706, doi:10.5194/amt-

3-1683-2010, 2010.

Levin, Z., Ganor, E., and Gladstein, V.: The Effects of Desert

Particles Coated with Sulfate on Rain Formation in the

Eastern Mediterranean, J. Appl. Meteorol., 35, 1511–1523,

doi:10.1175/1520-0450(1996)035<1511:TEODPC>2.0.CO;2,

1996.

Levin, Z., Teller, A., Ganor, E., and Yin, Y.: On the interac-

tions of mineral dust, sea-salt particles, and clouds: A mea-

surement and modeling study from the Mediterranean Israeli

Dust Experiment campaign, J. Geophys. Res., 110, D20202,

doi:10.1029/2005JD005810, 2005.

Li, J., Pósfai, M., Hobbs, P. V., and Buseck, P. R.: Individual aerosol

particles from biomass burning in southern Africa: 2. Compo-

sitions and aging of inorganic particles, J. Geophys. Res., 108,

8484, doi:10.1029/2002JD002310, 2003.

Liu, B. Y. H. and Lee, K. W.: Efficiency of membrane and nucle-

pore filters for submicrometer aerosols, Environ. Sci. Technol.,

10, 345–350, doi:10.1021/es60115a002, 1976.

Liu, D., Quennehen, B., Darbyshire, E., Allan, J. D., Williams, P.

I., Taylor, J. W., Bauguitte, S. J.-B., Flynn, M. J., Lowe, D., Gal-

lagher, M. W., Bower, K. N., Choularton, T. W., and Coe, H.:

The importance of Asia as a source of black carbon to the Eu-

ropean Arctic during springtime 2013, Atmos. Chem. Phys., 15,

11537–11555, doi:10.5194/acp-15-11537-2015, 2015.

Lloyd, G., Choularton, T. W., Bower, K. N., Crosier, J., Jones, H.,

Dorsey, J. R., Gallagher, M. W., Connolly, P., Kirchgaessner, A.

C. R., and Lachlan-Cope, T.: Observations and comparisons of

cloud microphysical properties in spring and summertime Arc-

tic stratocumulus clouds during the ACCACIA campaign, At-

mos. Chem. Phys., 15, 3719–3737, doi:10.5194/acp-15-3719-

2015, 2015.

Mamane, Y. and Noll, K. E.: Characterization of large particles

at a rural site in the eastern United States: Mass distribution

and individual particle analysis, Atmos. Environ., 19, 611–622,

doi:10.1016/0004-6981(85)90040-X, 1985.

Möhler, O., DeMott, P. J., Vali, G., and Levin, Z.: Microbiology and

atmospheric processes: the role of biological particles in cloud

physics, Biogeosciences, 4, 1059–1071, doi:10.5194/bg-4-1059-

2007, 2007.

Möhler, O., Benz, S., Saathoff, H., Schnaiter, M., Wagner, R.,

Schneider, J., Walter, S., Ebert, V., and Wagner, S.: The ef-

fect of organic coating on the heterogeneous ice nucleation ef-

ficiency of mineral dust aerosols, Environ. Res. Lett., 3, 025007,

doi:10.1088/1748-9326/3/2/025007, 2008.

Murray, B. J., O’Sullivan, D., Atkinson, J. D., and Webb, M. E.: Ice

nucleation by particles immersed in supercooled cloud droplets,

Chem. Soc. Rev., 41, 6519–6554, doi:10.1039/c2cs35200a,

2012.

Niemand, M., Möhler, O., Vogel, B., Vogel, H., Hoose, C., Con-

nolly, P., Klein, H., Bingemer, H., DeMott, P., Skrotzki, J., and

Leisner, T.: A Particle-Surface-Area-Based Parameterization of

Immersion Freezing on Desert Dust Particles, J. Atmos. Sci., 69,

3077–3092, doi:10.1175/JAS-D-11-0249.1, 2012.

Perovich, D. K., Richter-Menge, J. A., Jones, K. F., and Light,

B.: Sunlight, water, and ice: Extreme Arctic sea ice melt dur-

ing the summer of 2007, Geophys. Res. Lett., 35, L11501,

doi:10.1029/2008GL034007, 2008.

Pruppacher, H. R. and Klett, J. D.: Microphysics of Clouds and Pre-

cipitation, 2nd Edn., Kluwer Academic Publishers, Dordrecht,

the Netherlands, 1997.

Quennehen, B., Schwarzenboeck, A., Matsuki, A., Burkhart, J. F.,

Stohl, A., Ancellet, G., and Law, K. S.: Anthropogenic and forest

fire pollution aerosol transported to the Arctic: observations from

the POLARCAT-France spring campaign, Atmos. Chem. Phys.,

12, 6437–6454, doi:10.5194/acp-12-6437-2012, 2012.

Quinn, P. K., Shaw, G., Andrews, E., Dutton, E. G., Ruoho-

Airola, T., and Gong, S. L.: Arctic haze: current trends and

Atmos. Chem. Phys., 16, 4063–4079, 2016 www.atmos-chem-phys.net/16/4063/2016/



G. Young et al.: Particle composition in the European Arctic 4079

knowledge gaps, Tellus B, 59, 99–114, doi:10.1111/j.1600-

0889.2006.00238.x, 2007.

Rahn, K. A.: Relative importances of North America and Eurasia

as sources of Arctic aerosol, Atmos. Environ., 15, 1447–1455,

doi:10.1016/0004-6981(81)90351-6, 1981.

Rahn, K. A., Borys, R. D., and Shaw, G. E.: The Asian

source of Arctic haze bands, Nature, 268, 713–715,

doi:10.1038/268713a0, 1977.

Reimann, C., Banks, D., and Caritat, P. de: Impacts of Air-

borne Contamination on Regional Soil and Water Quality: The

Kola Peninsula, Russia, Environ. Sci. Technol., 34, 2727–2732,

doi:10.1021/es9912933, 2000.

Rosenberg, P. D., Dean, A. R., Williams, P. I., Dorsey, J. R.,

Minikin, A., Pickering, M. A., and Petzold, A.: Particle sizing

calibration with refractive index correction for light scattering

optical particle counters and impacts upon PCASP and CDP data

collected during the Fennec campaign, Atmos. Meas. Tech., 5,

1147–1163, doi:10.5194/amt-5-1147-2012, 2012.

Seiler, W. and Crutzen, P.: Estimates of gross and net

fluxes of carbon between the biosphere and the atmo-

sphere from biomass burning, Climatic Change, 2, 207–247,

doi:10.1007/BF00137988, 1980.

Serreze, M. C., Holland, M. M., and Stroeve, J.: Perspectives on

the Arctic’s Shrinking Sea-Ice Cover, Science, 315, 1533–1536,

doi:10.1126/science.1139426, 2007.

Shaw, G. E.: The Arctic Haze Phenomenon, B. Am.

Meteorol. Soc., 76, 2403–2414, doi:10.1175/1520-

0477(1995)076<2403:TAHP>2.0.CO;2, 1995.

Steinnes, E., Lukina, N., Nikonov, V., Aamlid, D., and Røyset, O.:

A Gradient Study of 34 Elements in the Vicinity of a Copper-

Nickel Smelter in the Kola Peninsula, Environ. Monit. Assess.,

60, 71–88, doi:10.1023/A:1006165031985, 2000.

Ström, J., Umegård, J., Tørseth, K., Tunved, P., Hansson, H.-

C., Holmén, K., Wismann, V., Herber, A., and König-Langlo,

G.: One year of particle size distribution and aerosol chemi-

cal composition measurements at the Zeppelin Station, Svalbard,

March 2000–March 2001, Phys. Chem. Earth, 28, 1181–1190,

doi:10.1016/j.pce.2003.08.058, 2003.

Trembath, J. A.: Airborne CCN Measurements, PhD thesis, Univer-

sity of Manchester, Manchester, 2013.

Tunved, P., Ström, J., and Krejci, R.: Arctic aerosol life cycle: link-

ing aerosol size distributions observed between 2000 and 2010

with air mass transport and precipitation at Zeppelin station,

Ny-Ålesund, Svalbard, Atmos. Chem. Phys., 13, 3643–3660,

doi:10.5194/acp-13-3643-2013, 2013.

Umo, N. S., Murray, B. J., Baeza-Romero, M. T., Jones, J. M., Lea-

Langton, A. R., Malkin, T. L., O’Sullivan, D., Neve, L., Plane, J.

M. C., and Williams, A.: Ice nucleation by combustion ash parti-

cles at conditions relevant to mixed-phase clouds, Atmos. Chem.

Phys., 15, 5195–5210, doi:10.5194/acp-15-5195-2015, 2015.

Verlinde, J. Y., Harrington, J. Y., McFarquhar, G. M., Yannuzzi,

V. T., Avramov, A., Greenberg, S., Johnson, N., Zhang, G., Poel-

lot, M. R., Mather, J. H., Turner, D. D., Eloranta, E. W., Zak,

B. D., Prenni, A. J., Daniel, J. S., Kok, G. L., Tobin, D. C.,

Holz, R., Sassen, K., Spangenberg, D., Minnis, P., Tooman, T. P.,

Ivey, M. D., Richardson, S. J., Bahrmann, C. P., Shupe, M., De-

mott, P. J., Heymsfield, A. J., and Schofield, R.: The Mixed-Phase

Arctic Cloud Experiment, B. Am. Meteorol. Soc., 88, 205–221,

doi:10.1175/BAMS-88-2-205, 2007.

Vihma, T., Pirazzini, R., Fer, I., Renfrew, I. A., Sedlar, J., Tjern-

ström, M., Lüpkes, C., Nygård, T., Notz, D., Weiss, J., Marsan,

D., Cheng, B., Birnbaum, G., Gerland, S., Chechin, D., and

Gascard, J. C.: Advances in understanding and parameteriza-

tion of small-scale physical processes in the marine Arctic cli-

mate system: a review, Atmos. Chem. Phys., 14, 9403–9450,

doi:10.5194/acp-14-9403-2014, 2014.

Weinbruch, S., Wiesemann, D., Ebert, M., Schütze, K., Kallen-

born, R., and Ström, J.: Chemical composition and sources of

aerosol particles at Zeppelin Mountain (Ny Ålesund, Svalbard):

An electron microscopy study, Atmos. Environ., 49, 142–150,

doi:10.1016/j.atmosenv.2011.12.008, 2012.

Yakobi-Hancock, J. D., Ladino, L. A., and Abbatt, J. P. D.: Feldspar

minerals as efficient deposition ice nuclei, Atmos. Chem. Phys.,

13, 11175–11185, doi:10.5194/acp-13-11175-2013, 2013.

Yamaguchi, N., Ichijo, T., Sakotani, A., Baba, T., and Nasu, M.:

Global dispersion of bacterial cells on Asian dust, Scientific Re-

ports, 2, 525, doi:10.1038/srep00525, 2012.

Zhang, X. Y., Arimoto, R., Cao, J. J., An, Z. S., and Wang, D.:

Atmospheric dust aerosol over the Tibetan Plateau, J. Geophys.

Res., 106, 18471–18476, doi:10.1029/2000JD900672, 2001.

Zhao, C., Klein, S. A., Xie, S., Liu, X., Boyle, J. S., and Zhang, Y.:

Aerosol first indirect effects on non-precipitating low-level liquid

cloud properties as simulated by CAM5 at ARM sites, Geophys.

Res. Lett., 39, L08806, doi:10.1029/2012GL051213, 2012.

Zimmermann, F., Weinbruch, S., Schütz, L., Hofmann, H., Ebert,

M., Kandler, K., and Worringen, A.: Ice nucleation properties of

the most abundant mineral dust phases, J. Geophys. Res., 113,

D23204, doi:10.1029/2008JD010655, 2008.

www.atmos-chem-phys.net/16/4063/2016/ Atmos. Chem. Phys., 16, 4063–4079, 2016





5 Observed microphysical changes in

Arctic mixed-phase clouds when

transitioning from sea ice to open

ocean

Young, G., Jones, H. M., Choularton, T. W., Crosier, J., Bower, K. N., Gallagher, M.

W., Davies, R. S., Renfrew, I. A., Elvidge, A. D., Darbyshire, E., Marenco, F., Brown,

P. R. A., Ricketts, H. M. A., Connolly, P. J., Lloyd, G., Williams, P. I., Allan, J. D.,

Taylor, J. W., Liu, D., and Flynn, M. J.: Observed microphysical changes in Arctic

mixed-phase clouds when transitioning from sea ice to open ocean, Atmospheric

Chemistry and Physics, 16, 13 945–13 967, doi:10.5194/acp-16-13945-2016, 2016.

This study was a collaboration between the University of Manchester, the Univer-

sity of East Anglia and the Met Office. The article was written by G. Young, under

guidance from H. M. Jones and T. W. Choularton. Processing of cloud data and

initial analysis was carried out by H. M. Jones. In depth cloud microphysics and

aerosol analysis was carried out by G. Young. T. W. Choularton, J. Crosier, K. N.

Bower, and M. W. Gallagher were involved in analysis planning and data interpre-

tation. R. S. Davies, A. D. Elvidge, and I. A. Renfrew provided Figures 3 and 16, and

were involved in the interpretation of these data. AVHRR visible image (Fig. 4A)

was supplied by I. A. Renfrew. H. M. A. Ricketts helped to interpret dropsonde

and synoptic data. CPIview (P J. Connolly) and OASIS (J. Crosier) data processing

software were used for the CPI and for the wing-mounted OAPs (2DS, CIP15, and

CIP100) respectively. Lidar and AIMMS data were processed by F. Marenco and

69



70 CHAPTER 5. CLOUD MICROPHYSICAL CHANGES WITH SEA ICE COVER

P. R. A. Brown respectively. P. R. A. Brown was involved with data quality manage-

ment of the AIMMS and turbulence probe data. AMS data were provided by J. D.

Allan and P. I. Williams. CPC and SP2 data were supplied by J. W. Taylor and D.

Liu respectively. G. Lloyd and M. J. Flynn operated the cloud and aerosol instru-

mentation on board the aircraft. I. A. Renfrew was Mission Scientist for flight B762

and was involved in flight planning.



Atmos. Chem. Phys., 16, 13945–13967, 2016
www.atmos-chem-phys.net/16/13945/2016/
doi:10.5194/acp-16-13945-2016
© Author(s) 2016. CC Attribution 3.0 License.

Observed microphysical changes in Arctic mixed-phase clouds when
transitioning from sea ice to open ocean
Gillian Young1, Hazel M. Jones1, Thomas W. Choularton1, Jonathan Crosier2,1, Keith N. Bower1,
Martin W. Gallagher1, Rhiannon S. Davies3, Ian A. Renfrew3, Andrew D. Elvidge4, Eoghan Darbyshire1,
Franco Marenco4, Philip R. A. Brown4, Hugo M. A. Ricketts2,1, Paul J. Connolly1, Gary Lloyd2,1, Paul I. Williams2,1,
James D. Allan2,1, Jonathan W. Taylor1, Dantong Liu1, and Michael J. Flynn1

1Centre for Atmospheric Science, School of Earth and Environmental Sciences,
University of Manchester, Manchester, UK
2National Centre for Atmospheric Science, University of Manchester, Manchester, UK
3School of Environmental Sciences, University of East Anglia, Norwich, UK
4Met Office, Exeter, UK

Correspondence to: Gillian Young (gillian.young@manchester.ac.uk)

Received: 13 May 2016 – Published in Atmos. Chem. Phys. Discuss.: 26 May 2016
Revised: 2 September 2016 – Accepted: 21 September 2016 – Published: 11 November 2016

Abstract. In situ airborne observations of cloud micro-
physics, aerosol properties, and thermodynamic structure
over the transition from sea ice to ocean are presented
from the Aerosol-Cloud Coupling And Climate Interactions
in the Arctic (ACCACIA) campaign. A case study from
23 March 2013 provides a unique view of the cloud micro-
physical changes over this transition under cold-air outbreak
conditions.

Cloud base lifted and cloud depth increased over the tran-
sition from sea ice to ocean. Mean droplet number con-
centrations, Ndrop, also increased from 110± 36 cm−3 over
the sea ice to 145± 54 cm−3 over the marginal ice zone
(MIZ). Downstream over the ocean, Ndrop decreased to
63± 30 cm−3. This reduction was attributed to enhanced
collision-coalescence of droplets within the deep ocean cloud
layer. The liquid water content increased almost four fold
over the transition and this, in conjunction with the deeper
cloud layer, allowed rimed snowflakes to develop and pre-
cipitate out of cloud base downstream over the ocean.

The ice properties of the cloud remained approximately
constant over the transition. Observed ice crystal number
concentrations averaged approximately 0.5–1.5 L−1, sug-
gesting only primary ice nucleation was active; however,
there was evidence of crystal fragmentation at cloud base
over the ocean. Little variation in aerosol particle num-
ber concentrations was observed between the different sur-

face conditions; however, some variability with altitude was
observed, with notably greater concentrations measured at
higher altitudes (> 800 m) over the sea ice. Near-surface
boundary layer temperatures increased by 13 ◦C from sea
ice to ocean, with corresponding increases in surface heat
fluxes and turbulent kinetic energy. These significant thermo-
dynamic changes were concluded to be the primary driver of
the microphysical evolution of the cloud. This study repre-
sents the first investigation, using in situ airborne observa-
tions, of cloud microphysical changes with changing sea ice
cover and addresses the question of how the microphysics of
Arctic stratiform clouds may change as the region warms and
sea ice extent reduces.

1 Introduction

Projected increases in mean temperature due to climate
change are greater in the Arctic than the midlatitudes (ACIA,
2005). Arctic surface temperatures are predicted to rise by
up to 7 ◦C by the end of the 21st century (ACIA, 2005). As
a consequence of recent warming, observations have shown
a prominent decline in sea ice volume over the last 30 years
(Serreze et al., 2007), with record-breaking seasonal melts
becoming more frequent (e.g. 2004, 2007, and 2012, Stroeve
et al., 2005; Perovich et al., 2008; Parkinson and Comiso,
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2013). Observed surface air temperatures have displayed
larger increases in the winter and spring seasons over the
past 100 years (Serreze and Barry, 2011); seasonality which
greatly affects the associated sea ice formation and melting
processes (e.g. ACIA, 2005; Serreze and Barry, 2011).

It is important to better understand cloud microphysics in
the Arctic as clouds contribute significantly towards the Arc-
tic radiative budget (e.g. Intrieri et al., 2002; Shupe and Intri-
eri, 2004). Arctic clouds often differ from those seen at lower
latitudes due to differences in aerosol properties and a unique
boundary layer structure (Vihma et al., 2014). Additionally,
the sea ice is coupled to the Arctic atmosphere and years of
decreased summer sea ice extent have coincided with periods
of increased cloudiness and humidity during the spring (Kap-
sch et al., 2013). The relationship between cloud and sea ice
fraction adds complexity to Arctic radiative interactions, as
increased cloud cover over a low-albedo ocean would typi-
cally act to cool the atmosphere through increased reflectiv-
ity of incident solar radiation (Curry et al., 1996; Shupe and
Intrieri, 2004). However, in the Arctic this incoming short-
wave (SW) solar radiation is minimal from autumn through
to spring (Curry et al., 1996), allowing the upward longwave
(LW) heat fluxes from the surface to dominate (Intrieri et al.,
2002; Palm et al., 2010). The small cloud droplets common
in Arctic clouds trap upwelling infrared radiation efficiently,
leading to almost twice the amount of total LW than SW radi-
ation at the surface per annum (Curry et al., 1996). Increased
springtime cloudiness can therefore lead to increased trapped
LW radiation and surface warming, thus potentially affecting
the sea ice melt processes.

Single-layer mixed-phase stratocumulus (MPS) clouds are
particularly common in the Arctic (e.g. Pinto, 1998; Shupe
et al., 2006; Verlinde et al., 2007). Such clouds are sus-
tained by small vertical motions and are characteristically
topped with a liquid layer which facilitates ice formation
below (Shupe et al., 2006; Vihma et al., 2014). Single-
layer MPS are particularly prevalent in the transition seasons
(Shupe et al., 2006; Morrison et al., 2012), whereas multi-
layered MPS are more common during the summer (Curry
et al., 1988, 1996). It is uncertain how Arctic cloud frac-
tions will evolve with increased global temperatures (Curry
et al., 1996) and comprehending their relationship with sea
ice extent is key to improving the representation of radiative
interactions in numerical models. Palm et al. (2010) used re-
mote sensing techniques to show that cloudiness typically in-
creases over the marginal ice zone (MIZ) and ocean in com-
parison to over the sea ice, forming deeper cloud layers with
greater optical depth over the ocean. This study also iden-
tified increased cloud fractions in years with decreased sea
ice cover, implying an important feedback for Arctic warm-
ing. Further investigation of cloud properties in the context
of surface ice cover could therefore improve both our under-
standing of the microphysics of high-latitude clouds and their
dependency on and sensitivity to the surface conditions.

Within global climate models (GCMs), one of the largest
sources of uncertainty is our poor understanding of cloud
and aerosol processes, and this is particularly an issue in
the polar regions (Boucher et al., 2013). The paucity of ob-
servations in the Arctic leads to an inadequate understand-
ing of aerosol–cloud interactions, which in turn impacts our
ability to accurately model the cloud microphysics, bound-
ary layer structure, and radiative interactions in this region
(Curry et al., 1996). There has been a drive to collect more in
situ observations of Arctic MPS over recent decades. Stud-
ies such as the Mixed-Phase Arctic Cloud Experiment (M-
PACE, Verlinde et al., 2007) and the Indirect and Semi-Direct
Aerosol Campaign (ISDAC, McFarquhar et al., 2011) col-
lected in situ aircraft observations over the Beaufort Sea near
Barrow, Alaska during the transition seasons (autumn 2004
and spring 2008 respectively). These studies have substan-
tially improved our knowledge of transition season Arctic
clouds; however, key questions remain. For example, how
does cloud microphysics change with a changing surface?
Do Arctic clouds differ with geographical location? Jack-
son et al. (2012) found a greater mean liquid water content
in clouds over the ocean (during M-PACE) compared with
those over the sea ice (during ISDAC), and substantial mi-
crophysical differences have been previously identified be-
tween cloud observations at three permanent measurement
stations in the Canadian Arctic, based on meteorological dif-
ferences (Shupe, 2011). Given such heterogeneity, studies of
other Arctic regions are necessary.

The Aerosol-Cloud Coupling And Climate Interactions in
the Arctic (ACCACIA) campaign was carried out to address
these questions amongst others. Conducted in the European
Arctic in 2013, the ACCACIA project was split into two
campaign periods: one in spring (March–April), the other in
summer (July). During the springtime campaign, the Facil-
ity for Airborne Atmospheric Measurements (FAAM) BAe-
146 atmospheric research aircraft was used to collect high-
resolution data of cloud and aerosol properties, along with
meteorological parameters such as air temperature, humidity,
and turbulence, in the Svalbard archipelago off the northern
coast of Norway. A primary objective of the ACCACIA cam-
paign was to investigate both the microphysical properties of
MPS in the European Arctic and their relationship with sea
ice cover. In this study, detailed observations from one case
study are presented to illustrate the changing microphysical
structure of clouds with sea ice extent.

2 Instrumentation and data analysis

2.1 FAAM aircraft

The FAAM modified BAe 146-301 Atmospheric Research
Aircraft (ARA) is fitted with a suite of aerosol, cloud mi-
crophysics, and remote sensing instrumentation, detailed by
Crosier et al. (2011), Liu et al. (2015), and Lloyd et al. (2015)
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amongst others. Measurements from these instruments are
used here to investigate microphysical properties of clouds in
the context of their environment. In this article, all data are
expressed as ambient measurements, and number and mass
concentrations are not corrected to standard temperature and
pressure conditions.

2.1.1 Meteorological instrumentation

The FAAM Core instrument set was active during this cam-
paign (see Renfrew et al., 2008). The GPS-aided inertial
navigation system and Rosemount temperature sensor are
utilised in this study to provide a measure of the aircraft’s
geographical position and the ambient atmospheric temper-
ature respectively. 3-D wind components were measured us-
ing both a 5-hole turbulence probe and an AIMMS20AQ
turbulence probe (Beswick et al., 2008). Dropsondes were
released during the campaign to retrieve vertical profiles
of the atmospheric temperature and relative humidity (RH),
amongst other properties. Additionally, a downward-facing
Leosphere ALS450 lidar provided measurements of cloud
top height below the aircraft.

2.1.2 Aerosol instrumentation

Sub-micron non-refractory aerosol composition was mea-
sured by a Compact Time-of-Flight Aerosol Mass Spectrom-
eter (C-ToF-AMS, Aerodyne Research Inc., Canagaratna
et al., 2007). This instrument has been used extensively in
previous aircraft campaigns to characterise such aerosol (e.g.
Morgan et al., 2010). Black carbon loadings were monitored
with a Single Particle Soot Photometer (SP2, Droplet Mea-
surement Technologies, DMT) and its usage during the AC-
CACIA campaign is discussed by Liu et al. (2015).

Fine-mode aerosol particle concentrations (spanning par-
ticle diameters, DP, 3 nm–3 µm) were measured using a TSI
3786-LP ultrafine Condensation Particle Counter (CPC). A
Passive Cavity Aerosol Spectrometer Probe (PCASP 100-X,
DMT, Rosenberg et al., 2012) was used to count and size
accumulation-mode aerosol particles of sizes 0.1 to 3 µm.
Particle samples (of sizes ∼ 0.1–10 µm) were collected on
Nuclepore polycarbonate filters exposed from the aircraft for
compositional analysis (Young et al., 2016). Additionally,
number concentrations and size distributions of aerosol par-
ticles and cloud droplets (of sizes 0.6 to 50 µm) were mea-
sured using a Cloud Aerosol Spectrometer with depolarisa-
tion (CAS-DPOL, DMT, Baumgardner et al., 2001; Glen and
Brooks, 2013).

2.1.3 Cloud microphysical instrumentation

Size-resolved cloud droplet concentrations
(3 µm<DP< 50 µm) were measured with a Cloud Droplet
Probe (CDP-100 Version 2, DMT, Lance et al., 2010).
These measurements are used to derive the liquid water
content (LWC) of the observed clouds in this study, and

this measure is used to distinguish between in-cloud and
out-of-cloud observations (using a threshold of≤ 0.01 g m−3

for the latter). Bulk liquid water measurements were also
made using a hot-wire (Johnson-Williams) probe: these
data compared well, yet there were signal lag issues when
exiting cloud with the hot-wire probe. Therefore, the CDP
measurement is solely used for the analysis detailed herein.
Additionally, these CDP data are used to compute the mean
cloud droplet effective radius within the cloud layers.

The 2-Dimensional Stereo particle imaging probe (2DS,
SPEC Inc., Lawson et al., 2006) and Cloud Imaging Probes
(CIP15, Baumgardner et al., 2001, and CIP100, DMT) are
wing-mounted optical array shadow probes (OAPs) used
here to investigate the ice phase of the clouds observed. The
2DS images with 10 µm resolution over a size range of 10
to 1280 µm, whilst the CIP15 and CIP100 provide 15 and
100 µm resolution from 15 to 930 and 100 to 6200 µm re-
spectively. The CIP15 also provides additional information
with 3-level grey-scale image intensity data, used to improve
the correction of oversizing due to depth of field errors.

Processing and analysis of these OAP data has been dis-
cussed previously (Crosier et al., 2011, 2014; Taylor et al.,
2016). Here, we follow the same data processing methodol-
ogy as Taylor et al. (2016). Particle phase was established by
segregating imaged particles into categories based on their
circularity (Crosier et al., 2011); highly irregular particles
were classified as ice crystals, whilst circular images were
classified as cloud or drizzle drops, dependent on size. Image
reconstruction was not used to extend the size ranges of the
optical array probes. Phase identification of small particles
(< 80 µm) could not be conducted due to the low resolution
of the 2DS and CIP15 in this limit. Small particles measured
by the OAPs are not considered in detail due to this phase
uncertainty; therefore, CDP measurements are solely used to
investigate small cloud particles. These are assumed to be
liquid cloud droplets, and the potential contribution of small
ice particles (< 80 µm) is not examined.

Finally, 8-bit images of cloud particles were taken with
2.3 µm spatial resolution using a Cloud Particle Imager (CPI,
SPEC Inc. Lawson et al., 2001). However, the CPI is not used
quantitatively in this study: the small sample volume intro-
duces error into the measurements, manifesting as high lo-
cal particle concentrations in regions of low ambient number
concentrations (Lawson et al., 2001).

2.2 Additional data

Derived cloud top temperature from MODIS satellite re-
trievals and AVHRR visible satellite imagery are used to il-
lustrate cloud spatial structure and distribution. Additionally,
sea ice fraction from NASA’s National Snow and Ice Data
Center (NSIDC), derived from passive microwave brightness
temperatures (Peng et al., 2013), and the approximate ice
fraction from the Met Office Unified Model (MetUM) are
used to contextualise the in situ observations.
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Figure 1. Flight track for B762 on 23 March 2013 over sea ice frac-
tion (shading). Section 1 of the flight (grey, solid) was conducted
at a high altitude, where 11 dropsondes (black triangles) were re-
leased. Section 2 of the flight (grey, dashed) conducted straight,
level runs over the sea ice and open water, with a sawtooth profile
over the transition region.

3 B762: Case study

Flight B762 took place on 23 March 2013. It was a two-part
flight starting and ending in Kiruna, Sweden, and refuelling
in Longyearbyen, Svalbard, Norway. Section 1 of the flight
was a continuous high-altitude straight, level run (SLR) at
approximately 8000 m, where the lidar was used to sample
the cloud structure below. A number of dropsondes were re-
leased during this section and the release locations (shown in
Fig. 1) allowed for measurements of the atmospheric struc-
ture over the varying surface conditions, i.e. open ocean,
MIZ, and sea ice. The MIZ occurred between approximately
75 and 76.5◦ N, north of which a continuous sea ice pack was
present. In this study, the MIZ is approximated by NSIDC ice
fractions between 10 and 90 %, as indicated in Fig. 1. Other
springtime ACCACIA flights were also designed to inves-
tigate changes in atmospheric properties over the transition
between sea ice and the ocean; however, flight B762 was the
only case which made detailed observations of cloud micro-
physics over both the sea ice and ocean as well as over the
transition in between.

Section 2 was split into three parts: a series of SLRs at
various altitudes over the sea ice, a sawtooth profile transi-
tioning from sea ice to ocean, and a second set of SLRs over
the ocean. The flight was designed to investigate the variation
in cloud and boundary layer structure over the sea ice and the
ocean. Low visibility prevented the second set of runs being
completed as planned; however, good data coverage of the
cloud over the ocean was still achieved.

R
ange corrected lidar signal

Flight track
Dropsondes

Figure 2. Lidar signal from section 1 of the flight. Aircraft alti-
tude is indicated (black) and each dropsonde release point is marked
(downward-facing triangles). White dotted lines are shown at 500
and 1500 m to ease comparison with the in situ observations.

Local atmospheric conditions

Cloud layers were observed with the lidar during section 1 of
flight B762 (Fig. 2). A continuous layer was observed where
cloud top descended from approximately 1900 to 1100 m
with increasing latitude. Evidence of a second, lower-altitude
cloud layer can be seen at high latitudes (500 m at 76.5◦ N)
through breaks in the continuous layer. The 500 m cloud was
not observed at lower latitudes along the flight path sam-
pled (between approximately 73 and 73.5◦ N), as indicated
by the surface echo measured during breaks in the cloud
above. An intermittent, high-altitude cirrus layer (with op-
tical depth ∼ 0.5) was seen at various levels from 3000 to
8000 m at higher latitudes on the approach to Longyearbyen.
However, these data cannot be used to indicate the spatial
extent of these structures as measurements were only made
along the flight path.

The structure of the lower troposphere was sampled exten-
sively in section 1 by the 11 dropsondes marked in Fig. 1. A
summary of key information from each dropsonde is listed in
Table 1. These measurements were collected approximately
2 h before and to the west of the in situ cloud observations
of section 2; however, the dropsonde and lidar measurements
provide a good indication of the structure of the atmosphere
during this study.

Figure 3 indicates that the boundary layer structure var-
ied with latitude. Figure 3b and d show vertical profiles of
2 and RH data obtained from dropsondes nos. 5 and 11,
collected at latitudes comparable to the in situ aircraft runs
of section 2. A double potential temperature inversion can
be seen over the sea ice (no. 11), whereas the temperature
profile over the ocean indicates that the boundary layer was
well-mixed and coupled to the surface (no. 5). The double
temperature inversion over the sea ice is mirrored by twin RH
peaks measured at the corresponding altitudes (∼ 84 %, 500
and 1100 m, no. 11, Fig. 3d), suggesting the presence of two
cloud layers <1500 m below a dry region above the bound-
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Figure 3. Contour figures of potential temperature (2, a) and relative humidity (RH, c) using data from the 11 dropsondes released on
approach to Longyearbyen, Svalbard. Dropsonde release locations (downward-facing triangles) and the approximate sea ice edge (upward-
facing triangle) are marked. Profiles of 2 (b) and RH (d) from dropsondes nos. 5 and 11 are also shown due to their comparable latitudes to
the in situ observations (see Table 1). The positions of these dropsondes relative to the others are indicated above panels (a, c).

Table 1. Key dropsonde information.

Sonde Latitude Longitude Temperaturea Surface
[◦ N] [◦ E] [◦C] conditionb

1 72.2 21.6 −3.4 Ocean
2 72.9 22.2 −4.4 Ocean
3 73.9 23.3 −7.3 Ocean
4 74.4 23.9 −9.3 Ocean
5 75.0 24.5 −10.5 Ocean
6 75.4 25.2 −12.3 Ocean
7 75.7 25.5 −13.3 MIZ
8 75.9 25.9 −14.2 MIZ
9 76.2 26.2 −14.7 Sea ice
10 76.4 26.6 −15.0 Sea ice
11 76.8 27.3 −16.4 Sea ice

MIZ: marginal ice zone. a Near-surface ambient atmospheric temperature. b Based
on NSIDC daily average sea ice fraction.

ary layer (∼ 1500–2000 m). At lower latitudes over the ocean
(74 ◦N), a single, moist layer was observed between approx-
imately 300 and 1200 m. A single temperature inversion was
measured by the dropsondes at approximately 1300 m at this
latitude. These cloud layers measured by the dropsondes are
in accordance with the lidar data (Fig. 2). However, these
data are affected by a dry bias of approximately 15–20 %,
where in-cloud RHs of 84 % in dropsonde no. 11 and 88 %
in dropsonde no. 5 were measured. Dry biases have been
observed in dropsonde data in previous studies (e.g. Ralph
et al., 2005), and have been attributed to a slow response
time at low temperatures (Poberaj et al., 2002; Miloshevich
et al., 2004). Sondes are particularly prone to these response
issues when descending from a dry region into a cloudy re-

Figure 4. AVHRR visible satellite image (a) and cloud top temper-
ature (CTT) derived from MODIS retrievals (b) at times close to the
start of section 2 of B762. Section 2 of the flight track is indicated
(black) in (b).

gion (Wang, 2005), which was the case for both of our con-
sidered dropsondes.

Near-surface temperatures sampled by the dropsondes
were approximately 13 ◦C colder to the north over the sea
ice (−16.4 ◦C at 76.8◦ N) than over the ocean to the south
(−3.4 ◦C at 72.2◦ N, see Table 1). Between the latitudes of
the in situ measurements (dropsondes nos. 5 and 11), the dif-
ference in near surface temperature is approximately 6 ◦C.

Satellite imagery was examined to provide lateral context
for the dropsonde and lidar measurements. Figure 4 displays
AVHRR visible satellite imagery in panel a and the derived
cloud top temperature from MODIS satellite data in panel b.
The flight track of section 2 is overlaid to indicate the regions
sampled with the aircraft. The high-altitude cirrus layer indi-
cated by Fig. 2 can be seen with both of these data. This
cirrus cloud was to the north-west of the main science region

www.atmos-chem-phys.net/16/13945/2016/ Atmos. Chem. Phys., 16, 13945–13967, 2016



13950 G. Young et al.: Cloud microphysical changes with sea ice cover

Figure 5. Time series of data collected during the science period of ACCACIA flight B762. Top: CDP droplet number concentration (black)
and derived liquid water content (red). Middle: 2DS (black), CIP15 (blue), and CIP100 (green) ice number concentration. Bottom: GPS
altitude (black), with individual SLRs noted in colour, and temperature measured by the Rosemount de-iced temperature sensor (orange).
SLR colours relate to data shown in Figs. 6 and 9. Sea ice, transition, and ocean regions are indicated above the top row.

investigated, closer to Spitsbergen. At the locations sampled
during the aircraft runs (Fig. 4b), there is no clear indication
of a higher cirrus cloud layer, and the cloud top temperature
is approximately−18 and−23 ◦C over the sea ice and ocean
regions respectively.

A weak low pressure system was present to the east during
the sampling period; however, conditions were dominated by
high pressure to the west, causing a northerly flow of air from
over the sea ice. Cold-air outbreak conditions, with wind
speeds of ∼ 10 ms−1 measured within the boundary layer,
were maintained for the duration of the science period. Air-
craft measurements were made through a band of cloud ori-
entated in the N–S direction, influenced by this northerly
flow. Back trajectory analyses (shown in the Supplement,
Fig. S1) also show that the sampled air came from the north,
having travelled from northern Canada and/or Greenland, de-
pending on the period of interest.

4 In situ observations

4.1 Cloud microphysics

4.1.1 Sea ice

Section 2 of the flight began in Longyearbyen, Svalbard and
ended in Kiruna, Sweden. A series of SLRs were performed

on an easterly or westerly heading, at an approximately con-
stant latitude. Details of each run are listed in Table 2. Run 7
finished early due to instrument icing as a result of flying in
the supercooled mixed-phase cloud layer. No additional runs
after run 8 were possible as visibility was severely reduced
due to below-cloud haze. A time series of the microphysical
observations is shown in Fig. 5.

Figure 6 shows the droplet and ice crystal number con-
centrations (Ndrop, Nice) measured over the sea ice by the
CDP and 2DS. These measurements indicate the presence
of a mixed-phase cloud between 300 and 700 m, with mean
droplet and ice number concentrations of approximately
90 cm−3 and 1 L−1 respectively at ∼ 400 m. Mean droplet
number concentrations varied with altitude in cloud, with an
overall average (and standard deviation) of 110± 36 cm−3.
2DS ice concentrations agree well with the CIP15 (shown in
Fig. 5). Derived mean CDP LWC peaks at ∼ 0.05 g m−3 at
400 m, where the mean temperature is −19 ◦C. For the ma-
jority of the sea ice cloud layer sampled, rimed crystals dom-
inated. Other habits such as columns and dendrites were also
prevalent. The double temperature inversion suggested by the
sea ice dropsondes in Fig. 3 can also be seen here at 600 and
1100 m, though not as clearly. The secondary cloud layer at
∼ 1000 m, indicated by the dual RH peaks in Fig. 3c and d,
is observed; however, it is not as extensive as the main layer.
This layer likely dissipated somewhat from the time of the
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Figure 6. Microphysics summary of averaged observations over the sea ice. (a) CDP droplet number concentration (boxes, black) with
derived liquid water content overlaid (orange). (b) 2DS ice crystal number concentration (boxes, black) with mean temperature measured
overlaid (purple). Only CDP and 2DS data > 0.5 cm−3 and > 0.05 L−1 respectively have been included. Box edges represent the 25th and
75th percentiles, and the median and mean values are denoted by | and + respectively. Altitudes not sampled are blocked out (≤ 300 m). (a,
b) Number concentrations from each SLR are shown in colour at each corresponding altitude (run 2: red, run 3: blue, run 4: green, run 5:
magenta). Arithmetic means are indicated (|) with each horizontal bar extending to ±1σ . (c1–4) Number size distributions (dN/dD) from
each SLR over the sea ice (runs 2–5). Legend refers to (c) only.

Table 2. Straight and level run information. Values quoted are arithmetic mean quantities, with 1σ listed in brackets.

Run Start time End time Direction Altitudea Temperatureb % in cloudc Latitude Surface
[UTC] [UTC] [m] [◦C] [◦ N] condition

2 12:45:39 13:00:00 W to E 377 (6) −18.5 (0.2) 11.7 76.8 Sea ice
3 13:03:07 13:12:06 E to W 477 (5) −19.2 (0.4) 27.0 76.8 Sea ice
4 13:16:03 13:26:10 W to E 612 (3) −19.7 (0.2) 17.8 76.8 Sea ice
5 13:30:15 13:41:33 E to W 1435 (4) −19.9 (0.3) 0 76.8 Sea ice
6 14:15:20 14:25:16 W to E 1449 (6) −19.4 (0.9) 14.7 74.8 Ocean
7 14:28:19 14:35:09 E to W 1190 (56) −19.6 (0.3) 92.0 74.8 Ocean
8 14:42:39 14:52:46 W to E 378 (5) −12.3 (0.1) 0 74.8 Ocean

a Derived from GPS measurements. b Ambient temperature measured with the Rosemount de-iced temperature sensor. c In cloud defined as when
CDP LWC≥ 0.01 g m−3.

dropsonde measurements. For the purpose of this study, this
sea ice cloud (300–700 m) is treated as a single-layer MPS.

During these sea ice SLRs, the aim was to measure be-
low, in, and above the cloud layer. The lowest altitude case
(run 2) was carried out in a haze layer present between cloud
base and the surface. This haze was only measured over the
sea ice region. As described by Young et al. (2016), aircraft
filters were exposed during this run, and a silicate dust con-
centration of ∼ 0.4 cm−3 was measured. No vertical profiles
of mineral dust were obtained, and these data are only valid
below cloud, at approximately 380 m, over the sea ice. The

size distribution of this mineral dust, in conjunction with the
cloud top temperature (−19.7 ◦C), was used to evaluate the
Niemand et al. (2012, hereafter N12) primary ice nucleation
parameterisation. Due to turbulent motions within the cloud,
ambient temperatures could not be used as an indicator of
ice-nucleating particles (INPs) or ice crystals at specific alti-
tudes; therefore, the coldest in-cloud temperature was used to
provide an upper limit of predicted ice concentrations within
the cloud. Predicted ice number concentrations were approx-
imately 0.7 L−1. Dust concentrations of double and triple
that measured were also used to evaluate N12 to test sensi-
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Figure 7. Percentile plots of CDP droplet number concentration (first row), CDP liquid water content (second row), 2DS ice number concen-
tration (third row) and CIP100 ice number concentration (fourth row) measured over the sea ice. Each column represents a different longitude
bin, moving from west (left) to east (right). Data are plotted against altitude (grey axis) and are coloured differently dependent on the SLR at
which the data were measured, as indicated in the legend. Data correspond to the scale on the top x axis of each segment.

tivity to this input. The shape of the dust surface area dis-
tribution was maintained and the number concentration in
each bin was scaled accordingly. Dust number concentra-
tions > 0.5 µm were also used to evaluate the DeMott et al.
(2015, hereafter D15) parameterisation, predicting 0.02 L−1.
Additionally, number concentrations of all measured aerosol
particles> 0.5 µm from the aircraft filters, PCASP, and CAS-
DPOL were used to evaluate the DeMott et al. (2010, here-
after D10) and Tobo et al. (2013, hereafter T13) parameter-
isations. Predicted ice number concentrations were 1.90 and
1.10 L−1, respectively, using PCASP data. Inputs and outputs
of these four parameterisations are detailed in Table 3.

Longitudinally separated data from runs 2, 3, and 4 are dis-
played in Fig. 7. The cloud was observed to be spatially inho-
mogeneous. Cloud particle concentrations increase at similar
geographical locations indicating that the same cloud layer
was sampled at the different altitudes. Run 5 was conducted
above the cloud layer to characterise aerosol size distribu-
tions and composition. However, ice crystals were observed,
and images collected by the CPI towards the end of this run
are shown in Fig. 8. Pristine bullet rosettes were observed,
indicating that these crystals had fallen from a greater height
without interaction with liquid cloud. Bullet rosettes were
observed at the western fringes of the sea ice cloud with the
2DS and CIP15 (∼ 27◦ E, Fig. 7); however, some crystal ag-
gregates were also observed with the CPI in the main cloud,

though these were very few in number. Due to the dominance
of large rimed ice crystals, it is difficult to conclusively state
if appreciable concentrations of these bullet rosettes precip-
itated into and interacted with the main cloud layer consid-
ered.

Figure 6c1–4 show the number size distributions measured
along each SLR carried out over the sea ice. A droplet mode
at ∼ 10 µm can be seen in Fig. 6c1–3 – corresponding to the
in-cloud runs (runs 2–4) – with the CAS-DPOL and CDP
measurements. This mode is distinctly missing from the run 5
data; negligible droplet concentrations were observed at this
altitude, with ice crystals dominating overall particle concen-
trations.

4.1.2 Ocean

Figure 9 shows the droplet and ice crystal number concen-
trations for the ocean section of the flight. Over the ocean,
the cloud layer extends from 700 to 1500 m. CDP LWC dis-
plays a more consistent profile in this section, with a mean
value of ∼ 0.3 g m−3 measured between approximately 1100
and 1400 m. Mean droplet number concentrations were again
variable with altitude, with an overall average (and standard
deviation) of 63± 30 cm−3. 2DS ice crystal data do not fol-
low the same trend as the droplet data, with variable concen-
trations measured at each altitude bin.
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Table 3. Summary of inputs to and evaluations of the N12 (Niemand et al., 2012), D15 (DeMott et al., 2015), D10 (DeMott et al., 2010), and
T13 (Tobo et al., 2013) parameterisations. Silicate dust concentrations derived from filter analysis presented by Young et al. (2016) are used
to evaluate N12 and D15. No filter data are available over the ocean.

Surface Temperature [◦C] Aerosol input Naerosol [cm−3] Nice [L−1]

N12 D15 D10 T13

Sea ice −19.7 Filtera 0.4 0.7b – – –
Filtera,c 0.2 – 0.02 – –
2×Filtera 0.7 1.4b – – –
3×Filtera 1.1 2.1b – – –
Filterc 0.6 – – 0.9 0.07
PCASPc 2.00 – – 1.90 1.10
CAS-DPOLc 6.85 – – 3.31 19.7

Ocean −20.1 PCASPc 2.72 – – 2.23 2.66
CAS-DPOLc 1.11 – – 1.28 0.34

a Silicate dust concentration. b Derived frozen fraction applied to dust distribution. c Particle concentration > 0.5 µm.

Figure 8. CPI ice crystal images from run 5. Time stamps are indi-
cated below each image.

Run 7 was conducted within the cloud layer and probe
icing was noted. The ice number concentrations from this
run are not substantially greater than any of the others, sug-
gesting this icing problem may not have greatly affected the
measurements; however, there is an increased CIP100 mode
within the number size distributions (at sizes > 100 µm,
Fig. 9c2) which is not mirrored by the CIP15.

This cloud is more homogeneous in the liquid phase than
the layer measured over the sea ice (Fig. 10), with consis-
tent droplet concentrations and LWC values (∼ 70 cm−3 and
0.3 g m−3 respectively) measured with changing longitude
during each run. As with the sea ice SLRs, a clear droplet
mode is visible at approximately 10 µm in runs 6 and 7
(Fig. 9c1, 2). This mode is not clear in run 8. This run was
carried out at low altitude below cloud to collect aerosol data.

However, as with run 5, some ice was measured by the 2DS,
CIP100, and CIP15 (Figs. 9 and 10). Images from the CIP100
during run 8 are shown in Fig. 11. Large dendritic crystals
are present, with notable riming, of sizes ∼ 1–1.6 mm. Their
size and structure suggests interaction with cloud droplets
within cloud, subsequent growth, and eventual precipitation
as snow.

High ice number concentrations were measured between
700 and 900 m at cloud base. Size distributions from the mi-
crophysics probes during this period are shown in Fig. 9c4:
an enhanced secondary mode of ice crystals ≥ 100 µm is ob-
served, in addition to a broadened CDP distribution. The
mean temperature measured was approximately −16 ◦C and
numerous large dendrites were observed; large, fragile crys-
tals which may fragment easily upon collision. CIP100 im-
ages of these crystals are shown in Fig. S2. 2DS ice crys-
tal concentrations increase to a mean value of approximately
5 L−1, much greater than the mean concentration observed
within the mixed cloud layer (∼ 1 L−1).

Below-cloud aerosol measurements were again used to
evaluate the D10 and T13 parameterisations in conjunction
with the cloud top temperature (−20.1 ◦C). Using PCASP
data as input, predicted INP concentrations were 2.23 and
2.66 L−1 respectively (see Table 3). No filter data are avail-
able over the ocean; therefore, N12 and D15 could not be
evaluated.

4.1.3 Transition region

Several profiles were flown in a sawtooth over the transition
region between the sea ice and open ocean. Profile 5 was
conducted over sea ice, profiles 6 and 7 were over the MIZ,
and profile 8 was over the ocean (see Table 4).

Figure 12 shows the CDP droplet number concentrations
and derived LWC from each profile, with altitude and mean
droplet effective radius, Reff, overlaid in the top and bot-
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Figure 9. Microphysics summary of averaged observations over the ocean. Data are displayed similarly to Fig. 6. In (a, b), data from each
SLR are again shown in colour at each corresponding altitude (run 6: red, run 7: blue, run 8: green) as before. (c1–4) Number size distributions
(dN/dD) from each SLR over the ocean (runs 6–8). Legend refers to (c) only. High ice number concentrations at cloud base are labelled as
a fragmentation event (see Sects. 4.1.2 and 5.3).

Figure 10. Percentile plots of CDP droplet number concentration (first row), CDP liquid water content (second row), 2DS ice number
concentration (third row), and CIP100 ice number concentration (fourth row) measured over the ocean. As in Fig. 7, columns represent
different longitude bins and data are coloured by SLR (as shown in the legend).
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Figure 11. Example CIP100 data from run 8. Vertical width of image strip represents a size range of 6.4 mm.

Table 4. Sawtooth profile information.

Profile Time [UTC] Altitude [m] Latitude [◦ N] Temperature [◦C]

Start End Start End Start End Min Max

5 13:43:37 13:52:15 1423 47 76.6 76.1 −21.2 −15.0
6 13:52:15 13:57:50 43 1450 76.1 75.8 −20.7 −14.9
7 13:57:50 14:09:27 1459 42 75.8 75.1 −21.7 −9.4
8 14:09:28 14:14:32 43 1469 75.1 74.8 −21.3 −9.3

tom rows respectively. These data show a clear lifting and
deepening of the cloud layer when transiting from sea ice to
open ocean. Mean in-cloud droplet number concentrations
increase through the transition, peaking at 145± 54 cm−3

during profile 7. Ndrop then begins to decrease in profile 8
(120± 33 cm−3). The corresponding mean LWC and droplet
effective radii increase from 0.1 to 0.4 g m−3 and 5 to 8–
10 µm respectively over the transition from sea ice to ocean.

Figure 13 shows the 2DS and CIP100 ice concentrations
measured over the transition region. Ice number concentra-
tions measured by each instrument remain consistent over
the transition, with a mean number concentration of approx-
imately 0.1 L−1 measured by the CIP100 over the sea ice
and ocean. A slight decrease in the mean 2DS ice concentra-
tion can be seen from sea ice to ocean, from approximately
1.5 to 0.5 L−1. The lifting and deepening of the liquid cloud
layer seen in Fig. 12 is not apparent with these ice data. The
CIP100 in particular shows a contrasting trend; increasing
concentrations below cloud toward the surface suggests pre-
cipitation as snow from the cloud layers above. The measured
concentrations marginally increase over the ocean, and this
precipitation is observed over a greater altitude range due to
the lifting of cloud base.

The double temperature inversion indicated in the drop-
sonde data (Fig. 3) can be viewed in the first two profiles. The

lower inversion is eroded to produce a clear, single inversion
at ∼1400 m during the last profile over the ocean. The gra-
dient of the temperature profile decreases over the ocean due
to surface warming, whilst the cloud top temperature remains
approximately −20 ◦C with the changing surface.

4.2 Aerosol

Aerosol number concentrations measured by the various
probes on board the aircraft are reported in Table 5. CPC
particle number concentrations are greater at high altitudes
(> 800 m) over both surfaces, as is the total concentration
recorded by the PCASP over sea ice. The gradient in CPC
concentration is greatest over the ocean, with a high-altitude
measurement of over 4 times that measured at low altitude.
These number concentrations are not observed to the same
extent in the PCASP data.

Over the ocean, the number concentrations measured
by the PCASP (both total and > 0.5 µm) and CAS-DPOL
are approximately constant with altitude. Concentrations of
large aerosol (which may act as ice-nucleating particles,
DP> 0.5 µm) are approximately uniform with altitude over
the ocean. Over the sea ice, a greater loading of coarse-mode
aerosol is measured nearer the surface and this consistency
with altitude is not observed.
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Figure 12. CDP data from the sawtooth profiles. Cloud droplet number concentration (cm−3, top row) and derived LWC (g m−3, bottom
row) are shown. Box edges again indicate the 25 and 75 % thresholds of the data, mean values are shown as a red cross and outliers extend
to the 10 and 90 % thresholds of the data. The altitude of the aircraft is indicated (black, dashed) in the top row and mean droplet effective
radius – in µm, derived from CDP measurements – is shown (green) in the bottom row. Columns indicate the different profiles, transitioning
from sea ice to ocean from left to right.

Figure 13. Ice number concentrations (L−1) from the 2DS and CIP100 over the transition region. Data are displayed similarly to Fig. 12.
Temperature is overlaid (purple) in the bottom row.
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In general, the number concentrations measured over the
ocean are lower than over the sea ice. Figure 14 displays the
size distributions from the PCASP and CAS-DPOL split into
high- and low-altitude data. Small particles measured by the
PCASP (0.1 µm<DP< 0.5 µm) reach a greater number con-
centration over the sea ice than over the ocean. Low-altitude
CAS-DPOL concentrations over the sea ice are heightened
with comparison to the high-altitude data. It is possible that
swollen aerosol particles associated with the haze layer were
being measured, enhancing the number concentration. Such
particles may not be removed from these data using the
CDP LWC≤ 0.01 g m−3 out-of-cloud threshold applied here.
Over the ocean, data from both instruments are more compa-
rable; however, the low-altitude PCASP data show a greater
loading across most sizes.

Non-refractory sub-micron aerosol composition measured
by the AMS is shown in Fig. 15. Technical issues prevented
continuous measurement over the ocean, with problems oc-
curring during run 7. The measured nitrate mass loading re-
mains low and consistent throughout. The sulfate loading is
variable with altitude, especially over the transition region
between ice and ocean. Higher mass loadings are measured
at higher altitudes (∼ 1 µg m−3 at 1400 m). Increasing dur-
ing the last SLR over the sea ice (run 5), the signal becomes
highly variable over the sawtooth profile. Such variability is
also observed in the organic and ammonium traces. PCASP
particle number and SP2 black carbon (BC) mass observa-
tions follow the same trends throughout the science period,
both mirroring the same sinusoidal pattern over the MIZ.
Both signals are variable, with increases observed at high al-
titudes, but no distinct differences are observed between sea
ice and ocean measurements.

4.3 Boundary layer dynamics

Turbulent kinetic energy (TKE) and sensible and latent heat
fluxes measured along the flight path are shown in Fig. 16.
Approximate MetUM ice fraction is shown in the left-hand
and middle columns. Over the sea ice, the sensible and la-
tent heat fluxes and the TKE remain relatively constant at
about 0 W m−2 and 0.5 m2 s−2 respectively. More variability
is observed in these three parameters over the ocean. Sensible
heat fluxes range from −20 to 0 W m−2 at low altitude over
the sea ice, whilst substantially greater values of> 30 W m−2

are observed over the ocean, with > 100 W m−2 measured
in some instances. A similar difference is observed with the
latent heat fluxes with variable measurements of approxi-
mately > 50 W m−2 over the ocean, contrasting observations
of ∼ 0 W m−2 over the sea ice. Low-altitude (∼ 350 m) TKE
increases from approximately 0–0.5 to 1.5 m2 s−2 over the
transition. TKE, sensible heat fluxes, and latent heat fluxes all
increase and become more variable over the MIZ and ocean
compared to the sea ice, with the greatest values typically
observed at low altitude over the ocean.

Figure 14. PCASP and CAS-DPOL particle size distributions
over sea ice and ocean. Data are split into lower and higher
than 800 m to reflect altitude influences. Only out-of-cloud (CDP
LWC≤ 0.01 g m−3) data are included.

The turbulence and AIMMS probes recorded vertical ve-
locity throughout the science period. The turbulence probe
suffered some icing effects during runs 7 and 8, whilst the
AIMMS probe collected no data for run 8 due to a technical
issue. Averaged PDFs from over the sea ice and ocean are
shown in Fig. 17. The turbulence probe and AIMMS PDFs
compare well. The sea ice PDF displays little variation, with
the majority of measurements lying close to the mean value.
Maxima and minima of the distribution are approximately
±1 m s−1. In comparison, the ocean PDFs are significantly
broader, with more variability from the mean observed. Max-
ima and minima of the ocean PDF extend to ±2 m s−1 and
the distribution is skewed toward updraughts.

5 Discussion

5.1 Sea ice

The averaged data over sea ice point toward a low-altitude
cloud with a low liquid water content (Fig. 6). Ice crystal
number concentrations are spatially variable within the cloud
(Fig. 7) yet they are consistent, suggesting only primary ice
nucleation was active. The temperature within the cloud was
between −18 and −20 ◦C (Fig. 6b), far below the range re-
quired for secondary ice production (e.g. Hallett and Mossop,
1974).

Data from runs 2, 3, and 4 depict the typical structure of
a single-layer Arctic mixed-phase cloud (e.g. Verlinde et al.,
2007; Morrison et al., 2012; Vihma et al., 2014): a liquid
layer at cloud top, with ice formation and aggregation be-
low. Such processes are inferred from the relative quantities
of ice crystals measured by the 2DS and CIP100 instruments
(Fig. 7), as the latter can measure much larger ice crystals
than the former. In Fig. 6c, the ice mode is smaller at cloud
top (Fig. 6c3, run 4) than cloud base (Fig. 6c1, run 2), indicat-
ing that ice nucleation may be occurring towards cloud top;
however, this cannot be verified with these data and vertical
mixing likely has an influence.
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Figure 15. Time series of AMS and SP2 mass loading and PCASP number concentration. Top: flight track is shown in grey (with SLRs
indicated in bold) with AMS species indicated by the legend in the top right. Bottom: aerosol number concentration and black carbon mass
loading from the PCASP (pink) and SP2 (black) respectively. Only out of cloud (CDP LWC≤ 0.01 g m−3) data are included.

Figure 16. Sensible (a–c) and latent (d–f) heat fluxes and turbulent kinetic energy (TKE, g–i) calculated at 10 s intervals along the flight path.
The path of the aircraft with respect to latitude (middle column) or longitude (left- and right-hand columns) is shown, with the measurements
indicated in colour. The left column displays data from over the sea ice, whilst the middle and right columns show MIZ and ocean data
respectively. Approximate MetUM sea ice fraction is shown (grey, dashed) over the sea ice and MIZ (left and middle columns), and is absent
over the ocean (right column).

Run 5 was planned to be an above-cloud aerosol run; how-
ever, the 2DS and CIP100 instruments detect notable ice
number concentrations to the western end of the run (Fig. 7).
This suggests that precipitation from above was being sam-
pled, which could possibly be from the high-altitude cirrus
layer observed closer to Spitsbergen (Figs. 2 and 4). Addi-
tionally, RH data from the high-latitude dropsondes (Fig. 3c)
indicate the possibility of a higher cloud layer (∼ 2000–
3000 m) in this region. CPI ice crystal images during run 5

(Fig. 8) also point towards the sampling of another cloud, as
the imaged bullet rosettes typically form at higher, colder al-
titudes and aggregate as they descend. This ice precipitation
was observed predominantly to the west of and was separate
from the main cloud layer sampled over the sea ice, and thus
was excluded from comparison with the ocean cloud layer.

Observed aerosol concentrations varied substantially with
altitude over the sea ice. Results show elevated sulfate,
PCASP, CPC, and BC measurements during run 5 (Table 5
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Table 5. Background aerosol information, split into high- (> 800 m) and low-altitude (< 800 m) data over the respective surfaces. Arithmetic
mean values of number concentration (cm−3) are reported, with 1 standard deviation in brackets.

Instrument High altitude Low altitude High altitude Low altitude
over ice over ice over sea over sea

CPC 351.0 (410.2) 133.4 (34.0) 595.0 (836.8) 129.0 (68.2)
PCASP 109.4 (57.2) 86.2 (21.1) 41.2 (31.4) 48.3 (22.0)
PCASP (> 0.5 µm) 0.95 (4.76) 1.94 (4.97) 0.17 (1.62) 0.54 (3.85)
CAS-DPOL 1.27 (3.72) 11.2 (19.7) 2.48 (7.82) 2.27 (7.29)

Figure 17. Probability density function (PDF) of updraught velocity
from the core turbulence (black) and AIMMS (red) probes. Data
from runs 2, 3, and 4 are used for the sea ice, and data from runs 6
and 7 for the ocean. Data from each SLR are normalised such that
the mean value is zero.

and Fig. 15), the latter of which is consistent with the Asian
BC plumes identified during the ACCACIA campaign (Liu
et al., 2015). These plumes contained an average BC mass
loading of ∼ 27 ng s m−3 during flight B762, consistent with
the low-altitude measurements here (Fig. 15). Similarly, this
mass loading is also equivalent to the annual median BC
concentration measured at Zeppelin, Svalbard over the pe-
riod 1998–2007 (Eleftheriadis et al., 2009). PCASP data do
not increase as much as the CPC data at high altitudes, sug-
gesting either a pollution layer characterised by small parti-
cle sizes (3 nm<DP< 0.1 µm) or new particle formation at
these heights.

More large particles are measured close to the sea ice sur-
face, as shown by the > 0.5 µm PCASP and CAS-DPOL
measurements (Table 5). This suggests contributions of pri-
mary particle emissions from the surface. A large fraction
of these low-altitude particles were sea salt (Young et al.,
2016), which could have been transported from the nearby
ocean or lofted into the atmosphere by near-surface winds
over polynyas or leads in the sea ice. Additionally, frost flow-
ers could be a surface source of modified sea-salt aerosol (Xu
et al., 2013); however, their characteristic signature would
not be detectable by the analysis presented by Young et al.
(2016).

Observed ice crystal number concentrations vary little
over the sea ice, with slight increases toward cloud base at-

tributable to aggregation and precipitation out of the cloud.
Using the D10 parameterisation, predicted INP concentra-
tions were 0.9, 1.90, and 3.31 L−1 for aerosol particle num-
ber concentrations measured by the aircraft filters (Young
et al., 2016), PCASP, and CAS-DPOL respectively (listed in
Table 3). When using D10, the filter data produce the best
agreement with the mean 2DS ice concentration in the mixed
cloud layer. D10 predictions using the probe data overesti-
mate with comparison to the mean observed in the cloud; an
overestimation which can be explained by incorrectly assum-
ing that all predicted INPs nucleate to form ice crystals. The
large fraction of coarse-mode sea salt particles identified over
the sea ice (Young et al., 2016) is unlikely to contribute to the
INP population as these are inefficient INPs. Despite this,
given the uncertainties in the parameterisation itself, these
predictions do well to replicate the ice observed in the cloud.
T13 was derived from forest ecosystem data and, therefore,
represents an environment with plentiful biological aerosol
particles that may act as INPs. T13 predictions are highly
variable with these data, giving 0.07 L−1 with the filter data
and 19.7 L−1 with the CAS-DPOL. This variability is not
surprising, as small increases in an INP-active aerosol pop-
ulation – such as that used to derive T13 – would cause sig-
nificant changes in the ice crystal number concentrations in
the clouds. Despite this, the T13 parameterisation agrees well
with the observed ice number concentrations when PCASP
data are used for its evaluation (1.10 L−1).

For comparison, parameterisations based on mineral dust
data were considered. N12 and D15 were evaluated with the
dust size distribution and number concentration of dust par-
ticles > 0.5 µm, derived from the aircraft filters (Table 3).
As discussed by Young et al. (2016), this dust loading is
likely under-represented as a result of the analysis tech-
nique and collection efficiency issues. Evaluations of N12
with measured, double, and triple dust loadings all compare
well with the run 2 ice data, illustrating a lack of sensitiv-
ity to this input. However, N12 agrees best with observations
when the measured dust concentrations from the filters are
used. Agreement with observations is poor when applying
the D15 parameterisation. This parameterisation was devel-
oped to simulate the high nucleating efficiencies of mineral
dusts at temperatures<−20 ◦C; therefore, our data are at the
upper limit of its applicability. Given the good agreement of
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N12 with our observations, at temperatures well within the
range represented by the parameterisation, it can be specu-
lated that the ice number concentrations observed over the
sea ice may be explained by the dust loadings present.

Over the sea ice, the liquid water content is low
(∼ 0.03 g m−3, Fig. 6a) and the mean droplet radius is small
(∼ 4–5 µm, Fig. 12), with mean droplet number concentra-
tions of 110± 36 cm−3. It is possible that the cloud layer
interacted with aerosol from above via entrainment pro-
cesses, as suggested by the presence of numerous small cloud
droplets; with more CCN available, more cloud droplets can
form (Jackson et al., 2012). Mean droplet number concen-
trations from the CDP (Fig. 6) are consistent with both the
high- and low-altitude PCASP number concentrations mea-
sured (Table 5), further suggesting that the ambient aerosol
mixed with the cloud layer from above and below.

The vertical velocity PDFs (Fig. 17) and TKE (Fig. 16)
suggest that the boundary layer over the sea ice is stable with
relatively little mixing compared to downstream. Little vari-
ability and low values are observed in the measured TKE,
sensible heat flux, and latent heat flux (Fig. 16). The potential
temperature profiles from the dropsondes (Fig. 3a, b) also in-
dicate weakly stable stratification with very strong tempera-
ture inversions, emphasising that boundary layer mixing was
inhibited over the sea ice. A lack of substantial vertical air
motions may explain the low LWC; by the WBF mechanism,
the ice crystals act as a sink for vapour in the cold temper-
atures observed (∼−20 ◦C). This causes the suppression of
the liquid phase via a suppressed supersaturation and cloud
droplets remain small.

5.2 Marginal ice zone

When transitioning from sea ice to ocean, both cloud depth
and cloud base height increase (Fig. 12). The most significant
change in cloud microphysics over the transition is in the liq-
uid phase, where the liquid water content and mean droplet
size increase from 0.1 to 0.4 g m−3 and 5 to 10 µm respec-
tively. Mean Ndrop peaks at 145± 54 cm−3 during profile 7,
and falls to 120± 33 cm−3 during profile 8. This decrease in
Ndrop is accompanied by an increase in Reff towards cloud
top, from 8 to 10 µm, indicating enhanced collision coales-
cence within the deeper, ocean-based cloud layer (Fig. 12).

A cloud with high Ndrop over the sea ice would reflect in-
cident solar radiation efficiently (Twomey, 1974); however,
as the sea ice surface itself is highly reflective, the net impact
of the cloud on the sea ice radiative interactions is difficult
to interpret. As the sea ice gives way to the MIZ, the in-
creased droplet number concentration, mean droplet effective
radius, liquid water content, and cloud depth suggest that the
cloud optical thickness and albedo also increase (Twomey,
1974). With increased optical and geometrical thickness, up-
welling LW radiation from the surface can be trapped and
incident solar radiation can be scattered more efficiently. Ra-
diative predictions are hindered by the weak solar heating

experienced during the Arctic spring; however, it is likely
that these properties would cause a net warming at the sur-
face due to the increasing LW influence from the ocean,
and could potentially enhance the melting processes of the
nearby sea ice (Palm et al., 2010). Over the ocean, droplet
number concentrations decrease throughout the cloud, whilst
the mean droplet effective radii increase. With fewer, larger,
cloud droplets, the cloud over the ocean may not be as ef-
ficient as scattering solar radiation as the sea ice cloud, if
their microphysical properties are compared irrespective of
their environments. However, the thick cloud over the ocean
would act to significantly increase the net albedo of the ocean
regime, whilst the net impact of the sea ice cloud is unclear.

The ambient temperatures experienced within the cloud
layers (Fig. 13) remain colder than required for secondary
ice production and warmer than the homogeneous freezing
threshold throughout. The observed 2DS ice crystal concen-
trations are consistently low – approximately 0.5–1.5 L−1 –
throughout the transition, again indicating that only primary
ice nucleation was active. Higher ice concentrations are ob-
served at high altitudes (up to 2 L−1 at∼ 1350 m) over the sea
ice, suggesting that some precipitation was again measured
from a higher cloud layer. This agrees with the conclusion
from run 5, as both this profile and run 5 were conducted
close together (1400 m) and to the west (∼ 26.5–27 ◦E) of
the main science region. Though some seeding from above
is probable in both run and profile 5, the ice concentrations
measured during the SLRs over sea ice and ocean – and the
remaining profiles over the MIZ – suggest that this is not the
case for the majority of these data.

The sulfate, organic, ammonium, and BC loadings vary
almost sinusoidally with altitude over the transition region,
with maxima reached at the peaks of the sawtooth profile
(Fig. 15). These peaks occur above the cloud layer, as indi-
cated in Fig. 12. These species commonly act as CCN in the
atmosphere and could be acting to increase the cloud droplet
number concentration across the MIZ. There is no evidence
that the organic species influences the ice phase, as the for-
mer varies significantly whereas the latter remains approxi-
mately constant. The observed increases in mass loading are
small, as are the increases in number concentration measured
by the PCASP (Fig. 15); therefore it is unlikely that they are
the cause of the significant microphysical changes observed.

Measured surface heat fluxes – both sensible and latent
– become more variable and increase over the transition
to ocean, with greatest values measured at low altitudes
(< 1000 m). The approximate MetUM ice fraction indicated
in Fig. 16 mirrors the transition of this variability, with little
deviation from 0 W m−2 measured when sea ice is present
and significant variability developing over the transition to
open water. Similar changes are observed in the TKE data,
where increased turbulence is induced as the air mass moves
over the broken sea ice and comparatively warm ocean.

Atmos. Chem. Phys., 16, 13945–13967, 2016 www.atmos-chem-phys.net/16/13945/2016/



G. Young et al.: Cloud microphysical changes with sea ice cover 13961

5.3 Ocean

Between sea ice and ocean, the most prominent microphys-
ical difference is in the liquid phase. The observed cloud is
deeper, with a mean LWC and droplet number concentration
of ∼ 0.3 g m−3 and 63± 30 cm−3 respectively (Fig. 9).

Observed ice crystal number concentrations within the
oceanic cloud are similar to those measured over the sea ice
(0.5–1 L−1) and the D10 INP predictions are in reasonable
agreement (∼ 1–2 L−1, Table 3). T13 predictions are more
variable with the input data, resulting in 2.66 and 0.34 L−1

using PCASP and CAS-DPOL data respectively. As dis-
cussed previously, T13 is particularly sensitive to the num-
ber concentration of aerosol particles used as input, with lit-
tle difference in Naerosol causing significantly different pre-
dictions (Table 3). The CAS-DPOL prediction is in better
agreement with the ice number concentrations observed in
this case than the PCASP prediction. The ice phase measure-
ments are consistent with altitude; however, there is an in-
crease at the base of the mixed cloud layer (∼ 700–900 m).
This increase could be due to sedimentation of ice crystals
or low sampling statistics at these altitudes. However, the
presence of dendritic ice crystals (Fig. S2) combined with
an ice concentration of ∼ 5 L−1, a mean temperature of ap-
proximately −16 ◦C, and an enhanced ice crystal mode in
the size distributed data (Fig. 9c4) suggests that ice-ice col-
lisions may have taken place at cloud base (Rangno and
Hobbs, 2001). Dendritic crystals are susceptible to break up,
and have been shown to fragment due to air velocity alone
(Griggs and Choularton, 1986). The ambient temperatures
were too low to suggest secondary ice formation via the
Hallett–Mossop pathway (Hallett and Mossop, 1974), but it
is possible that some crystal fragmentation due to collisions
enhanced the observed primary ice concentration at these al-
titudes.

Probe icing was an issue during run 7 and this effect can be
seen in the sharp increase in the CIP100 and corresponding
decrease in the 2DS ice number concentrations in Fig. 9c2.
Run 8 was intended to be a low-altitude, below-cloud run;
however, precipitation particles were again observed. Con-
trasting run 5, this precipitation is related to the observed
ocean cloud layer sampled above during runs 6 and 7: images
from the CIP100 (Fig. 11) indicate that these particles are
large and rimed, inferring an interaction with liquid droplets
within the mixed layer above.

Aerosol data were not available for a significant fraction
of the ocean component of the flight. Despite this, it can still
be seen that the mass loadings of all AMS-measured species
are low in this region (Fig. 15). The measured BC loading is
more variable over the ocean than the sea ice or MIZ, vary-
ing from approximately 10 to 100 ng m−3. This variability is
mirrored by the particle number concentration measured by
the PCASP. The heightened BC loadings are consistent with
the monthly average reported by Eleftheriadis et al. (2009)
for Feb/Mar at Zeppelin station, Svalbard (∼ 80 ng m−3).

There is also consistency between the high- and low-altitude
measurements from the CAS-DPOL and PCASP (> 0.5 µm)
over the ocean, suggesting a constant vertical profile of large
aerosol in this region. Aerosol number concentrations were
found to be lower in general over the ocean than over the sea
ice. No aircraft filters were exposed over the ocean; there-
fore, the composition of the coarse-mode aerosol could not
be established.

From Fig. 3, the atmosphere is notably warmer over the
ocean than over the sea ice. There is a steady increase in
the boundary layer potential temperature measured by the
dropsondes from north to south. The changes in the 2 pro-
files are most prominent in the boundary layer, with less
variability observed> 1500 m. The near-surface temperature
inferred by the dropsondes increases by 13 ◦C between the
most northerly and southerly latitudes sampled. Over the
transition from sea ice to ocean, the inferred temperature dif-
ference at the surface was approximately 6 ◦C. The ocean
surface was, therefore, significantly warmer than the sea ice,
and this sharp temperature gradient affected the both struc-
ture of the boundary layer and any clouds that formed within
it.

The broader vertical wind PDFs over the ocean (Fig. 17)
suggest increased turbulence levels and mixing within the
boundary layer. This is in agreement with Figs. 3 and 16: the
surface temperature increased with transition from the frozen
sea ice to the warm ocean, thus increasing sensible heat and
latent heat fluxes from the surface. At low altitude over the
ocean, both of these measures routinely exceeded 20 W m−2,
whilst they remained consistent at approximately 0 W m−2

over the sea ice. Measured TKE was significantly higher at
low altitude over the ocean than over the sea ice, suggesting
a much more turbulent boundary layer over the open water.
The contrast between the observed cloud microphysics over
sea ice and ocean is most likely due to these increased fluxes
and induced turbulent motions. The warmer, more turbulent
boundary layer promotes the efficient collision-coalescence
(and subsequent growth via sustained supersaturations) of
cloud droplets, promoting a higher mean droplet effective ra-
dius and lower number concentration (Fig. 12). A consistent
source of heat and moisture to the BL, enhanced turbulence
(Fig. 16), a deeper cloud layer, and a greater liquid water con-
tent (Fig. 9) allowed rimed snowflakes to form which precip-
itated from the cloud. This precipitation will act to deplete
the liquid in the cloud, potentially leading to cloud break up
further downstream.

5.4 Study comparison

The sea ice cloud has little in common with the single-layer
stratocumulus case observed during M-PACE (Verlinde et al.,
2007). Conversely, the microphysics observed here agrees
better with observations made during the M-PACE cirrus
case study: the high-altitude, predominantly liquid, cloud
layer observed below the cirrus cloud had a similar LWC
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to that measured here. Low ice number concentrations were
identified in this layer, as they were found to be connected
to the cirrus cloud above it through precipitating snow. In
addition, this cloud layer was at a similar temperature (ap-
proximately −20 ◦C) to the sea ice cloud observed here. The
close proximity to the cold sea ice surface could be causing
this cloud to behave like a high-altitude, decoupled cloud:
with little-to-no surface sensible and latent heat fluxes af-
fecting the cloud (with little variability from 0 W m−2 ob-
served, Fig. 16), the resultant microphysics may evolve as
it would higher up in the troposphere. During ISDAC, the
springtime single-layer MPS observed over the sea ice had
a similar mean LWC to our sea ice cloud (0.1± 0.13 g m−3,
Jackson et al., 2012), further suggesting this is a common
observation of MPS over sea ice.

Our measurements show that the cloud downstream over
the ocean was deeper than the sea ice cloud, agreeing with the
observations of Palm et al. (2010). In contrast to the sea ice
case, our ocean observations compare well with the ocean-
based, single-layer stratocumulus observed during M-PACE
(Verlinde et al., 2007; Jackson et al., 2012). Low droplet
concentrations (46± 30 cm−3) and a comparable mean LWC
(0.19± 0.12 g m−3) were measured during M-PACE (Jack-
son et al., 2012) and, coupled with our observations, this sug-
gests that such properties are common amongst ocean-based
single-layer MPS. Through a comparison between M-PACE
and ISDAC data, Jackson et al. (2012) also concluded that
this larger mean LWC during M-PACE was caused by mois-
ture fluxes from the ocean below.

Mean droplet number concentrations varied from
110± 36 cm−3 over the sea ice, to 145± 54 cm−3 over the
MIZ, to 63± 30 cm−3 over the ocean. These concentrations
were variable with altitude (Figs. 6, 9, 12) and also varied
substantially with longitude over the sea ice (Fig. 7) and
ocean (Fig. 10) where such data were available. These
values are consistent with the first ACCACIA spring case
reported by Lloyd et al. (2015) but not the second: as also
concluded by the authors, their second spring case was
subjected to a higher aerosol loading which enhanced the
droplet number concentration of the cloud. Consistency
between the liquid phase in this study, the spring case 1 from
Lloyd et al. (2015), and the MPS observations reported by
other Arctic studies (e.g. Verlinde et al., 2007; McFarquhar
et al., 2011; Jackson et al., 2012) suggest that droplet
number concentrations of∼ 150 cm−3 or below are common
amongst Arctic mixed-phase single-layer stratocumulus in
the transition seasons. Mean droplet effective radii over
the sea ice are comparable to previous springtime Arctic
studies (e.g. 5.7 µm, Earle et al., 2011), whilst the larger
effective radii measured over the ocean agree better with
observations of autumnal Arctic single- and multilayer
clouds (e.g. approximately 10 and 8–13 µm respectively,
Klein et al., 2009; Morrison et al., 2009). These observations
again suggest that larger droplet sizes may be a common

occurrence in ocean-based clouds, whilst small droplets are
common in clouds over sea ice, regardless of season.

The ice phase is approximately constant across the tran-
sition from sea ice to ocean. Again, these measurements
agree well with the springtime ACCACIA cases presented
by Lloyd et al. (2015): the ice concentrations are variable
and can reach up to ∼ 10 L−1 (thought to be due to crys-
tal fragmentation here), yet they are low on average (0.5–
1.5 L−1) throughout the mixed cloud layer. The sea ice cloud
observed here would fall into the Type IV category estab-
lished by Rangno and Hobbs (2001), as it was characterised
by droplet concentrations of > 100 cm−3, small droplet ef-
fective radii, and only a few ice crystals per litre of air
(Figs. 6, 12, and 13). These findings are consistent with
the classification of clouds observed during ISDAC, as dis-
cussed by Jackson et al. (2012). The ocean cloud borders on
the Type V category, with larger droplet sizes, mean droplet
number concentrations < 100 cm−3, and precipitation de-
veloping; however, the observed ice number concentrations
are still in better agreement with the Type IV criteria. One
could postulate that the continued development of the ocean
cloud over the warm surface, with further growth of even
larger cloud droplets that might subsequently freeze, could
allow the cloud layer to evolve into a Type V cloud, with
more ice and less liquid. The microphysical characteristics
of these clouds may be more susceptible to cloud glacia-
tion and break up via the WBF mechanism. The M-PACE
clouds were categorised as Type V (e.g. McFarquhar et al.,
2007; Jackson et al., 2012), with higher ice crystal (mean of
2.8± 6.9 L−1 for mixed-phase single-layer stratus, McFar-
quhar et al., 2007) and lower droplet number concentrations
than reported here. From these differences, one might infer
that the M-PACE clouds were simply further developed than
those observed in this study, or that there may be some in-
fluence from either different geographical aerosol sources,
minor secondary ice production (as suggested by Jackson
et al., 2012), or seasonal dependencies. Results from ISDAC
may address the geographical hypothesis, as ice crystal and
cloud droplet concentrations of approximately 0.5–1.5 L−1

and ∼ 150 cm−3 were observed over broken sea ice during
the early spring at Barrow, Alaska (April 2008, McFarquhar
et al., 2011; Jackson et al., 2012). These concentrations are
comparable to our sea ice observations; however, the ISDAC
clouds were much warmer, with cloud top temperatures rang-
ing from −15 to −12 ◦C. The microphysical consistency be-
tween these clouds observed in different locations may sug-
gest that a similar source of INPs is influencing these clouds,
or that the ice phase is not highly sensitive to variability in
aerosol properties between different locations. Variability in
droplet number between different measurement locations can
be more easily explained via pollution events, for example,
such as that observed by Lloyd et al. (2015).

The Arctic Study of Tropospheric Aerosol and Radiation
(ASTAR-2004) campaign also made cloud observations in
the vicinity of Svalbard; however, much higher ice crystal
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concentrations (up to 50 L−1) were observed (May 2004,
Gayet et al., 2009). This phenomenon was explained by
Hallett–Mossop secondary ice production. Ice enhancement
due to crystal collisions was inferred at cloud base over the
ocean here, but the temperature was consistently too cold to
allow for secondary ice via the Hallett–Mossop pathway. The
lack of dominating secondary ice in the Arctic clouds studied
here is again consistent with McFarquhar et al. (2011), Jack-
son et al. (2012), and Lloyd et al. (2015), leading to the con-
clusion that the single-layer MPS present in the Arctic dur-
ing early spring are typically too cold for this phenomenon,
irrespective of their geographical location. Primary ice nu-
cleation was found to be solely responsible for the ice in the
clouds examined here, whilst secondary ice formation has
been found to play a greater role in the late spring and sum-
mer (Gayet et al., 2009; Lloyd et al., 2015).

6 Conclusions

In situ aircraft observations of cloud microphysics, aerosol
properties, and boundary layer structure have been presented
from the Aerosol-Cloud Coupling And Climate Interactions
in the Arctic (ACCACIA) campaign. Using data from one
case study (flight B762, 23 March 2013, Fig. 1), we have
shown how the microphysics of single-layer mixed-phase
stratiform clouds can significantly change over the transition
from sea ice to ocean. This study represents the first investi-
gation of in situ, measured cloud microphysical changes over
this transition, and offers insight into how the microphysics
of Arctic stratiform clouds may change with decreasing sea
ice extent in the future.

The conclusions of this study are as follows.

– Systematic changes in microphysical properties were
observed between the sea ice and ocean, which are
summarised in Fig. 18. Cloud base lifted and cloud
depth increased over the transition (Figs. 6, 9, 12).
Both cloud droplet number and mean size increased
over the marginal ice zone (MIZ), from 110± 36 to
145± 54 cm−3 and 5 to 8 µm respectively. Further
downstream over the ocean, mean droplet number con-
centrations decreased (63± 30 cm−3) and droplet ef-
fective radii increased (up to 10 µm) due to collision-
coalescence within the deepening cloud layer. Conse-
quently, the liquid water content increased almost four-
fold over the full transition from sea ice to ocean. Con-
sidering the clouds alone, the clouds over the sea ice
and MIZ – with relatively high numbers of small cloud
droplets – would likely reflect incoming SW radiation
more efficiently than the ocean cloud, promoting a cool-
ing effect; however, as upwelling LW radiation domi-
nates during the Arctic spring, it is more likely that each
of these clouds would contribute towards a net warming
at the surface by trapping upwelling LW radiation.
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Figure 18. Schematic summarising the development of cloud mi-
crophysical, aerosol, and thermodynamic properties across the tran-
sition from sea ice to ocean. Aerosol particles, taken to represent the
PCASP measurements, are illustrated as brown circles, and cloud
droplets are similarly shown in blue. Cloud ice and snowflakes
are shown as blue and white crystals respectively. The number of
aerosol, droplet, and ice crystal symbols in each regime represents
their number concentration in each case. Vertical arrows depict sen-
sible and latent heat fluxes (Fsen, Flat) from the surface, and in-
crease in strength with size and from blue, through green, to yellow.
Curled arrows represent the development of turbulent kinetic energy
(TKE) below the clouds and their colour and size again represent the
quantities measured. Temperature isotherms illustrate the changing
BL structure over the transition from the cold sea ice to the warm
ocean.

– The boundary layer warmed significantly from sea ice
to ocean, with a near-surface temperature difference
of 13 ◦C observed between the most northerly and
southerly latitudes sampled (Table 1). Increased surface
fluxes, vertical motion, and turbulent activity (Figs. 16
and 17) infer substantially more mixing in the bound-
ary layer over both the MIZ and ocean than over the sea
ice. This is concluded to be the cause of the microphys-
ical changes observed during this case study, as the in-
creased heat and turbulence likely promoted the forma-
tion of more cloud droplets over the MIZ and increased
the probability of efficient collision-coalescence within
the deepening cloud layer over the ocean.

– The predominant change in cloud microphysics was in
the liquid phase, suggesting a similar source of INPs
in both regimes. Observed ice number concentrations
were low and remained low over the transition (Fig. 13),
suggesting only primary ice formation was active. How-
ever, evidence of crystal fragmentation was observed at
cloud base over the ocean (Fig. 9), leading to minor con-
tributions of secondary ice. The ice crystals were typi-
cally found to be larger over the ocean than over the
sea ice. Such crystals were observed below cloud over
the ocean as rimed snowflakes, precipitating out of the
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cloud (Fig. 11). Predicted ice crystal number concen-
trations using the DeMott et al. (2010), Niemand et al.
(2012), Tobo et al. (2013), and DeMott et al. (2015)
parameterisations compared reasonably well, to within
the uncertainty attributed to the parameterisations them-
selves (approximately an order of magnitude), with the
ice observations over the sea ice and ocean (Figs. 6
and 9). Poorer agreement, when using the D15 parame-
terisation, for example, could be attributed to extrapola-
tion of the relationship to the limits of its applicability.

– Good agreement was identified between the ice crystal
number concentrations measured in this study and those
reported from ISDAC; both campaigns observed mean
ice concentrations of approximately 0.5–1.5 L−1 during
the early spring at different locations within the Arc-
tic Circle. This consistency suggests that geographically
dependent aerosol sources may not have a prominent in-
fluence on the ice phase of these clouds. In contrast, sub-
stantial microphysical differences were identified be-
tween this study and previous late spring (ASTAR-
2004), summer (ACCACIA), and autumnal (M-PACE)
studies, emphasising that seasonality remains a crucial
factor in the study of Arctic cloud microphysics.

These in situ observations offer a good test case for cloud-
resolving and weather prediction model validation in the
Arctic. Investigating the influence of the surface on cloud
microphysics in such models, and studying how sensitive the
simulated clouds are to changes in both surface and aerosol
properties, could allow us to improve our understanding of
how the microphysics of Arctic single-layer stratiform clouds
may adapt and respond to our warming climate.

7 Data availability

Processed data from the ACCACIA campaign
are archived on the NCAS British Atmospheric
Data Centre (http://catalogue.ceda.ac.uk/uuid/
88f95b1d52804b27882fbb798b116d3a). Satellite data are
available from NEODAAS NERC Satellite Receiving Sta-
tion, Dundee University, UK (http://www.sat.dundee.ac.uk).
Raw cloud and aerosol data are archived at the University of
Manchester and are available on request. Lidar data are avail-
able from F. Marenco (franco.marenco@metoffice.gov.uk)
on request.

The Supplement related to this article is available online
at doi:10.5194/acp-16-13945-2016-supplement.
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Abstract.

This study uses large eddy simulations to test the sensitivity of single-layer mixed-phase stratocumulus to primary ice

number concentrations in the European Arctic. Observations from the Aerosol-Cloud Coupling and Climate Interactions in the

Arctic (ACCACIA) campaign are considered for comparison with cloud microphysics modelled using the Large Eddy Model

(LEM, UK Met. Office). We find that cloud structure is very sensitive to ice number concentrations, Nice, and small increases5

can cause persisting mixed-phase clouds to glaciate and break up.

Three key sensitivities are identified with comparison to in situ cloud observations over the sea ice pack, marginal ice zone

(MIZ), and ocean. Over sea ice, we find deposition-condensation ice formation rates are overestimated, leading to cloud glacia-

tion. When ice formation is limited to water-saturated conditions, we find microphysics comparable to the aircraft observations

over all surfaces considered. We show that warm supercooled (-13 ◦C) mixed-phase clouds over the MIZ are simulated to10

reasonable accuracy when using both the DeMott et al. (2010) and Cooper (1986) parameterisations. Over the ocean, we find

a strong sensitivity of Arctic stratus to ice number concentrations. Cooper (1986) performs poorly at the lower ambient tem-

peratures, leading to comparatively higher ice number concentrations (2.43 L−1 at the cloud top temperature, approximately

-20 ◦C) and cloud glaciation. A small decrease in the predicted Nice (2.07 L−1 at -20◦C), using the DeMott et al. (2010) pa-

rameterisation, causes mixed-phase conditions to persist for 24 h over the ocean. However, this representation leads to the15

formation of convective structures which reduce the cloud liquid water through snow precipitation, promoting cloud break up.

Decreasing the ice crystal number concentration further (0.54 L−1, using a relationship derived from ACCACIA observations)

allows mixed-phase conditions to be maintained for at least 24 h with more stability in the liquid and ice water paths. Sensitivity

to Nice is also evident at low number concentrations, where 0.1×Nice predicted by the DeMott et al. (2010) parameterisation

results in the formation of rainbands within the model; rainbands which also act to deplete the liquid water in the cloud and20

promote break up.

1 Introduction

The significant uncertainties associated with global climate model (GCM) predictions may be largely attributed to the inade-

quate treatment of sub-grid scale, such as cloud microphysical, parameterisations (Boucher et al., 2013). These uncertainties
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are predicted to enhance discrepancies in temperature forecasts at the polar regions of our planet (ACIA, 2005; Serreze and

Barry, 2011; Stocker et al., 2013). The accuracy of these forecasts can be improved by developing the modelled representation

of the physical processes involved through comparisons with in situ observations (Curry et al., 1996).

Various observational studies have shown that single-layer mixed-phase stratocumulus (MPS) clouds are common in the

Arctic (e.g. Pinto, 1998; Shupe et al., 2006; Verlinde et al., 2007; Morrison et al., 2012). These clouds have been observed5

to persist for ∼12 h (Shupe et al., 2006) – with some lasting longer than 100 h (Shupe et al., 2011) – whilst maintaining

cloud top temperatures as low as -30 ◦C (Verlinde et al., 2007). Single-layer Arctic MPS typically form at low altitudes and

maintain a liquid layer at cloud top which facilitates ice formation and precipitation below (Rangno and Hobbs, 2001; Shupe

et al., 2006; Verlinde et al., 2007; McFarquhar et al., 2011; Jackson et al., 2012; Morrison et al., 2012, amongst others). The

Wegener-Bergeron-Findeisen (WBF) mechanism strongly influences MPS and initiates a continually-changing microphysical10

structure. Moderate vertical motions maintain these clouds, where mixing ensures that the proximity between ice crystals and

cloud droplets is variable whilst sustaining supersaturated conditions (Korolev and Isaac, 2003).

Models do not reproduce the microphysical structure and radiative interactions of these persistent Arctic mixed-phase clouds

well (e.g. Tjernström et al., 2008; Klein et al., 2009; Morrison et al., 2009; Morrison et al., 2012; de Boer et al., 2014). Detailed

cloud resolving model (CRM) simulations have previously shown that commonly-used mid-latitude parameterisations, such as15

Cooper (1986) or Meyers et al. (1992), overestimate the cloud ice number concentration, Nice, in Arctic MPS, causing the rapid

depletion of liquid and cloud glaciation (Harrington et al., 1999; Prenni et al., 2007). Modelled MPS are particularly sensitive

to Nice, with small decreases in simulated ice number causing significant increases in modelled liquid water path (Harrington

and Olsson, 2001).

Four ice nucleation modes are commonly represented in models, and three (immersion-, contact-, and condensation-freezing)20

require the presence of cloud droplets for initiation (Pruppacher and Klett, 1997). Immersion-freezing occurs when a cloud

droplet is nucleated by an aerosol particle of mixed composition; mixing which likely incorporates both soluble and insoluble

fractions. Solubility is a crucial property of an efficient cloud condensation nuclei (CCN) whilst efficient ice nucleating particles

(INPs) are insoluble (Pruppacher and Klett, 1997; Murray et al., 2012). The inclusion of an insoluble fraction would allow a

CCN to obtain some ability as an INP (de Boer et al., 2010). In the atmosphere, soluble coatings on previously CCN-inactive25

particles, like desert dusts, promote ice nucleation via this pathway (Bigg and Leck, 2001). For example, organic coatings

can suppress the ability of an INP to nucleate via the deposition mode (Möhler et al., 2008; Primm et al., 2016). Deposition-

freezing results from the direct deposition of water vapour onto an INP, and is often linked with condensation-freezing due

to difficulties in distinguishing these mechanisms in measurements. Deposition-freezing may occur in both water- and ice-

supersaturated conditions. The frequency of MPS in the Arctic suggests that ice formation in these clouds is tied to the liquid30

phase, as preferential nucleation via deposition-freezing may, in theory, result in a higher proportion of fully glaciated clouds

than are observed (de Boer et al., 2011; Vihma et al., 2014). Consequently, recent studies (e.g. de Boer et al., 2011) suggest

that liquid-dependent modes of nucleation are dominant in Arctic MPS at sub-zero temperatures greater than -25 ◦C.

Liquid-dependent freezing may be inferred by observations in the Arctic. Previous studies have found correlations between

the number concentrations of ice crystals and large (>23 µm) cloud drops (and drizzle drops, Hobbs and Rangno, 1998; Rangno35
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and Hobbs, 2001). These large liquid particles have an increased likelihood of containing a partially-insoluble nucleus, or col-

liding with one, due to aerosol scavenging; therefore, they may nucleate via immersion- or contact-freezing respectively. Arctic

aerosol particles are often well-mixed due to long-range transport (Young et al., 2016b); therefore, they can provide an effi-

cient platform for immersion-freezing (Bigg and Leck, 2001; de Boer et al., 2010). Similarly, mixed particles can promote ice

nucleation through collisions with cloud droplets; however, contact-freezing nuclei are generally thought to be predominantly5

insoluble and ice-active, with little CCN ability (Young, 1974).

Investigating the sensitivity of MPS to ice crystal number concentrations will help to improve our understanding of the

microphysical limitations of these clouds. Here, we test if primary ice formation under water-saturation conditions improves

the modelled microphysical structure with comparison to deposition-condensation freezing, with the hypothesis that ice number

concentrations will be suppressed and liquid fractions will be enhanced under this restriction. Modelling studies which utilise10

immersion-freezing have successfully simulated the persistence of Arctic stratocumulus clouds, producing sustained liquid

water in the presence of ice crystals for up to 12 h (de Boer et al., 2010).

Here, we use in situ cloud observations of Arctic MPS, from the Aerosol-Cloud Coupling and Climate Interactions in the

Arctic (ACCACIA) campaign of 2013, as a guide to infer the microphysical sensitivity of modelled clouds to both ice number

and surface conditions. We use the Large Eddy Model (LEM, UK Met Office, Gray et al., 2001) to simulate cloud microphysics15

observed over the sea ice, marginal ice zone (MIZ), and ocean. The UK’s BAe-146-301 Atmospheric Research Aircraft was

used during the springtime (Mar-Apr) campaign, collecting high-resolution in situ observations of the cloud microphysics en-

countered (Lloyd et al., 2015; Young et al., 2016a). Several dropsondes were launched from the aircraft during these cases to

provide vertical profiles of the boundary layer (BL) structure. By combining dropsonde and in situ measurements, the sensi-

tivity of modelled cloud microphysics to changes in predicted ice number concentrations is tested to infer the microphysical20

limitations of persistent springtime MPS in the European Arctic.

2 Methodology

2.1 Aircraft Instrumentation

Measurements from instruments on-board the Facility for Airborne Atmospheric Measurements’ (FAAM) BAe-146 aircraft

during three chosen case studies are presented to test the ability of the LEM to reproduce the Arctic mixed-phase clouds25

observed. Specifically, data from two wing-mounted instruments – the 2-Dimensional Stereo Particle imaging probe (2DS,

Lawson et al., 2006) and Cloud Droplet Probe (CDP-100 Version 2, Droplet Measurement Technologies (DMT), Lance et al.,

2010) – are used to investigate the mixed-phase clouds, as these probes can measure the sizes and number concentrations of

ice crystals (80-1280 µm) and cloud droplets (3-50 µm) respectively. Details on the functioning of these probes, data analysis,

and subsequent particle phase discrimination have been discussed previously by Crosier et al. (2011, 2014) and Taylor et al.30

(2016). The use of these instruments during ACCACIA is discussed by Lloyd et al. (2015) and Young et al. (2016a).

Aerosol particle data are used for the evaluation of the DeMott et al. (2010) ice nucleation parameterisation. Data from the

Passive-Cavity Aerosol Spectrometer Probe (PCASP 100-X, Droplet Measurement Technologies, Rosenberg et al., 2012) are
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used to size and count aerosol particles from sizes 0.1 µm to 3 µm. Additionally, dropsondes released during each case are used

to provide representative vertical profiles of potential temperature, water vapour mixing ratio, and wind fields to initialise the

model.

2.2 Large Eddy Model (LEM)

The LEM allows cloud microphysics to be studied in isolation from large scale meteorological features. Cloud microphysical5

interactions, wind velocities, and turbulent motions within the boundary layer are simulated to allow a detailed investigation

of cloud formation and evolution over the domain (Boucher et al., 2013). Here, we consider three case studies of observations

over the sea ice, marginal ice zone, and ocean; cases 1, 2, and 3 respectively.

A 16 km×16 km domain was used, centred on the respective dropsonde release points in each case, with a spatial resolution

of 120 m and a model height of 3 km applied. A vertical resolution of 20 m was imposed from the surface to above the altitude10

of the boundary layer temperature inversion (1500 m), above which it was reduced to 50 m. The LEM was run for 24 hours

to simulate the respective observations. The first 3 hours of each simulation was not considered due to model spin-up. For all

cases, cyclic lateral boundary conditions were imposed. A sponge layer was applied to the top 500 m of the domain, allowing

the fields to revert back to their initial conditions in this region. Long- and shortwave radiation was modelled using the Edwards

and Slingo (1996) scheme and was called every 150 seconds within the model. Dropsonde profiles of potential temperature,15

wind speed, and water vapour mixing ratio were used to initialise the model. An adiabatic liquid water profile was assumed up

to the first temperature inversion (approximately 600 m, 350 m, and 1150 m for cases 1, 2, and 3 respectively).

Over the ocean and marginal ice zone (cases 2 and 3), surface fluxes were calculated by the model, which assumes a water-

saturated, ocean surface. Small sensible heat fluxes (1 W m−2) were imposed to simulate the sea ice surface (case 1), as studies

have measured such values adjacent to the ice pack (e.g. Sotiropoulou et al., 2014). A sub-Arctic McClatchy profile was20

imposed in all simulations to ensure the initialised vertical profiles of tropospheric temperature, pressure, water vapour, and

ozone were representative of the environment modelled.

No large-scale subsidence was imposed in these simulations to allow the microphysical effect of ice number and surface

fluxes to be studied in isolation. Imposed subsidence would affect the microphysical structure of the modelled clouds, and the

effect of including large-scale subsidence is discussed in Sect. 5.4.1.25

2.2.1 Primary Ice Nucleation

The double-moment microphysics scheme by Morrison et al. (2005) is used within the LEM to test the sensitivity of the

simulated mixed-phase Arctic clouds to ice number concentration. This scheme represents single-moment liquid, with a pre-

scribed droplet number, and double-moment ice, snow, graupel, and rain. Quoted Nice in this article represents the summed

contributions of the ice crystal, graupel, and snow number concentrations simulated. 2DS measurements are not segregated30

into such categories; therefore, bulk, "total ice" number concentrations are compared. A mean droplet number of 100 cm−3,

approximated from the aircraft observations, is applied in all simulations. The sensitivity of the ice phase to this number is not

considered here.
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Deposition-condensation, immersion-, and contact-freezing are all represented within the Morrison microphysics scheme.

The form of the deposition-condensation freezing parameterisation was varied in this study to test the cloud microphysical

response. Immersion-freezing is included as the Bigg parameterisation (Bigg 1953 - hereafter, B53) and contact-freezing is

represented by the Meyers parameterisation (Meyers et al. 1992 - hereafter, M92). The influence of these parameterisations on

simulated ice number concentrations is detailed in the Supplement. To investigate the sensitivity of the modelled microphysics5

to predictable primary ice number concentrations, B53 immersion- and M92 contact-freezing were switched off within the

microphysics scheme, and the sole contribution to Nice from one implemented parameterisation was considered.

Three distinct ice nucleation parameterisations were imposed in this study (Fig. 1). Firstly, the deposition-condensation ice

nucleation parameterisation proposed by Cooper 1986 (hereafter, C86) was tested against the ACCACIA observations. This

relationship is commonly used within the Morrison microphysics scheme in the Weather Research and Forecasting (WRF)10

model, amongst others. In Eq. 1, Nice represents the number concentration of pristine ice crystals, and T0 −TK defines the

sub-zero temperature. This parameterisation is used to simulate ice number concentrations below 265 K only.

Nice[m
−3,TK] = 5 · exp

(
0.304

[
T0 −TK

])
(1)

Secondly, an approximation of the DeMott et al. 2010 (hereafter, D10) parameterisation was applied. This study derived

a detailed relationship between INP number, temperature, and aerosol number concentration based on an amalgamation of15

different INP field data. D10 was imposed at temperatures below 264 K and at water-saturation (in accordance with DeMott

et al., 2010).

NINP[m
−3,TK] = 0.0594

(
273.16−TK

)3.33(
naer,0.5

)0.0264(273.16−TK)+0.0033

(2)

Equation 2 predicts the number concentration of INPs active at the given temperature, TK. As input, it requires naer,0.5:

the number concentration of aerosol particles with diameter, DP, greater than 0.5 µm. These aerosol data were averaged using20

PCASP measurements in the close vicinity to the observed cloud, producing input concentrations of 1.13 cm−3, 1.77 cm−3,

and 2.20 cm−3 over the sea ice, MIZ, and ocean respectively. Below-cloud data were solely used over the ocean, whereas

above-cloud measurements were included in the sea ice and MIZ calculations as the observed clouds had sub-adiabatic liquid

water profiles, making entrainment processes – from the lateral or top boundaries of the clouds – likely.

Additionally, a curve was fitted to the observed ice crystal number concentrations during ACCACIA and used within the25

model. Data from ACCACIA flights B761, B762, B764, B765, and B768 were included in the derivation of this curve. Mi-

crophysical data from B762, and B761/B768, have been previously detailed by Young et al. (2016a) and Lloyd et al. (2015)
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Table 1. Predicted Nice [L−1] using each parameterisation considered in this study at the observed cloud top temperatures in each case.

Case Temperaturea
C86 D10b ACC D10b ×0.1 D10b ×10

Number [K (◦C)]

1 253.4 (-19.8) 2.03 1.31 0.51 0.13 13.1

2 260.5 (-12.7) 0.23 0.34 0.17 0.03 3.37

3 252.8 (-20.4) 2.43 2.07 0.54 0.21 20.7
aCloud top temperature (CTT)
bNINP,L−1

respectively. Young et al. (2016b) illustrate the corresponding flight tracks of each of these cases. Bulk number concentrations

from these flights were plotted against temperature and the following relationship was derived from these data:

Nice[m
−3,TK] =

0.068

(
273.5−TK

)3.3

exp

(
0.05

(
273.16−TK

)) (3)

This curve is valid below 265 K. Temperatures greater than this were subject to minor secondary ice production; therefore,

the primary ice component could not be cleanly extracted from these data. These observed ice data spanned 252 K to 265 K.5

This curve somewhat mirrors the shape of D10 (Fig. 1); however, it is weighted by an exponential term to provide better

agreement with the observations at low temperatures. In this article, this curve will be abbreviated to ACC. We expect this

empirically-derived relationship to perform well with comparison to the observations; therefore, ACC is used to assess how

well the two established parameterisations, C86 and D10, reproduce the cloud microphysics observed.

INPs are not depleted in this study; however, ice crystal number concentrations are prognostic within the Morrison et al.10

(2005) microphysics scheme. Aerosol particles are not strictly represented in the LEM and the microphysical representation is

bulk, not binned. These simulations are only representative of a system with a replenishing source of INPs, and are therefore

idealistic representations of the modelled clouds.

The primary objective of this study is to identify the sensitivity of cloud stability to ice crystal number concentration. DeMott

et al. (2010) suggest that INP number concentrations need to be predicted to within a factor of 10 to avoid an unrealistic15

treatment of mixed-phase cloud microphysics. Therefore, D10×10 and D10×0.1 were considered – in addition to C86, D10,

and ACC – to additionally test sensitivity of simulated mixed-phase cloud microphysics to large changes in ice crystal number

concentration. Figure 1 illustrates the performance of each parameterisation considered: the C86 and ACC cases, dependent

only on temperature, are valid across the three observational studies chosen, whilst the D10 parameterisation – and variations

thereof – is variable between cases given its dependence on observed aerosol particle number concentrations.20
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Figure 1. Evaluation of the five parameterisations used (C86, D10, ACC, D10×0.1, and D10×10) in the three cases considered with respect

to temperature. Case 1: sea ice, case 2: marginal ice zone (MIZ), and case 3: ocean. The black line depicts the temperature-dependent fit of

DeMott et al. (2010) for reference. The C86 parameterisation and ACC are valid for all cases, whereas the different aerosol particle loadings

are accounted for with the D10 parameterisation. D10×0.5 is implemented with the ocean case in Sect. 5.4.2.

3 Aircraft observations

In situ observations of cloud microphysics over the sea ice and ocean during ACCACIA flight B762 (23 Mar 2013), and over the

marginal ice zone (MIZ) during flight B764 (29 Mar 2013), are considered for model comparison. Microphysical observations

from flight B762 have been detailed previously by Young et al. (2016a). The corresponding flight tracks are illustrated in

Fig. 2. These case studies were chosen due to the availability of dropsondes for model initialisation and temporally-close in5

situ aircraft observations. Dropsondes from B762 distinctly sampled either the sea ice or ocean (as shown in Fig. 2a). The

ocean dropsonde was far from the sea ice edge (∼140 km). The B764 dropsonde (Fig. 2b) was dropped over the MIZ. As in

Young et al. (2016a), the MIZ is defined as sea ice fractions >10% and <90% based on NSIDC data (National Snow and Ice

Data Centre, Fig. 2). These three cases were conducted over similar longitudes (∼27 ◦E) and approximately the same latitude

range (∼75-77 ◦N).10

Figure 3 shows the potential temperature, vapour, and wind speed profiles measured by each dropsonde used to initialise

the LEM. In all cases, the net wind direction was north-easterly, bringing cold air from over the sea ice pack to the over the
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Figure 2. Flight track of (a) B762 and (b) B764, with section 1 (black) and section 2 (red) indicated. Dropsondes were released during

section 1, whilst in situ observations were made during section 2. Dropsonde release locations are marked (orange triangles). Case 1 (sea ice,

north) and case 3 (ocean, south) are from flight B762, whilst case 2 (MIZ) is from B764. Sea ice fraction is shown in shading.
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Figure 3. Potential temperature, vapour mixing ratio, and wind speed profiles measured by the three dropsondes used to initialise the LEM

in this study. (a-b): dropsonde 1 released over the sea ice during flight B762. (c-d): dropsonde 2 released over the MIZ during flight B764.

(e-f): dropsonde 3 released over the ocean during flight B762.

comparatively warm ocean. The potential temperature profile for the sea ice case (case 1) displays a double inversion; the first

at ∼500 m and the second at ∼1200 m. The latter inversion is at approximately the same altitude as that measured in the ocean

case (case 3). The MIZ case shows a subtle inversion at approximately 400 m; however, it is not as prominent as the other two

cases.
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Figure 4. Observations of 2DS ice number concentration (red) and CDP liquid water mixing ratio (LWMR, black). (a): Sea ice, case 1. (b):

MIZ, case 2. (c): Ocean, case 3. Only observations from mixed-phase cloud are included, with a derived CDP liquid water content threshold

of≥0.01 g m−3 distinguishing in-cloud measurements. Box edges: 25th and 75th percentiles, Median: | , and Mean: +. Altitudes not sampled

by the aircraft are indicated with grey boxes.

Table 2. Summary of cloud observations for each of the three cases considered. Values quoted are averaged quantities, with 1σ in brackets.

Case
Flight

Date Surface Cloud LWMRa Nb
ice

Number [2013] Conditions Extent [m] [g kg−1] [L−1]

1 B762 23 Mar Sea ice 300-700 0.05 (0.04) 0.47 (0.86)

2 B764 29 Mar MIZ/Ocean 200-900 0.09 (0.07) 0.35 (0.20)

3 B762 23 Mar Ocean 700-1500 0.24 (0.13) 0.55 (0.95)
aLiquid water mixing ratio
bIce crystal number concentration

In situ measurements for all cases show a distinct, mixed-phase cloud from approximately 300 m to 700 m (case 1), 200 m

to 900 m (case 2) and 700 m to 1500 m (case 3, Fig. 4). These measurements are summarised in Table 2. Liquid water mass

mixing ratios (LWMRs), derived from CDP measurements, provide a direct comparison with the LEM: the liquid measure-

ments in the sea ice case are low, of the order of ∼0.05 g kg−1, whereas the MIZ and ocean cases have larger mixing ratios

(∼0.1-0.3 g kg−1). 2DS ice number concentrations are consistently low within the cloud layer in all cases, on the order of5

approximately 0.2-1.5 L−1. High ice number concentrations at cloud base in case 3 are thought to be minor contributions of
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secondary ice due to crystal fragmentation (Young et al., 2016a). Cloud top temperatures (CTTs) were approximately -20◦C,

-13◦C and -20◦C respectively (Table 1). Such temperatures are too cold for efficient secondary ice production and too warm for

homogeneous ice nucleation (Hallett and Mossop, 1974; Pruppacher and Klett, 1997). For this study, modelled microphysics

below 1500 m is focused upon as this is directly comparable with these aircraft observations.

4 Results5

4.1 Control simulations

Within the Morrison et al. (2005) bulk microphysics scheme, the C86 ice nucleation parameterisation is used to simulate the

heterogeneous nucleation of ice. Onset conditions commonly used in the WRF model (T < -8◦C and Sw > 0.999, or Si > 1.08)

were applied as a control simulation for each case. Figure 5 shows the ice number concentrations, Nice, and liquid water mixing

ratios, Qliq, modelled over the sea ice (case 1), MIZ (case 2), and ocean (case 3). In case 1, no liquid water is modelled (Fig. 5a).10

Ice number concentrations of ∼3 L−1 are simulated at an altitude of approximately 1000 m for the first 10 h of the run, peaking

at 3.4 L−1. This ice then dissipates, after which Nice ∼1 L−1 is maintained at 500 m for the remainder of the simulation. This

sustained number concentration is within the range observed (0.47 ± 0.86 L−1, Table 2); however, mixed-phase conditions are

not modelled. In contrast, co-existing regions of liquid and ice are simulated in cases 2 and 3. Modelled Nice over the MIZ

(∼1.0 L−1, Fig. 5b) is in reasonable agreement with the mean observed (0.35 ± 0.20 L−1, Table 2). Persistent mixed-phase15

conditions are simulated in case 2 for approximately 16 h. Such conditions are also attained in case 3 (Fig. 5c), with modelled

ice number concentrations much greater than observed; modelled Nice peaks at 3.7 L−1, compared with 0.55 ± 0.95 L−1

observed. This case glaciates after approximately 15 h. Therefore, under the conditions commonly used in the WRF model,

C86 overpredicts Nice and unsuccessfully reproduces the observed mixed-phase conditions over all three surfaces considered.

To force the formation of persistent liquid in all cases, we restrict the formation of primary ice to water-saturated conditions in20

our subsequent model runs.

4.2 Ice nucleation at water-saturation

4.2.1 Case 1: Sea ice

Figure 6(a, d, g) shows modelled Nice and liquid water mixing ratio, Qliq, using the three main parameterisations – C86, D10,

and ACC – over the sea ice. Vertical (Z-Y) slices of Nice, Qliq, and W at 21 h are included in the Supplement (Fig. S2). A25

mixed-phase cloud is simulated at ∼500 m after 17 h, with a liquid layer at cloud top with ice formation and precipitation

below. Peak Qliq varies from C86 at the smallest (0.09 g kg−1), through D10 (0.1 g kg−1), to ACC at the largest (0.14 g kg−1,

Table 3). Nice and Qliq increase with time as the cloud evolves. Modelled Nice is of the same order of magnitude using each

parameterisation, with maximum values of 2.32 L−1, 1.29 L−1, and 0.47 L−1 attained by C86, D10, and ACC respectively.

Figure 7 shows a comparison between measured and modelled (total) Nice, Nice>100µm, and Qliq for each case when using30

these three parameterisations. Comparisons including D10×10 and D10×0.1 are included in the Supplement (Fig. S5). Mean
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Figure 5. Simulated ice number concentrations (Nice, (i)) and liquid water mixing ratios (Qliq, (ii)) using the C86 parameterisation under

default WRF conditions (T < -8◦C, Sw > 0.999, or Si > 1.08). a: Sea ice (case 1), b: MIZ (case 2), c: Ocean (case 3). Run length 24 hours.

Temperature (◦C) contours are overlaid in white. Note changing colour bar for each subfigure.

Table 3. Maximum modelled values during each case for each parameterisation implemented at water-saturation.

Case Parameter C86 D10 ACC D10×10 D10×0.1

Sea ice (case 1)
Nice [L−1] 2.32 1.29 0.47 2.89 0.13

Qliq [g kg−1] 0.09 0.10 0.14 0 0.16

MIZ (case 2)
Nice [L−1] 1.09 1.03 0.36 6.57 0.11

Qliq [g kg−1] 0.29 0.28 0.34 0.12 0.39

Ocean (case 3)
Nice [L−1] 3.83 3.01 0.71 15.5 0.37

Qliq [g kg−1] 0.32 0.32 0.36 0.10 0.38

parameters modelled at 21 h during case 1 are shown in Fig.7(a, d, g). The method for choosing these time steps is detailed

in the Supplement (Figs. S6). C86 produces the greatest ice number concentration, with D10 producing the second greatest

and ACC producing the least (Fig. 7a). The empirically-derived ACC relationship provides the best agreement with the mean

observed Nice as expected, simulating approximately 0.4 L−1.
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Software for processing the 2DS data cannot distinguish between liquid and ice at small sizes (<80 µm); therefore, the

number concentration of small ice crystals is not a reliable measure with this instrument. For this reason, the observed number

concentration of ice crystals greater than 100 µm are also compared with those modelled in this size range. Figure 7d shows

this comparison for case 1. Again, ACC performs well, with approximately 0.2 L−1 simulated. D10 and C86 produce a larger

Nice>100µm than observed. Figure 7g shows the comparison of observed LWMR and modelled Qliq. Modelled variability is not5

as clear as with the Nice data, and most of the variability occurs at the same altitude (500 m). In contrast to Nice and Nice>100µm,

ACC produces the greatest Qliq, while C86 and D10 underestimate with respect to the observations.

Modelled Nice and Qliq for D10×10 and D10×0.1 are shown in Fig. 8(a, g), and D10 is again included (Fig. 8d) for

comparison. D10×0.1 produces Nice values which are approximately a factor of 2 too low. As a consequence of these lower

ice number concentrations, Qliq is enhanced, with maximum of 0.16 g kg−1 modelled. In contrast, no liquid water is simulated10

when using D10×10, with peak ice number concentrations of 2.89 L−1 produced at approximately 400 m.

Liquid and ice water paths (LWP and IWP, respectively) are shown in Fig. 9(a, d). Both increase with model time when

using each of the parameterisations. D10×0.1 produces the highest LWP and lowest IWP. D10×10 produces no liquid – giving

a LWP of zero – and the simulated IWP increases initially (between approximately 17 h and 20 h), but subsequently decreases.

The D10 and C86 parameterisations produce similar trends in the LWP and IWP traces, resulting in approximately 15-20 g m−215

and 2-3 g m−2 respectively by 24 h.

4.2.2 Case 2: Marginal ice zone

Figure 6(b, e, h) shows that there is little variation between the simulations over the MIZ (case 2). C86 and D10 produce

comparable peak Nice and Qliq values (Table 3). These parameterisations also produce a similar LWP (∼100 g m−2) and IWP

(∼7 g m−2) by the end of each simulation (Fig. 9b, e). More liquid and less ice is simulated with ACC (Fig. 6h, Table 3).20

D10×0.1 produces the lowest Nice overall (0.11 L−1, Fig. 8h). This allows Qliq to be greater than in the other simulations

(0.39 g kg−1, Table 3) and the simulated LWP and IWP increase steadily with time (Fig. 9b, e). D10×0.1 produces the lowest

IWP, whilst D10×10 produces the greatest. Nice of up to 6.6 L−1 are simulated using D10×10, with a suppressed Qliq (Fig. 8b).

At 17 h, Nice modelled using ACC are lower (0.2 L−1) in comparison to the mean observed at each altitude bin (Fig. 7b).

However, ACC overpredicts Nice>100µm compared to observations (0.13 L−1 versus 0.03 L−1, Fig. 7e). D10 produces the25

greatest Nice in this case, yet C86 produces a similar concentration. Again, D10 and C86 both overpredict Nice>100µm and

variability in Qliq is limited to the same altitude (700 m, Fig. 7h).
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4.2.3 Case 3: Ocean

Figure 6(c, f, i) shows that there is more variation between the parameterisations over the ocean (case 3). C86 causes cloud

glaciation at approximately 17 h. Liquid water is simulated at cloud top until this point. D10 produces a mixed-phase cloud

layer for the full 24 h duration of the run. Again, more liquid and less ice is modelled using ACC (Table 3). D10×0.1 produces

peak Nice values that are almost a factor of 2 lower than observed for case 3 (0.37 L−1), allowing the greatest peak Qliq to form5

out of the five parameterisations considered (0.38 g kg−1, Fig. 8i, Table 3). Qliq is high with comparison to the ACCACIA

observations (Table 2); however, Nice is in better agreement than the D10 simulations in this case. In contrast, D10×10 causes

rapid glaciating events to occur (Fig. 8c). These repeat every ∼3 h of the model simulation. Little liquid water is produced

throughout (∼0.1 g kg−1); however, small increases are modelled alongside the glaciating bursts.

Substantial differences can be identified between the three main parameterisations considered. At 7 h, C86 produces the high-10

est Nice, with D10 producing the second greatest and ACC producing the least (Fig. 7c). D10 and C86 overpredict Nice>100µm,

as with cases 1 and 2. Again, ACC provides good agreement with the mean Nice observed as expected, simulating approxi-

mately 0.4 L−1. ACC also produces a comparable Nice>100µm (∼0.2 L−1, Fig. 7f). A more complex picture occurs in Fig. 7i:

Qliq is at its greatest at the chosen time step (7 h, Fig. S8); therefore the ±4 h variability illustrated is always less than the mean

modelled profile shown using each parameterisation. As with case 1, C86 and D10 underestimate Qliq, and ACC performs15

well, with comparison to the observations.

The steady increase of IWP and LWP seen in cases 1 and 2 is not modelled in case 3: all simulations produce a decreasing

LWP with time, whilst the majority also produce a decreasing IWP (Fig. 9c, f). A consistent IWP and steadily decreasing LWP

are modelled with ACC. The rapid glaciating events modelled with D10×10 (shown in Fig. 8c) can again be seen in the IWP,

with a maximum value of nearly 25 g m−2 attained at approximately 14 h (Fig. 9f). The LWP is zero for the majority of this20

simulation; however, a small amount of liquid also forms at 14 h. As with case 2, D10 and C86 produce similar IWP and LWPs

in case 3 for the majority of the simulations; however, these diverge at approximately 17 h when the C86 case glaciates (Fig. 9c,

f).

During the D10 simulation, peculiar trends form in both the LWP and IWP traces at approximately 19 h. Peaks and troughs

in the IWP trace correspond with peaks in the LWP at approximately 20 h and 22 h. To investigate these LWP and IWP trends25

further, Fig. 10 shows X-Y planar views of each simulated parameterisation at 21 h: LWP and IWP are total integrated values

over the full height of the domain, and W is chosen at approximately cloud top (1500 m). Little variation can be seen in D10×10

(Fig. 10a) and C86 (Fig. 10b) at this time as Nice and Qliq have dissipated and not reformed yet. Co-located hot spots of IWP,

LWP, and vertical velocity can be seen in the D10 simulation (Fig. 10c). Strong updraughts are modelled in close vicinity to

enhanced downdraughts. Regions of high LWP or IWP are not seen in the ACC case (Fig. 10d); however, similar activity can30

be identified in the D10×0.1 (Fig. 10e) case. This structure is most visible in the LWP as little ice is simulated.

The parameterisations represented in Fig.10(c, d, e) were considered further: the D10 case produces the most ice and least

liquid of the three, with D10×0.1 vice versa. Hot-spots of LWP, IWP, and W form with D10, but not with ACC. Defined

structure can be seen in the LWP of D10×0.1, and this shape mirrors a region of isolated downdraughts (Fig.10e). These
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Figure 6. Simulated ice number concentrations (Nice, (i)) and liquid water mixing ratios (Qliq, (ii)) using the (a-c) C86, (d-f) D10, and (g-i)

ACC parameterisations. All are restricted to water-saturation. (a, d, g): Sea ice (case 1), (b, e, h): MIZ (case 2), (c, f, i): Ocean (case 3). Run

length 24 hours. Temperature (◦C) contours are overlaid in white. Note changing colour bar at the top of each column, which corresponds to

data in that column only.
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Figure 7. Observed Nice, Nice>100µm, and Qliq for the sea ice (column 1), MIZ (column 2), and ocean (column 3) cases. Observations are

shown as black boxes. Box edges represent the 25th and 75th percentiles, and the median and mean values are denoted by | and + respectively.

Mean modelled values using the C86 (magenta), D10 (green), and ACC (blue) parameterisations are overlaid. Model time steps of 21 h,

17 h, and 7 h are used for the sea ice, MIZ, and ocean cases respectively, as these time steps offer the best comparison with the observations.

Shading (in pink, green, or blue for C86, D10, and ACC respectively) indicates variability in the model parameters from ±3 h in cases 1 and

2, and ±4 h in case 3, where a larger interval is implemented in the latter case as the chosen parameters showed little variability over the

shorter time step (a-c): Nice; (d-f): Nice>100µm; and (g-i): Qliq. Observed Nice data from noted shattering event (Young et al., 2016a) are

excluded in panels c and f, so that only primary contributions of ice are considered.

features may be linked to precipitation from the simulated cloud, and Fig. 11 shows the solid (snow + graupel) and liquid (rain)

precipitation modelled in the D10, ACC, and D10×0.1 simulations for case 3.

With D10, a greater number concentration of solid precipitation (up to 1 L−1) is modelled than in the ACC (0.29 L−1) or

D10×0.1 (0.17 L−1) simulations. Similarly, significantly more rain is modelled (up to 27 L−1) in the D10×0.1 simulation in
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Figure 8. Sensitivity of cloud structure to ice crystal number. (a-c): D10×10, (d-f): D10, (g-i): D10×0.1. As previous, Nice and Qliq are

shown, and columns indicate sea ice, MIZ, and ocean from left to right. Run length 24 hours. Temperature (◦C) contours are overlaid in

white. Note changing colour bars for each subfigure.
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Figure 9. Vertically-integrated liquid (a-c) and ice water paths (d-f) for the sea ice, MIZ, and ocean cases when implementing each of the

C86, ACC, D10, D10×10, and D10×0.1 parameterisations under water-saturated conditions.

comparison to ACC (17 L−1) or D10 (12 L−1). With comparison to D10 and D10×0.1, ACC produces less solid and less liquid

precipitation respectively. Precipitation modelled during cases 1 and 2 are shown in the Supplement (Fig. S9).

5 Discussion

5.1 Ice nucleation at water-saturation: Cooper (1986)

Using in situ observations for reference, we have shown that ice nucleation under water-saturated conditions allows mixed-5

phase conditions to be modelled over the sea ice, marginal ice zone (MIZ), and ocean. Using C86 deposition-condensation

freezing in the Morrison et al. (2005) microphysics scheme as a control for each case, the mixed-phase conditions observed

over the MIZ (case 2) and the ocean (case 3) are captured by the model; however, no liquid is modelled over the sea ice

(case 1). Cases 2 and 3 impose surface fluxes from the simulated ocean surface below; fluxes which induce turbulence in the

modelled clouds. The lack of strong surface sensible and latent heat fluxes in case 1 restricts the formation of liquid water10

in the model as the second imposed criterion of ice supersaturation (Si > 1.08) is attained first. This modelled microphysics

is unrepresentative of the observations during case 1. It is unlikely that the nucleation mechanisms involved in these clouds

would differ substantially between the sea ice, MIZ, and ocean. Therefore, we suggest that deposition-condensation freezing

is ineffective at ubiquitously reproducing Arctic MPS over the range of surfaces possible.
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Figure 10. Liquid and ice water path (first (i) and second (ii) columns) and vertical velocity at approximately 1500 m (third (iii) column)

for each of the five ice nucleation parameterisation scenarios in the ocean case. Planar X-Y slices are shown at 21 h. Runs are arranged such

that the simulation which produced the most ice (D10×10, a) is on the top row, and that which produced the least ice (D10×0.1, e) is on the

bottom row. Note changing colour bar at the top of each column, which corresponds to data in that column only.

5.2 Relationship with predicted INPs: DeMott et al. (2010)

Of the two established parameterisations considered (Cooper 1986 and DeMott et al. 2010), D10 produces the best agreement

with the observed ice and liquid in all cases. In particular, it reproduces the low ice number concentrations observed during

case 2.

D10 predicts the number of INPs – not ice crystals – active at a given temperature, TK. Though reasonable agreement is5

found with observations, D10 still produces too many ice crystals in each case (Fig. 6d, e, f). D10 predicts approximately

double and quadruple the number of ice crystals observed at the respective CTTs in cases 1 and 3 (Tables 1 and 2). Young et al.

(2016b) found a large fraction of super-micron sea salt particles over the sea ice (case 1) and below the MIZ cloud (case 2). No

filter data were available for the ocean case (case 3); however, it can be assumed that a similar fraction of these aerosol particles
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Figure 11. Summed snow and graupel number concentrations (Ns+g, (i)) and rain number concentration (Nrain, (ii)) using (a) D10 , (b)

ACC, and (c) D10×0.1 during case 3. Run length 24 hours. Temperature (◦C) contours are overlaid in white. Note changing colour bar at

the top of each column, which corresponds to data in that column only.

may also be sea salt, given they were found upstream over the sea ice under the same meteorological conditions (Young et al.,

2016a). Given these results, it is not surprising that D10 overestimates the quantity of super-micron INPs available to nucleate

ice in these conditions, as sea salt is an inefficient INP and constitutes a large fraction of naer,0.5.

Additionally, an approximation of D10 was applied. The average aerosol number concentration (0.5 < DP ≤ 1.6 µm, DeMott

et al., 2010) in each case was used to evaluate Eq. 2 to give a temperature-dependent function. This idealised scenario would5

only be representative of a region where the aerosol particle number concentration was being replenished and INPs were not

depleted. Such replenishment is likely unrepresentative of the Arctic, as there are few in situ sources of INP in this region.

Additionally, a constant input of aerosol particle number concentration was used in Eq. 2, irrespective of altitude in the model;

therefore, spatial variability of INPs in the boundary layer is not represented. Particle number concentrations typically decrease
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with altitude away from local surface sources; therefore, this approximation of vertical homogeneity may also be positively

influencing the number concentration of ice crystals predicted by D10.

5.3 ACCACIA observational fit: ACC

For the three case studies considered, predicted number concentrations of large ice crystals (>100 µm) using the empirically-

derived ACC relationship compare well with the observations as expected; however, it is interesting to note how the modelled5

cloud evolves in these simulations. ACC allows for persistent mixed-phase conditions to be simulated for the full 24 h duration

in case 3, and for ≥8 h in cases 1 and 2. Cloud temperatures are colder and cloud top is higher than in the C86, D10, or

D10×10 simulations, due to strong radiative cooling from the heightened Qliq. The modelled liquid-dominated clouds display

enhanced cloud-driven convection across the full domain (Figs. 10, S2-S4). Only the D10×0.1 simulations produce colder

temperatures and a higher cloud top. As expected due to its empirical origin, ACC produces the best microphysical agreement10

with observations for cases 1 and 3 (Fig. 7g, i); however, too much Qliq is modelled in case 2 (Fig. 7h). Too few ice crystals

are modelled to sufficiently deplete the liquid phase via the WBF mechanism. Ice crystal habits are not explicitly resolved

in the microphysics scheme, which could influence the modelled Qliq. Habits which undergo efficient vapour growth (e.g.

stellar dendrites or sector plates, Mason, 1993) would allow increased ice mass to be modelled, with a consistent Nice and a

suppressed Qliq.15

The ACC relationship was derived from 2DS ice number concentration data from five springtime ACCACIA flights. The

small sample size restricted the range over which a relationship could be established. Ice observations between 252 K and

265 K were collected; therefore, the dependence of ice number concentration on temperatures outwith this range could not be

tested. Further observations in this temperature range could allow this relationship to be validated and potentially extended

further; however, based on these ACCACIA data, this curve is not applicable beyond 252 K < Tk < 265 K. Temperatures colder20

than this limit are modelled in case 3 due to increasing cloud top height and strong radiative cooling; therefore, these results

must be interpreted with caution.

5.4 Ice number sensitivity

5.4.1 Cloud microphysics

As shown by previous studies (Harrington and Olsson, 2001; Morrison et al., 2011; Ovchinnikov et al., 2011, amongst others),25

the microphysical structure of Arctic MPS is highly sensitive to ice crystal number. Greater ice number concentrations enhance

the efficiency of the WBF process – leading to the depletion of liquid water within the cloud – whilst lower number concentra-

tions allow liquid droplets to persist under moderate vertical motions. D10 sensitivity tests for cases 1 and 2 behave as would

be expected: D10×0.1 produces significantly less ice, allowing liquid to dominate and cloud top height to increase, whilst

D10×10 produces high ice number concentrations which glaciate case 1 and strongly suppress the liquid of case 2 (Fig. 8).30

Mixed-phase conditions are maintained in case 2; however, Nice is much larger than observed using this parameterisation

(Fig. 4, Table 2). Additionally, in case 3, D10×10 causes rapid glaciating events to occur.
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To compare between our water-saturated simulations, we define two stages of cloud evolution: a formation phase, charac-

terised by an increasing LWP, and a decaying phase, with a decreasing LWP. In cases 1 and 2, each parameterisation causes the

simulated clouds to remain in the formation phase by the end of each run (Fig. 9c, f). Both the LWP and IWP typically increase

during these simulations. The LWP of case 2 begins to plateau towards 24 h in these cases, indicating the possible start of the

decaying phase. Case 3 attained this phase immediately, as shown by the decreasing LWPs modelled.5

Modelled LWPs and IWPs are smaller in case 1 than in both cases 2 and 3. Case 1 imposed negligible surface fluxes;

therefore, cloud dynamics was driven primarily by longwave radiative cooling (similar to Ovchinnikov et al., 2011). In the

observations, a lack of strong turbulent motions within this cloud layer caused a suppressed LWMR in the vicinity of moderate

ice number concentrations (Young et al., 2016a). The LEM reproduces these conditions well in the absence of strong surface

fluxes (sensible heat fluxes of 1 W m−2 imposed). The ocean-surface cases (2 and 3) implement strong surface fluxes, allowing10

turbulent motions to sustain a greater Qliq within the mixed-phase cloud layer (Morrison et al., 2008).

Cloud top height clearly increases with model time in cases 1 and 2, and more subtly in case 3. Large-scale subsidence,

which would act to suppress cloud top ascent, was not imposed in these simulations. This increasing cloud top was observed

by Young et al. (2016a) over the transition from sea ice to ocean; therefore, the modelled cloud structure is in good agreement

with observations without large-scale subsidence imposed. However, the temperatures simulated in case 2 (Figs. 6, 8b, e, h)15

are colder than observed (Table 1). Despite this, Nice modelled with the temperature-dependent parameterisations considered

is in reasonable agreement with the observations (Fig. 7b). Case 2 occurred on a different day to cases 1 and 3; therefore,

different synoptic conditions were influencing the sampled cloud systems. Increasing the modelled large-scale subsidence acts

to increase the modelled temperatures (not shown, Fig. S10); however, a substantial subsidence would be required to match

the observations. Given that imposing large-scale subsidence increases the temperature and suppresses Qliq, without greatly20

affecting Nice, we suggest that a greater imposed subsidence may improve the agreement with the observations in case 2.

Cloud top reaches higher altitudes in the ACC and D10×0.1 simulations – across all surfaces – compared to D10, C86, and

D10×10, due to a greater liquid water content; as more liquid forms from the vapour field, more heat is released, pushing the

cloud top higher. These liquid-dominated cases are also shown to experience enhanced convection across the full domain in case

3 (Fig. 10). With increased cloud top height, enhanced radiative and evaporative cooling enforce downdraughts whilst increased25

latent heat release from droplet formation and growth strengthens updraughts. In the C86, D10, and D10×10 simulations, a

greater Nice suppresses efficient droplet growth, latent heat release, cloud top ascent, and strong radiative cooling through

the WBF mechanism. This finding is in agreement with Harrington and Olsson (2001), who showed that a high Nice produces

weaker BL convection and a shallower BL, whilst liquid-dominated mixed-phase clouds promote a higher cloud top and deeper

BL.30

5.4.2 Cloud glaciation or break up

Over the ocean (case 3), C86 leads to cloud glaciation when freezing is implemented under both deposition-condensation

(Fig. 5c) and water-saturated (Fig. 6c) conditions. This cloud glaciation is tied to the number of ice crystals produced: over the

temperature range shown in Fig. 1, D10×10 and C86 typically produce the most ice, and so rapid ice formation is simulated
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once the onset thresholds are reached. This suppresses the liquid phase within the cloud layers, either immediately (D10×10) or

after an accumulation period (C86). However, D10 produces a similar Nice (2.07 L−1) to C86 (2.42 L−1, Table 1) at the CTTs

considered. This subtle difference in predicted ice number allows the D10 cloud to persist, whilst the C86 cloud glaciates.

While D10 produces a persistent mixed-phase cloud for the full duration, peculiar trends appear at times >20 h. Figure 9

shows the development of peaks and troughs in the IWP, with corresponding peaks in the LWP, after this time. From Fig. 10c,5

localised hot spots of LWP, IWP, and vertical velocity can be seen. These localised regions of increased ice and/or liquid result

from isolated convective cells within the cloud. The formation of these cells forces the cloud top higher (Fig. 6f), with renewed

liquid and ice formation. Similar structures can be seen in the D10×0.1 simulations (Fig. 10e); however, these appear mostly in

the LWP field and have an elongated, banded shape in comparison to the compact, almost circular, structures which evolve in

D10. These localised regions of enhanced convection can be linked to increased precipitation (Fig. 11). Specifically, increased10

solid (snow + graupel) precipitation is modelled using D10, whilst increased liquid (rain) precipitation is modelled in D10×0.1.

The formation of convective cells in the ocean case mirrors cold air outbreak observations: as cold air moves from over the

sea ice to the ocean, the boundary layer becomes thermodynamically unstable, allowing temperature perturbations to cause

strong positive feedbacks on the cloud structure. Mixed-phase clouds are sustained by moderate vertical motions (e.g. Shupe

et al., 2008a, b), driven by latent heating from hydrometeor growth within the cloud and radiative cooling at cloud top (Pinto,15

1998; Harrington and Olsson, 2001). At the cold temperatures considered (approximately -20 ◦C), ice grows favourably by

vapour growth in the vicinity of liquid droplets and, given a high enough Nice, updraughts are enhanced through latent heat

release. With enforced updraughts, water supersaturations are sustained, more cloud droplets form, and cloud top is forced to

higher altitudes. With more liquid and a higher cloud top, enhanced radiative cooling strengthens downdraughts adjacent to the

updraught columns. With a deeper cloud layer, precipitation can form by an increased likelihood of collision-coalescence of20

droplets, or ice crystal growth and aggregation, within the downdraughts. The formation of precipitation warms and dries the

cloud, reinforcing the updraughts and recycling the process. In the D10 ocean case – with high ice number concentrations, but

not high enough for glaciation – the accumulation of Nice promotes this pathway, with the development of precipitation being

the key factor in the localised, runaway convection that occurs.

With precipitation as snow or rain, Qliq is depleted from the cloud layer. The D10 case produces high number concentrations25

of snow, which depletes Qliq efficiently. Once the convective activity starts in this case, the cloud liquid is depleted; however, it

is also partially restored through sustained supersaturations in the strong updraughts. In the D10×0.1 case, the Qliq depletion

is slower as rain is less efficient at removing droplets than snow. Both of these precipitation pathways would therefore likely

lead to cloud break up if the simulation time was extended further.

Given the two pathways of precipitation identified by Fig. 11, a question arose: do these structures form as a result of the30

functional form of D10, or are they related simply to ice number? ACC produced an Nice between D10 and D10×0.1, and no

heterogeneous structures were observed. Therefore, to address this question, D10×0.5 was imposed in the LEM (see Fig. 1).

For comparison with Table 1, D10×0.5 predicts 1.04 L−1 at the CTT. Figure 12 illustrates modelled Nice and Qliq for the

D10, D10×0.5, and D10×0.1 simulations over the ocean. LWP and IWP modelled at 21 h are also shown. D10×0.5 produces

less ice than D10 and less liquid than D10×0.1: this simulation behaves as expected to also give the microphysical mid-point35
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Figure 12. Nice, Qliq, LWP, and IWP modelled in the D10 (a,b), D10×0.5 (c-d), and D10×0.1 (e-f) simulations over the ocean (case 3).

Nice and Qliq are shown in the first and second columns, plotted against time and altitude as previously. LWP and IWP (third and fourth

columns) are X-Y planar views at 21 h, as also shown in Fig. 10. (a, c, e): Temperature (◦C) contours overlaid in white. Note changing colour

bar at the top of each column, which corresponds to data in that column only.

between the D10 and D10×0.1 scenarios. Therefore, the modelled cloud persistence and stability is not just a feature of ACC.

A homogeneous cloud structure is modelled with D10×0.5 and the localised hot-spots of the D10 and D10×0.1 cases are not

present. Such hot-spots do not form in the D10×0.5 simulation. Modelled precipitation (Fig. S11 in the Supplement) using this

parameterisation is significantly less than D10 (snow + graupel) and D10×0.1 (rain), and the simulated cloud persists for the

full 24 h duration with no break up.5

Additionally, a larger domain size was imposed to test if these convective cells were related to the imposed cyclical boundary

conditions: both similar structures and LWP / IWP trends formed (not shown, Figs. S12, S13), suggesting these convective cells

are not simply a result of the domain configuration. Within the time scales imposed in this study (24 h), these cells are only

observed over the ocean (case 3). Given more time (33 h), case 2 also develops convective cells and precipitation when D10 and

D10×0.1 are imposed (not shown, Figs. S14– S17). Therefore, we conclude that – in two of the ACCACIA cases considered,10

which occurred on different days, under different synoptic conditions, with different air mass histories (Young et al., 2016b)

– model simulations using the D10 ice nucleation parameterisation can produce localised cellular structure within the mixed-

phase cloud layer, given enough time to do so.

Here, the development of appreciable precipitation is particularly sensitive to ice number. ACC and D10×0.5 maintain

mixed-phase conditions for 24 h over the ocean, with no cell development (Fig. 12), suggesting there is a "sweet spot" for Nice15
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in this case. Glaciation occurs with C86, persistence is achieved with D10×0.5 and ACC, and convective cells form in D10

and D10×0.1: it is unclear which representation is correct in this environment, as observations do show the development of

roll convection in cold air outbreak scenarios as the cold air masses move over the warm ocean (e.g. Hartmann et al., 1997).

Additionally, snow precipitation was observed by Young et al. (2016a) in this case. It cannot be stated whether the time scales

of convection development modelled here are good representations of this phenomenon.5

5.4.3 Cloud persistence

Mixed-phase conditions are sustained for at least 8 h in all three cases when imposing the three main parameterisations; ACC,

D10, and C86. By additionally considering the sensitivity tests (D10×10, and D10×0.1), we can suggest limitations of Nice

which maximise cloud persistence in each case, based on the predictions at the cloud top temperature (Table 1). Over the sea

ice (case 1), ACC performs well as expected (producing 0.51 L−1 at the CTT) and produces a comparable Qliq (Fig. 7a, g).10

D10 only marginally overpredicts Nice (1.31 L−1, Table 1). D10×0.1 produces too few ice crystals and simulated Qliq is too

high with comparison to the observations (Table 3). C86 predicts too much ice (2.03 L−1, Table 1), peaking at 2.32 L−1 when

implemented in the model (Table 3). Given these results, optimal mixed-phase cloud persistence, and comparable microphysics,

is modelled with 0.51 L−1 < Nice(CTT) < 1.31 L−1 over the sea ice. With reference to the observed Nice (0.47 ± 0.86 L−1,

Table 2), the upper limit proposed here is more than twice the mean value, but is still within one standard deviation.15

Over the MIZ (case 2), all parameterisations produce a mixed-phase, sustained cloud layer. Without observations to compare

to, it may not have been possible to identify which has a more realistic grounding. However, we have shown that C86 and D10

perform similarly and produce marginally higher ice number concentrations than are observed (Fig. 7b). These relationships

predict ice/INP number concentrations of 0.23 L−1 / 0.34 L−1 respectively at the CTT of case 2. Qliq also agrees well with

observations when implementing these parameterisations. However, both C86 and D10 overpredict Nice>100µm, suggesting20

the majority of modelled ice is growing too efficiently. This is likely representative of this case, as the warm, sub-zero cloud

temperatures (-13 ◦C) would not promote efficient ice crystal growth. ACC also produces a sustained, mixed-phase cloud layer

in case 2; however, a significantly greater Qliq is modelled than is observed (0.22 g kg−1, compared with 0.07 g kg−1, at 700 m

in Fig. 7h). This suggests that the simulated ice number concentration is not sufficient enough to suppress the formation of

liquid with this relationship. Optimal mixed-phase cloud persistence and comparable microphysical structure is modelled when25

0.23 L−1 < Nice(CTT) < 0.34 L−1 over the MIZ, where the upper limit is in good agreement with the mean observed and the

lower limit is within one standard deviation (0.35±0.20, Table 2).

Over the ocean (case 3), strong sensitivities to Nice emerge. D10×10 simulates a high Nice; therefore rapid, repeating

glaciating events occur. This is not representative of the persistent, mixed-phase MPS of interest. C86 allows a mixed-phase

cloud layer to form for some time, approximately 17 h, after which it glaciates due to accumulated ice concentrations. This30

glaciating event does not occur with D10, even though only ∼0.4 L−1 less ice is predicted at the CTT. Both C86 and D10

do not reproduce the observed cloud liquid well (Fig. 7i). D10×0.1 produces reasonable agreement with the Nice and Qliq

observations at 7 h (Fig. S5); however, the rapidly increasing cloud top height and Qliq with time are not also representative of

the observations. As discussed in Sect. 5.4.1, large-scale subsidence may help to constrain these properties. The empirically-
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derived ACC relationship compares well with both Nice and Qliq – when not considering the shattering event at cloud base

(Fig. 4c) – where 0.54 L−1 is predicted at the case 3 CTT. As expected, this is in very good agreement with the mean ice number

concentration observed (0.55±0.95 L−1, Table 2). The Nice values predicted in D10 and D10×0.1 produce a microphysical

structure with enhanced precipitation, which may lead to cloud break up after time. Steady mixed-phase conditions were only

simulated when implementing ACC and D10×0.5. Therefore, to simulate a consistent cloud layer over the ocean in case 3,5

0.54 −1 < Nice(CTT) < 1.04 L−1 is required.

From these three cases, it is clear that small differences in the predicted Nice can produce significant microphysical impacts

on the modelled clouds. The best prediction of Nice for each case is different; however, they are of a similar order of magnitude

and vary only a little between each case. Case 2 requires the least Nice due to the comparatively warmer CTT (-12.7 ◦C),

whereas cases 1 and 3 – with similar CTTs (approximately -20 ◦C) – require Nice over a similar range (approximately 0.5 L−110

to 1.3 L−1) to produce a sustained, mixed-phase cloud layer with Nice and Qliq in approximate agreement with in situ observa-

tions. These limitations are based upon the parameterisations chosen in this study (C86, D10, ACC, D10×0.1, and D10×10);

therefore, further work should be conducted to test other relationships and constrain the identified limitations in each case.

These results are in accordance with Ovchinnikov et al. (2011), whose modelled springtime Arctic MPS glaciated when an

ice number concentration of 2 L−1 was imposed, whilst 0.5 L−1 produced mixed-phase conditions with both consistent LWP15

and IWPs attained after ∼3.5 h. Given these are idealised simulations (with constant SW radiation and no INP depletion), the

ability of the model to simulate realistic conditions should be inferred with caution: results from this study can simply conclude

that small increases in the modelled ice crystal number concentration can cause persistent mixed-phase clouds to glaciate.

6 Conclusions

In this study, we have used large eddy simulations to investigate the microphysical sensitivity of Arctic mixed-phase clouds to20

primary ice number concentrations and surface conditions. The Large Eddy Model (LEM, UK Met Office, Gray et al., 2001)

was used to simulate cloud structure and evolution over the sea ice, marginal ice zone (MIZ), and ocean. Aircraft observations

of cloud microphysics from the Aerosol-Cloud Coupling and Climate Interactions in the Arctic (ACCACIA) campaign were

used as a guide to indicate which simulations gave the most realistic microphysical representation. We used two primary ice

nucleation parameterisations (Cooper, 1986; DeMott et al., 2010, abbreviated to C86 and D10 respectively), one derived from25

ACCACIA observations (ACC, Eq. 3), and an upper and lower sensitivity test (D10×10 and D10×0.1) to produce ice crystal

number concentrations within the modelled clouds.

Three main sensitivities arise from the three considered cases.

– C86 cannot reproduce the sea ice cloud (case 1) under the conditions commonly used in the Weather Research and

Forecasting (WRF) model with the Morrison et al. (2005) microphysics scheme (Fig. 5). However, these criteria do allow30

for a mixed-phase layer to form in cases 2 and 3, when the ocean provides strong sensible heat fluxes to the BL. This

result demonstrates that deposition ice nucleation is not wholly representative of ice nucleation in the Arctic springtime
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clouds observed during the ACCACIA campaign. Ice nucleation in water-saturated conditions must be implemented to

create a mixed-phase cloud layer in our three considered cases (Fig. 6).

– Warm supercooled mixed-phase clouds over the MIZ can be modelled to reasonable accuracy by using the C86 and

D10 parameterisations (Figs. 6, 7). At the cloud top temperature attained by case 2 (-12.7 ◦C), the difference between

the C86 and D10 parameterisations is small (Fig. 1, Table 1). These parameterisations overpredict the ice number con-5

centrations at the colder temperatures modelled in cases 1 and 3 (approximately -20 ◦C). ACC is modulated to have a

weakened temperature-dependence; therefore, persistent, mixed-phase cloud layers are modelled in all three cases using

this relationship.

– Results shown here illustrate that microphysical structure is particularly sensitive to the modelled ice crystal number

concentration when simulating clouds over an ocean surface. With marginally too much ice (e.g. 2.43 L−1, C86, Table 1),10

cloud glaciation occurs. Slightly less ice (2.07 L−1, D10, Table 1) allows for persistent mixed-phase conditions for some

time (approximately 24 h); however, convective cells form with heightened snow precipitation, which may promote cloud

break up. Conversely, too much liquid and very few ice crystals (0.21 L−1, D10×0.1, Table 1) may also promote cloud

break up via precipitation as rain. Case 3 simulations show that there is a "sweet spot" for simulating ice in ocean-based

single-layer Arctic MPS (attained by ACC and D10×0.5), where the number concentration of ice is low enough to15

sustain a reasonable Qliq through vertical motions and high enough to suppress the liquid phase and restrict efficient

collision-coalescence and rain formation. In this narrow limit, the influence of the WBF mechanism is depleted. The fact

that this "sweet spot" can be attained by halving the D10 prediction of INP number concentration – yet it is overshot with

D10×0.1 – illustrates just how sensitive the cloud structure is to the ice phase. Therefore, we suggest that the method of

parameterising the ice number concentration in bulk microphysical models is very important, as small differences in the20

predicted ice concentration can have substantial effects on the microphysical structure and lifetime of Arctic MPS.

These idealised simulations assume an infinite source of INPs to the modelled clouds; here, INP are not depleted by activation

or precipitation. An infinite source of INPs is likely unrepresentative of the Arctic environment (Pinto, 1998), as there are few

in situ sources of INPs (e.g. mineral dusts, Murray et al., 2012). Although Young et al. (2016b) identified mineral dusts

during all flights of the ACCACIA campaign, further work should include prognosing INPs in such simulations to investigate25

how their depletion could affect the microphysical structure of these clouds. Several studies have previously identified INP

depletion as an important process to represent in modelling Arctic MPS (Harrington et al., 1999; Harrington and Olsson, 2001,

amongst others). Additionally, the Morrison et al. (2005) microphysics scheme has been used for its detailed representation

of microphysical interactions, such as ice aggregation and growth, but it can be utilised further to represent aerosol particle

properties. Size distributions can be prescribed; therefore, the D10 parameterisation could be developed to give a spatially-30

dependent INP prediction based on aerosol particle observations, likely leading to a more comprehensive treatment of INP

variability throughout the domain.
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7 Summary and conclusions

Aircraft observations of cloud, aerosol, and boundary layer properties from the AC-

CACIA campaign have been synthesised and presented to provide insight into the

microphysics of springtime mixed-phase clouds. In Chapter 4, aerosol particles

were analysed using scanning electron microscopy to identify their composition

and infer ice nucleating potential. In Chapter 5, in situ measurements were scru-

tinised to investigate how cloud microphysical structure varies over the transition

from sea ice to ocean. In Chapter 6, large eddy simulations were used to test the

sensitivity of cloud structure, evolution, and persistence to the number of ice crys-

tals within the modelled mixed-phase clouds. The following sections summarise

the conclusions from these three studies.

7.1 Particle composition in the European Arctic

Chapter 4 describes the scanning electron microscopy (SEM) analysis of aircraft

filters exposed during the springtime ACCACIA campaign. Size-segregated com-

positional data were derived from seven filter samples to identify which aerosol

particle species were present in the Arctic boundary layer and infer their possible

influence in aerosol-cloud interactions.

• Derived filter data compared reasonably well with aerosol particle size dis-

tributions measured by three aircraft instruments: the Cloud Droplet Probe

(CDP), the Cloud Aerosol Spectrometer with Depolarisation (CAS-DPOL),

and the Passive-Cavity Aerosol Spectrometer Probe (PCASP). Discrepancies

between these data were identified at small (approximately ≤ 0.5 µm) and

large (approximately ≥ 10 µm) sizes: uncertainties at small particle sizes were

attributed to limitations of the SEM technique, whilst large size disagreement
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was caused by particle collection efficiency issues. Improved agreement be-

tween filter- and probe-derived size distributions was identified in lower rel-

ative humidity (RH) sampling conditions, as less water was associated with

the particles.

• Compositional variability was identified between the six below cloud filter

samples. Dominant particle species varied from sulphates, to silicate dusts, to

sea salts in the first five cases. Unique compositional trends were identified in

case 6. These properties could be related to its distinct air mass history. Source

regions varied from the Arctic sea ice, through to Greenland and Siberia in the

first five cases, whilst case 6 was subject to a polluted air mass from the Euro-

pean continent. Dominant particle classes were unclassified mixed particles,

Ca-rich dusts, and biomass tracers. These Ca- and K-rich particles were likely

produced from biomass burning activities over the European continent, much

like the boreal forest fires studied by Quennehen et al. (2012). These results

suggest that particle composition can be related to air mass history in these

cases.

• Carbon- and sulphur-based particles were predominantly observed in the sub-

micron size range, whilst silicate dusts and sea salts dominated super-micron

sizes. Large, coarse-mode particles are thought to typically act as ice nucleat-

ing particles (INPs). The super-micron mineral dusts identified in each case

would likely act as INPs in this environment; however, sea salt is an ineffi-

cient INP and therefore would not efficiently nucleate ice in these conditions,

unless it was internally-mixed with an insoluble particle.

• Mineral dust was identified in all cases and no distinct compositional differ-

ences could be identified, suggesting a consistent source. Si / Al and Mg / Si

ratios of all cases compared well; however, case 6 was subject to high Ca and

K influences from biomass burning activities. Consequently, the Ca / Al and

K / Al ratios were amplified in case 6 with comparison to the first five cases.

This compositional consistency suggests that these dust particles had likely

undergone long-range high-altitude transport from lower latitudes.

• The long-range transport hypothesis was strengthened by comparing below
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and above cloud samples. Heightened fractions of mixed mineral dusts and

unclassified aerosol particles were identified above cloud. In particular, a

greater fraction of large particles (>0.5 µm) were unclassified, and it is difficult

to predict how these particles would participate in aerosol-cloud interactions.

Enhanced mixing makes the interpretation of aerosol-cloud interactions diffi-

cult. The ability of mixed particles to act as cloud condensation nuclei (CCN) or

INPs is unknown, as their activation to form either cloud droplets or ice crystals re-

spectively depends on the environmental conditions. Mixed particles also have an

increased probability to nucleate ice particles via the immersion-freezing nucleation

mode in water-saturated conditions.

7.2 Cloud microphysical changes with sea ice cover

Chapter 5 details how the microphysics of Arctic mixed-phase clouds responds to

a changing surface by using in situ aircraft observations. High resolution measure-

ments of cloud, aerosol, and thermodynamic properties from one case study were

scrutinised to investigate the changing cloud microphysical structure over the tran-

sition from sea ice to ocean.

Key findings from this study are detailed as follows:

• Cloud microphysics over the sea ice during springtime is characterised by

moderately high number concentrations (Ndrop, 110 ± 36 cm−3) of small cloud

droplets (effective radius, Reff , 4–5 µm). Our observations agree well with

previous measurements made close to Barrow, Alaska during the Indirect

and Semi-Direct Aerosol Campaign (ISDAC, McFarquhar et al. 2011). Here,

a cloud liquid water content (LWC) of approximately 0.1 g m−3 was identi-

fied over the sea ice, whilst measurements during ISDAC averaged to 0.1 ±
0.13 g m−3 (Jackson et al. 2012). Additionally, the low liquid water content

observed here agrees well with observations of high altitude clouds during

the autumnal Mixed-Phase Arctic Cloud Experiment (M-PACE, Verlinde et al.

2007). Therefore, sea ice clouds likely behave similarly to high altitude clouds

which are unaffected by surface fluxes, as the sea ice pack acts as a barrier

between the ocean and the boundary layer.
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• Over the transition from sea ice to ocean, the liquid properties of the mixed-

phase cloud changed significantly. Near-surface temperatures increased, pro-

ducing a more dynamic boundary layer. The induced turbulence from in-

creased sensible and latent heat fluxes caused Ndrop and mean Reff to increase

over the marginal ice zone (MIZ). Ndrop increased from 110 ± 36 cm−3 over

the sea ice to 145 ± 54 cm−3 over the MIZ, and the mean Reff increased from

approximately 5 µm to 8 µm. With increased number concentrations of small

droplets, the MIZ-based cloud would have a greater albedo and optical thick-

ness; therefore, it would be more efficient at reflecting incident shortwave

(SW) solar radiation than the cloud over the sea ice. As the sea ice itself is

also an efficient reflector of solar radiation, it is likely that the cloud in this

location would have little influence on the amount of SW radiation reflected.

Therefore, the sea ice cloud would likely contribute towards net radiative in-

teractions by trapping any upwelling longwave radiation; however, this can-

not be confirmed with these data.

• With a consistent source of heat and moisture from the warm ocean, the bound-

ary layer warmed and became unstable. Both cloud base height and depth

increased over the ocean, allowing for efficient collision-coalescence to occur

within the deep cloud layer. Ndrop decreased (63 ± 30 cm−3), whilst the mean

Reff increased (up to 10 µm). The LWC increased to almost four times that mea-

sured over the sea ice. These properties are in agreement with observations

of ocean-based single-layer Arctic stratocumulus during the autumn (during

M-PACE, Jackson et al. 2012), where a mean LWC of 0.19 ± 0.12 g m−3 and a

mean Ndrop of 46 ± 30 cm−3 were found. Jackson et al. (2012) also concluded

that this increased liquid water content and lower Ndrop – with comparison to

the ISDAC observations over broken sea ice – could be attributed to the heat

and moisture fluxes from the ocean surface.

• Surprisingly, the ice crystal number concentration varied only a little over

the changing surface. This may be due to the reasonable consistency in the

large particle number concentrations over the transition. Consistently low ice

number concentrations suggest that primary ice nucleation solely was active.
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Good agreement in the ice phase was identified between the ACCACIA and

ISDAC observations (approximately 0.5 L−1). Even in the ocean-based cloud,

ice crystal number concentrations were in better agreement with ISDAC ob-

servations than M-PACE observations over the open ocean. This suggests that

the sampled springtime clouds were either insensitive to geographical sources

of INPs, or that a similar source was influencing both cases, thousands of

miles apart.

The surface conditions greatly affected cloud microphysics, influencing a clear

development of the cloud liquid phase through a changing boundary layer struc-

ture. This may suggest that, as the Arctic sea ice retreats further, thicker ocean-

based clouds may become more common in the high latitudes. These clouds would

have a greater cloud top albedo than the ocean surface below; therefore, they would

reflect incident solar radiation efficiently and promote atmospheric cooling. How-

ever, these thick clouds would also trap upwelling longwave radiation efficiently.

With longwave radiation dominating radiative interactions in the Arctic spring, it

is likely that a positive feedback loop between the melting sea ice surface, thicker

liquid-dominated clouds, and a net warming effect at the surface would be en-

forced.

7.3 Sensitivity of modelled Arctic clouds

Chapter 6 investigates how modelled microphysical structure reacts to the number

of primary ice crystals simulated within Arctic mixed-phase clouds. Using large

eddy simulations, three case studies were modelled with reference to observations

made over the sea ice, MIZ, and ocean during the springtime ACCACIA campaign.

Two primary ice nucleation parameterisations (Cooper 1986; DeMott et al. 2010),

and a relationship derived from ACCACIA observations, were imposed to study

the sensitivity of cloud structure, evolution, and lifetime to both the number of ice

crystals simulated within the cloud and the fluxes from the surface.

Key findings from this study are detailed as follows:

• Ice onset conditions commonly used in the Weather Research and Forecasting

(WRF) model (T < -8◦C and Sw > 0.999, or Si > 1.08, using the Cooper 1986
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parameterisation), were unable to produce microphysics comparable to the

observations over all surfaces considered. Over the sea ice, ice formed under

deposition conditions, leading to overpredicted ice crystal number concentra-

tions, Nice, and no liquid water. Improved agreement with observations was

attained when the deposition condition (Si > 1.08) was removed and ice nu-

cleation was forced to occur at water-saturation only. This limitation allowed

mixed-phase clouds to form – with comparable microphysics to observations

– over the sea ice, MIZ, and ocean, and persist for at least 8 h.

• Ice number concentrations predicted by the Cooper 1986 (hereafter, C86) pa-

rameterisation were typically too high in all cases; agreement was particularly

poor in the sea ice and ocean cases, whilst C86 performed better in the warmer

MIZ case. Modelled Nice peaked at 2.32 L−1, 1.09 L−1, and 3.83 L−1 over the

sea ice, MIZ, and ocean, whilst averaged number concentrations from obser-

vations were 0.47 ± 0.86 L−1, 0.35 ± 0.20 L−1, and 0.55 ± 0.95 L−1 respectively.

• Predictions of INP number concentrations using the DeMott et al. 2010 (here-

after, D10) parameterisation – also applied under water-saturated conditions

– were implemented under the assumption that all INPs nucleate to form ice

crystals. Nice decreased with comparison to the C86 simulations over the sea

ice and ocean, peaking at 1.29 L−1 and 3.01 L−1 respectively. D10 and C86 per-

form similarly in the MIZ case, capturing the lower ice number concentrations

observed. Given these results, both of these parameterisations (C86 and D10)

are recommended for use in modelling the microphysics of warm supercooled

MPS when appreciable surface fluxes, representative of the ocean, are applied.

• A fit to observed 2DS ice number concentrations during the springtime AC-

CACIA campaign (ACC) was also implemented in the model. This relation-

ship produced a comparable microphysical structure in each case, with a peak

Nice of 0.47 L−1, 0.36 L−1, and 0.71 L−1 modelled over the sea ice, MIZ, and

ocean respectively. Additionally, good agreement with observed liquid water

mixing ratios (0.05 ± 0.04 g kg−1, 0.09 ± 0.07 g kg−1, and 0.24 ± 0.13 g kg−1)

was found. However, Nice was underpredicted and Qliq was overpredicted in

case 2, and the C86 and D10 simulations agree better with observations in this
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case. It was appropriate to use the ACC relationship when modelling these

springtime ACCACIA cases; however, the applicability of this parameterisa-

tion outwith these data could not be established.

• Modelled cloud microphysics was found to be highly sensitive to ice crystal

number concentrations. In each case, D10×0.1 produced too few ice crystals,

whereas D10×10 produced far too many. D10×10 caused cloud glaciation in

cases 1 and 3, and produced an Nice 10× greater than observations in case 2. To

maximise cloud lifetime, 0.51 L−1 < Nice(CTT) < 1.31 L−1, 0.23 L−1 < Nice(CTT) <

0.34 L−1, and 0.54 −1 < Nice(CTT) < 1.04 L−1 were required for the sea ice, MIZ,

and ocean cases respectively.

• Over the ocean, peculiar trends formed in the liquid and ice water paths (LWP

/ IWP) when imposing the D10 parameterisation: circular, convective struc-

tures formed which pushed cloud top higher and reinvigorated the liquid

water mixing ratio. Precipitation as snow was modelled, which depleted the

liquid within the cloud. Similar trends formed when implementing D10×0.1;

however, these were seen most clearly in the LWP field and were elongated

in shape, instead of circular. In contrast to the D10 simulations, these convec-

tive bands corresponded with heightened rain precipitation, which acted to

steadily deplete the cloud liquid water throughout the simulation.

Modelled cloud microphysics was highly sensitive to ice crystal number con-

centrations. Improved agreement with observations was found when restricting

known primary ice parameterisations to water-saturated conditions; however, small

increases in predicted ice number caused persistent mixed-phase conditions to glaciate.

This was particularly clear in case 3, which was continually forced by a warm ocean

surface. Results from this case may infer how cloud break up occurs in cold air

outbreak scenarios as, dependent on the number concentration of ice crystals mod-

elled, convective cells formed. Increased snow or rain precipitation was associated

with these cells; precipitation which depleted the liquid content of the modelled

cloud.
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7.4 Aerosol-cloud interactions in the Arctic

The springtime Arctic aerosol population was found to be variable between sub-

sequent days. Mixed particles were prevalent in every sample – from mixed sili-

cates and chlorides to unclassifiable particles – making aerosol-cloud interactions

difficult to interpret. Chapter 6 demonstrated that water-saturation was required

to model persistent, mixed-phase clouds over the sea ice, MIZ, and ocean, and

this threshold encapsulates all four ice nucleating mechanisms (deposition, con-

densation, immersion, and contact). Mixed aerosol particles likely have some solu-

ble and insoluble fractions, allowing them to act as either CCN or INPs depend-

ing on the environmental conditions. Such aerosol particles could activate into

a cloud droplet upon water-saturation, then subsequently freeze if air tempera-

tures decrease sufficiently to activate the insoluble fraction of the particle. Con-

versely, if these mixed particles were highly insoluble, they may act as efficient

contact-freezing INPs. Given the particle composition data detailed in Chapter 4

and modelling results shown in Chapter 6, implementing a water-saturation thresh-

old on modelled primary ice nucleation parameterisations would be recommended

to greatly improve agreement with the observed microphysics of springtime Arctic

mixed-phase clouds.

Long-range transport was hypothesised to be responsible for the compositional

consistency of the silicate dusts measured during every case. In Chapter 5, high

number concentrations of small aerosol particles were identified at high altitudes

over the sea ice, suggesting the presence of a pollution layer aloft. Liu et al. (2015)

found that high altitude plumes of black carbon (BC) were influencing the Eu-

ropean Arctic during the springtime ACCACIA campaign, having travelled from

Asia. These findings are in agreement with previous studies who suggest that the

Arctic haze is a result of long-range transported pollution from the mid-latitudes.

Microphysical observations during the springtime ACCACIA campaign show

that the clouds contained low ice crystal number concentrations (approximately

0.5 L−1) which could be attributed to primary ice nucleation alone. Secondary ice

production was not observed to any great extent in these clouds due to their cold

temperatures. This allowed the relationship between aerosol particles and cloud
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microphysics to be investigated by applying parameterisations. Given the compo-

sitional data obtained in Chapter 4, mineral dust number concentrations from flight

B762 (case 3, Chapter 4) were tested with the Niemand et al. 2012 (hereafter, N12)

and DeMott et al. 2015 (hereafter, D15) parameterisations, whilst aerosol particle

number concentrations greater than 0.5 µm in size (naer,0.5) were used to evaluate

the D10 and Tobo et al. 2013 (hereafter, T13) parameterisations. Ice number con-

centrations obtained using the N12 parameterisation were in good agreement with

the in situ observations. Poorer agreement was found using D15; however, this was

attributed to its use at the upper limit of its applicable temperature range (-20 ◦C).

D10 marginally overestimates INP number concentrations, likely due to the large

fraction of super-micron sea salt aerosol particles found during this case. Sea salt is

an inefficient INP, yet it constitutes a sizeable fraction of the naer,0.5 input to the pa-

rameterisation. The good result of N12, and minor overprediction of D10, suggests

that the dust loadings may be responsible for the observed ice number concentra-

tions. Dusts were identified in all cases; therefore, it would be useful to test the

ability of these parameterisations to predict Nice in the other ACCACIA cases, un-

der different meteorological conditions.

Predictions using the T13 parameterisation were highly variable. This is unsur-

prising as small changes in the number concentration of efficient biological INPs

would likely have significant impacts on the ice number concentrations, and Twohy

et al. (2016) showed that the number concentrations of such particles can be highly

variable in the atmosphere with both time of day and season. Over a similar geo-

graphical location, Pratt et al. (2009) showed that biological particles nucleate cloud

ice crystals by analysing ice crystal residuals. Biological particle concentrations

are likely underestimated by numerical models, potentially due to missing sources

and/or poorly represented transport pathways (Twohy et al. 2016). Biological par-

ticles are an important source of INPs which need to be better quantified and, in

relation to the studies detailed here, it is unclear how these INPs would affect cloud

microphysics in the Arctic as the SEM technique employed in Chapter 4 cannot

adequately measure this particle species.

Aerosol-cloud interactions have been a focus of this thesis; however, Chapter 5
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highlighted the importance of boundary layer structure and dynamics in under-

standing cloud microphysical evolution. The liquid phase of the observed cloud

changed significantly over the transition from sea ice to ocean; most noticeably,

the liquid water content increased almost four-fold and the mean cloud droplet

effective radius doubled. The primary driver of these changes was the warming

boundary layer, which was being positively forced by consistent heat and mois-

ture fluxes from the ocean surface. This altered microphysical structure would

cause these clouds to behave differently in cloud-radiation interactions, where the

optically-thick MIZ cloud would scatter incident shortwave solar radiation and trap

upwelling heat from the surface more efficiently than the sea ice cloud. The geomet-

rical thickness of the ocean cloud would allow it to also act as an efficient insulator,

trapping heat in the boundary layer. However, it would significantly increase the

albedo of the ocean environment, promoting atmospheric cooling. Minimal solar

radiation is present at this time of year; therefore, the radiative interactions of these

clouds are dominated by longwave fluxes from the surface. It is therefore likely

that these clouds, with the microphysical structure detailed in Chapter 5, would

contribute a net warming effect at the surface and thus have the potential to have a

detrimental effect on the nearby sea ice.

Chapter 5 showed that the cloud ice crystal number concentration remained

consistent over the transition from sea ice to ocean, whilst the liquid phase and

cloud macrophysical structure transformed. Observed consistency in the ice phase

during the springtime ACCACIA campaign – as shown by comparison between

Chapters 5 and 6, and data presented by Lloyd et al. (2015) – suggests that Nice is

not sensitive to the dynamical changes induced by the surface or highly variable

aerosol particle compositional trends. However, modelled microphysics was found

to be highly sensitive to Nice in Chapter 6. This may suggest that Arctic cloud mi-

crophysical structure may be vulnerable to changes in the INP population. If the

ice phase becomes more sensitive to variability in the aerosol particle population –

changes which may occur due to increasing anthropogenic emissions and altered

circulation patterns due to atmospheric warming – the typical microphysical struc-

ture of single-layer Arctic clouds would likely be affected.
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7.5 Further work

Chapters 4, 5, and 6 improve our understanding of aerosol-cloud interactions in

the Arctic; however, further work is required to constrain the large uncertainties

associated with modelling the climatological changes which are under way.

The ACCACIA data provides a unique, high-resolution insight into the short-

term variability of cloud microphysics over a two week window. These data have

not been exhausted and further analysis could be carried out. For example, dust

data derived from the filter analyses have only been compared to cloud data for one

case (Chapter 5). This case was the coldest springtime case encountered; therefore,

it is the most likely to produce good agreement with dust-based parameterisations

given their increasing efficiency as INPs with decreasing temperature. Further in-

vestigation of the warmer cases (flights B764 and B765, cases 4 and 5 in Chapter 4)

should be prioritised, given the uncertainty in the source of cloud ice at warm sub-

zero temperatures. In particular, it would be beneficial to investigate if appreciable

secondary ice production is ever seen in these early springtime clouds. Similarly,

data from flights B764 and B765 could be used to investigate if the high sea salt frac-

tions collected inversely influence the number of primary ice crystals in the nearby

clouds. The sea salt loadings from the springtime ACCACIA campaign peaked dur-

ing these cases; therefore, an investigation into the microphysical properties of the

clouds observed on these days, with comparison to the particle composition mea-

surements detailed in Chapter 4, would be beneficial for our holistic understanding

of aerosol-cloud interactions in this region.

Further development of the modelling methodology of Chapter 6 should be con-

ducted to represent the depletion of INPs. These updates would improve the treat-

ment of modelled microphysics and could allow for a more realistic comparison

with observations. Similarly, including a spatial distribution of INPs and modelling

the cloud microphysical response to INP plumes could improve our understand-

ing of the sensitivities and limitations of these mixed-phase clouds. In the mean-

time, the water-saturation restriction tested in Chapter 6 is not computationally

expensive and could easily be implemented into the Weather Research and Fore-

casting (WRF) model as the same microphysical scheme is used (Morrison et al.
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2005). Therefore, it would be advantageous to test if this restriction can also im-

prove the ability of such a numerical weather prediction (NWP) model to simulate

these persistent Arctic mixed-phase clouds.

The relationship between back trajectories and particle composition could cause

issues with modelling these scenarios in large-scale models, as this variability may

be difficult to capture. Despite this, the compositional and air mass history consis-

tency between cases 4 and 5 in Chapter 4 suggests that regional fields could be con-

structed which introduce the dominant species observed when the air masses hail

from that direction. However, these proposed model developments would likely

be computationally expensive; therefore, it may not be practical to include such de-

tailed geographically-dependent aerosol-cloud interactions in large-scale models.

Instead, further investigation – and parameterisation – with bin microphysics and

process models may provide an easier route to include these interactions in global

climate models.

Aerosol particle composition varied strongly with air mass history. Back trajec-

tories from over the northern coast of Russia and Siberia were found to be clean and

dominated by fresh chlorides from the sea surface; however, trajectories moving

further south over the European continent and Scandinavia were highly polluted

and biomass burning tracers were identified. The cold early spring likely influences

biomass burning activity in the densely-populated continent where, for example,

fuel burning may be common for heating purposes. Only one of the springtime

ACCACIA cases (case 6) displayed this behaviour. However, from this discussion,

important questions arise: are all air masses from the east, towards northern Russia,

clean? And are all European air masses polluted? It is not known if the ACCACIA

data are unique in their notable dust fractions, or if one polluted air mass – out of

six case studies – is a representative number for the season and region considered.

Perhaps these pollution cases are uncommon and the ACCACIA campaign period

encountered one by chance. To address this issue, more data are required to test

how representative the ACCACIA observations are of the European Arctic during

the spring.

More measurements of aerosol, cloud, and boundary layer properties in the

springtime Arctic are required. In particular, particle compositional data – with
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close proximity to cloud – should be an area of focus. More filter exposures below

and above an observed cloud deck would be particularly beneficial: the comparison

detailed in Chapter 4 was the only such pair obtained during ACCACIA, therefore

it cannot be concluded whether the comparisons made and conclusions drawn are

representative. To improve confidence in these data, the size-dependent collection

issues of the filter inlet should be better quantified through characterisation with

a wind tunnel. Filter exposures are a good method of studying aerosol particle

composition off-line; however, compositional data with temporal resolution would

provide a more detailed insight into the properties of aerosol particles during the

Arctic haze. For example, single particle mass spectrometry techniques could be

used to provide on-line compositional measurements on a particle-by-particle ba-

sis (e.g. Pratt and Prather 2010). Additionally, INPs were inferred in Chapter 4 via

particle composition; however, direct measurements would provide an alternative

view of which particles nucleate ice in this region. Future campaigns could employ

ice nucleus detectors to directly measure ambient INPs and correlate these mea-

surements with observed cloud microphysics. Alternatively, ice crystal residuals

could be collected, like the study by Pratt et al. (2009), to identify which particle

species are preferentially nucleating ice crystals in the Arctic boundary layer.

Conclusions drawn from Chapters 4, 5, and 6 have improved our understanding

of aerosol-cloud interactions in the Arctic. With some questions answered, others

emerge: for example, can we confirm that long-range transported dusts are nucleat-

ing ice in these clouds? If so, this may have substantial consequences for the Arctic

in our warming climate. If low, consistent concentrations of transported dusts are

nucleating ice in these mixed-phase stratocumulus clouds, any change to their mix-

ing states or number concentrations may significantly affect the microphysics of

these clouds. It is difficult to predict if dust properties would change appreciably in

a warming climate due to the increasing atmospheric air temperature alone. How-

ever, with increasing anthropogenic emissions in the mid-latitudes, the probability

of internal mixing with these natural dusts may also increase. Additionally, at-

mospheric circulation patterns will likely be affected, potentially influencing tradi-

tional transport pathways from the mid-latitudes. It is therefore difficult to predict

how these clouds may microphysically change due to climate change. Dynamically,
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Chapter 5 showed that the sea ice restricts turbulent motion in clouds and, with de-

creasing Arctic sea ice coverage, the thicker liquid-dominated mixed-phase clouds

over the ocean may become more common. It is therefore likely that these single-

layer mixed-phase stratocumulus will play a key role in the Arctic radiative balance

in the future.

This thesis has improved our knowledge of springtime aerosol-cloud interac-

tions and cloud microphysics in the European Arctic, and provides insight into po-

tential areas of development for regional and global climate models. Links were

made between air mass history and aerosol particle compositional trends, with the

further suggestion that mineral dusts may be nucleating ice particles in the mixed-

phase clouds observed. A changing boundary layer structure, over the transition

from sea ice to ocean, was shown to have a significant impact on the liquid phase

of these clouds, whilst the ice phase was insensitive to these changes. This micro-

physical development has implications for the role of these clouds in the radiative

budget, with a greater liquid water content influencing both their albedo and their

ability to trap upwelling LW radiation. However, modelled cloud evolution and

lifetime was found to be highly sensitive to the ice phase, and mixed-phase con-

ditions could only be maintained over all surfaces considered when ice nucleation

was limited to liquid-dependent pathways. These results highlight that the method

of parameterising ice number concentrations is important, whilst emphasising the

need to better characterise and parameterise observations of Arctic MPS for use in

numerical models.
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A Cited campaigns and measurement

sites

Several campaigns from various geographical regions are mentioned for compari-

son with observations made during ACCACIA. For clarity, key aspects from each

campaign are summarised in Table A.1. Geographical locations of cited permanent

measurement stations are also illustrated in Fig. A.1.

Figure A.1: Browse et al. (2012) Fig. 1: Locations of three of the permanent Arctic
measurement stations often referred to in cited studies. Zeppelin, Svalbard (11.9◦E,
78.9◦N); Alert, Canada (62.3◦W, 82.5◦N); and Barrow, Alaska (156.8◦W, 71.2◦N) are
shown. Permanent stations in Northern Scandinavia are also indicated; however,
measurements from these locations are not referred to in the studies contained in
this thesis.
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B Chapter 4: Supplementary Mate-

rial

Supplementary material for the journal article titled ”Size-segregated compositional

analysis of aerosol particles collected in the European Arctic during the ACCACIA

campaign” is included as follows.
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Table S1: Classification scheme adopted in this study. Similarly to Kandler et al. (2011), “All” stands for the
sum of Na+Mg+Al+Si+P+S+Cl+K+Ca+Ti+Cr+Fe+Ni+Cu+Zn and square brackets indicate an interval
of values. “All elements” represents each weight percentage unweighted. Kr2005: Krejci et al. (2005), K2007:
Kandler et al. (2007), B2008: Behrenfeldt et al. (2008), G2010: Geng et al. (2010), H2010: Hand et al.
(2010), K2011: Kandler et al. (2011). Source in bold: Direct copy of their criteria. Source in italics: Based
upon their criteria.

Particle Class Classification Criteria Source

Carbonaceous All elements/All<0.2, C+O>0.92 OR C+O>0.9, All elements/All<0.2 AND Mg/All≥0.1 OR Na/All≥0.1 OR S/All≥0.1 G2010

Criteria for secondary Na-rich and Ammonium Sulphate K2011

Biogenic Criteria for biogenic K2011

C+O>0.9, Si/Cl¡0.2, Na/Cl¡0.3, Na/S¡0.3 AND K/All≥0.2 OR P/All≥0.2 OR Cl/All≥0.2 OR (Ca+K)/All≥0.3 OR (Na+P+K)/All ≥ OR (Na+Mg+Zn)/All≥0.3 Kr2005, G2010

Sulphates Criteria for NaS sulphates K2011

Gypsum (Ca+S)/All>0.5, Ca/S=[0.25;4], Si/Ca<0.5 K2007

Criteria for Ca sulphates K2011

Sulphates S/All>0.4, Si/S<0.5, S>All elements K2007, H2010

Criteria for CaNaS K2011

Ca-Rich Ca/All>0.5, Si/Ca<0.5, Al/Ca<0.5, Ca>All elements H2010

Criteria for Ca- and CaMg-carbonates K2011

(Ca+Mg)/All>0.5, Mg/Ca=[0.33;3], Si/Ca<0.5, S/Ca<0.25, P/Ca<0.15 K2007

Phosphates Criteria for phosphates K2011

Fresh Chlorides (Na+Cl)/All>0.5, S/Na<0.375, S/Cl<0.5, Si/Cl<0.2, Fe/Cl<0.5 K2007

OR Na/Cl=[0.5;1.5], S/Cl<0.5, Si/Cl<0.2, S/Na<0.375, Fe/Cl<0.5 Kr2005, G2010

Criteria for NaCl, KCl and other chlorides K2011

Aged Chlorides (Na+Cl)>0.4, S/Cl<5, S/Na<5, Si/Cl<0.5 Kr2005, B2008

OR Cl/All=[0.1;1.1], Si/All<0.0699, Al/All<0.0099, Na/Cl<2, Mg/Cl<2, P/Cl<0.2, K/Cl<2, Ca/Cl<2, Ti/Cl<0.1, Cr/Cl<0.1, Fe/Cl<0.1 K2011

Criteria for mixClS K2011

Sulphates Cl/S<0.5, Si/S<0.5, Ti/S<0.2, Cr/S<0.2, Fe/S<0.5, Ni/S<0.2, Cu/S<0.2, Zn/S<0.2 K2007

Criteria for other sulphates K2011

Metallic Criteria for Fe, Ti, Fe-Ti and Al oxides K2011

OR Fe/All>0.3, Si/Fe<0.2, Al/Fe<0.2, Cl/Fe<0.2, Ti/Fe<1.33, Mg/Fe<0.2 K2007, H2010

OR Ti/All>0.3, Na/Ti<1, Mg/Ti<1, Al/Ti<0.2, Si/Ti<0.2, S/Ti<1, Fe/Ti<1 K2007, H2010

Silicates Criteria for quartz, SiAl, SiAlK, SiAlNa, SiAlNaCa, SiAlNaK, SiAlCaFeMg, SiAlKFeMg, SiAlFeMg, SiMgFe, SiMg, SiCaTi K2011

OR Si/All>0.2, Na/Si<0.7, Mg/Si<1.33, Al/Si<1.33, K/Si<0.5, Ca/Si<0.5, Ti/Si<0.5, Fe/Si<0.5, (P+S+Cl)/All<0.2 K2007

OR Si/All≥0.6, S/Si<0.2, Cl/Si<0.2 H2010

OR Si/All≥0.2, S/Si<0.2, Cl/Si<0.2 AND (Al+Si)/All≥0.6 OR (Si+Fe)/All≥0.6 OR (Al+Si+Fe)/All≥0.5 OR (Al+Si+Na)/All≥0.5

OR (Al+Si+Mg)/All≥0.5 OR (Al+Si+K)/All≥0.5 OR (Al+Si+Ca)/All≥0.5 OR (Al+Si+Ti)/All≥0.5

OR Si/All≥0.5, S/Si<0.2, Cl/Si<0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR (Si+Al)/All≥0.5, S/Si<0.2, Cl/Si<0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR (Si+Fe)/All≥0.5, S/Si<0.2, Cl/Si<0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR (Si+Al+Fe)/All≥0.5, S/Si<0.2, Cl/Si<0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

Mixed Silicates (Na+S+Mg+Al+Si+K+Ca)/All>0.7, S/Si=[0.6;2] OR (Al+Si)/All≥0.6, S/Si>0.2 K2007, H2010

OR Si/All≥0.2, Na/Si<0.7, Mg/Si<1.33, Al/Si<1.33, K/Si<0.5, Ca/Si<0.5, Ti/Si<0.5, Fe/Si<0.5, (P+Cl)/All<0.2, S/All>0.2 K2007

OR Si/All≥0.1, S/Si>0.2 AND (S+Si)/All≥0.5 OR (S+Si+Al)/All≥0.5 OR (Si+S+Fe)/All≥0.5 OR (Si+S+Al+Fe)/All≥0.5

OR Si/All≥0.1, (Si+S)/All≥0.4, S/Si>0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR Si/All≥0.1, (Si+S+Al)/All≥0.4, S/Si>0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR Si/All≥0.1, (Si+S+Fe)/All≥0.4, S/Si>0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR Si/All≥0.1, (Si+S+Fe+Al)/All≥0.4, S/Si>0.2 AND Mg/All≥0.1 OR K/All≥0.1 OR Ca/All≥0.1

OR Fe/All>0.15, Si/Fe<1, Ti/Fe<1.33, (Fe+S)/All>0.4 OR Ti/All>0.3, Na/Ti<1, Mg/Ti<1, Al/Ti<1, Si/Ti<1, Fe/Si<1, (Ti+S)/All>0.4 OR (Ti+S)/All>0.5 K2007

Criteria for mixSiS, mixAlSiS, mixNaClSi, mixNaClSiAl, mixCaSi, mixCaAlSi K2011

Fresh Chlorides (Na+Cl+Ca)/All≥0.5, Na/Cl=[0.2;1.1], Si/Cl<0.2, S/Cl<0.2

Aged Chlorides (Na+Cl+Ca+S)/All≥0.5, Na/Cl=[0.1;1.1], Si/Cl<0.2, S/Cl>0.2

OR Cl/All=[0.1;1.1], Si/Cl<0.1, S/Cl>0.2, Cr/Cl<1

Metallic (Fe+Ni+Cr+Cu+Zn)/All>0.5, Si/(Fe+Ni+Cu+Zn)<0.05 OR Zn/All=[0.2;1.1] OR Cu/All=[0.2;1.1] OR Cr/All=[0.2;1.1] OR Ni/All=[0.2;1.1] OR Cu¿All elements

Silicates Mg/All=[0.35;1.1], Si≥0.1 K2011

Phosphates P/All=[0.1;1.1], P>All elements

Silicates Si/All=[0.1;1.1] K2011

Metallic Al/All=[0.1;1.1]

Silicates (Al+Si)/All=[0.2;1.1], Si≥0.1

Fresh Chlorides Cl/All=[0.1;1.1]

Biomass Tracers K/All=[0.25;1.1] K2011

Ca-Rich Ca/All=[0.2;1.1] K2011

Other Particles not classified by these criteria
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Figure S2: Mean elemental fractions of each particle category, normalised by the summed contributions from
all elements except C and O. Variability is seen most clearly in the mixed categories, with consistency amongst
the well-defined categories (e.g. Ca-rich)
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C Chapter 5: Supplementary Mate-

rial

Supplementary material for the journal article titled ”Observed microphysical changes

in Arctic mixed-phase clouds when transitioning from sea ice to open ocean” is in-

cluded as follows.
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Figure S1: 3 day back trajectories for the B762 science period. Back trajectory analyses were cal-
culated at 30 second intervals along each flight path using the National Oceanic and Atmospheric
Administration HYbrid Single-Particle Lagrangian Integrated Trajectory (NOAA HYSPLIT 4.0)
model (Draxler and Hess 1998), as described in Liu et al. (2015) and Young et al. (2016). GDAS re-
analysis meteorology (Global Data Assimilation System; NOAA Air Resources Laboratory, Boulder,
CO, USA) was used to simulate the 3D wind fields; however, turbulent motions are not resolved by
the model and therefore some uncertainty is attached to the modelled trajectories (Fleming et al.
2012). A sample of trajectories modelled over the sea ice (red), MIZ (magenta) and ocean (blue)
are shown. Sea ice fraction from the NSIDC is shown in colour, with the ocean and sea ice depicted
in blue and yellow respectively. Sea ice data at the north pole are not included.
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Figure S2: Example data from the CIP100 at cloud base over the ocean. Large dendrites are
observed, with potential shattering events noted. Vertical width of image strip represents a size
range of 6.4 mm.
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D Chapter 6: Supplementary Mate-

rial

Supplementary material for the journal article titled ”Microphysical sensitivity of

coupled springtime Arctic stratocumulus to modelled primary ice over the ice pack,

marginal ice, and ocean” is included as follows.
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Supplementary Material

Bigg immersion-freezing and Meyers contact-freezing

The influence of immersion- and contact-freezing within the Morrison et al. (2005) microphysics scheme was tested to quan-

tify their contribution to Nice. Simulations with contact-freezing (Meyers et al. 1992 - hereafter, M92) and immersion-freezing

(Bigg 1953 - hereafter, B53) switched either on or off are shown in Fig. S1. The addition of B53 and M92 produces a signif-5

icantly larger ice crystal number concentration (up to 3 L−1, 1.5 L−1, and 10 L−1 in cases 1, 2, and 3 respectively) than the

mean observed (0.47 ± 0.86 L−1, 0.35 ± 0.20 L−1, and 0.55 ± 0.95 L−1 respectively, Table 2).

Modelled ice number concentrations with and without B53 and M92 active are similar in case 1. Both representations cause

glaciation, and liquid water is not modelled at any point during the simulations. No improvement can be seen in the liquid

water mixing ratio when both the B53 and M92 nucleation mechanisms are disabled. Modelled ice number concentrations for10

case 2 peak at ∼1.5 L−1 and ∼0.8 L−1 with and without both B53 immersion- and M92 contact-freezing nucleation active.

Both scenarios allow for liquid water to form in the cloud, with ∼0.2 g kg−1 modelled. When B53 and M92 are active in case

3, high ice number concentrations are rapidly simulated at approximately 12 h-14 h. This event causes the evaporation of all

simulated liquid water, and the region of high ice number concentration dissipates back to the original sustained concentration

of ∼2 L−1 afterwards. This event is not simulated when B53 and M92 are disabled, suggesting these additional sources of ice15

number are the cause of this phenomenon.
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Figure S1. Simulated ice number concentrations (Nice, columns 1, 3, and 5) and liquid water mixing ratios (Qliq, columns 2, 4, and 6)

using the Cooper (1986) parameterisation under default WRF conditions (T < -8◦C, Sw > 0.999 or Si > 1.08). Top row: B53, M92, and

C86 active. Middle row: C86 deposition-condensation freezing only. Bottom row: Anomaly between simulations including B53 and M92

and those using C86 only. Column 1-2: Sea ice (case 1), Column 3-4: MIZ (case 2), Column 5-6: Ocean (case 3). Run length 24 hours.

Temperature (◦C) contours are overlaid in white. Note changing colour bars for each subfigure.
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Supplementary figures

Figure S2. Z-Y slice of modelled Qliq (top row), Nice (middle row), and vertical velocity (bottom row) at 21 h over the sea ice (case 1).

The Nice and Qliq fields are homogeneous, with liquid layer at cloud top and ice formation throughout. Enhanced turbulent activity, due to

the comparatively larger liquid water content, is modelled with ACC. Note changing colour bars for each subfigure.
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Figure S3. Z-Y slice of modelled Qliq (top row), Nice (middle row), and vertical velocity (bottom row) at 21 h over the MIZ (case 2).

Significant turbulence is simulated within the cloudy layer (bottom row). With comparison to the sea ice case, the liquid layer at cloud top is

more heterogeneous in all cases. This is particularly clear in the D10 simulations, where Nice is enhanced in downdraughts. Note changing

colour bars for each subfigure.
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Figure S4. Z-Y slice of modelled Qliq (top row), Nice (middle row), and vertical velocity (bottom row) at 21 h over the ocean (case 3).

Large updraught columns are simulated using D10, which correspond spatially with columns of high Qliq. These updraughts are co-located

with a precipitating (snow) region, evident from the Nice figures (second row). C86 had dissipated by 21 h; therefore, little activity can be

seen in this simulation. Similar to cases 1 and 2, ACC produces a homogeneous liquid layer at cloud top, with ice below.Note changing

colour bars for each subfigure.
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Figure S5. Observed Nice (top row), Nice>100µm (middle row), and Qliq (bottom row) for the sea ice (column 1), MIZ (column 2) and

ocean (column 3) cases. Observations are shown as grey boxes. These boxes illustrate data similarly to those in Fig. 7. Modelled Nice,

Nice>100µm, and Qliq are overlaid from the C86 (magenta), D10 (green), ACC (blue), D10×10 (red), and D10×0.1 (black) simulations.

Model time steps of 21 h, 17 h, and 7 h are again used for comparison with the sea ice, MIZ, and ocean observations respectively. Note

changing colour bars for each subfigure.
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Figure S6. Residual comparison of modelled and observed Nice (top row), Nice>100µm (middle row), and Qliq (bottom row) in case 1

(sea ice) for each model time step. At each altitude bin, the mean observed quantity is subtracted from the mean modelled. The absolute

magnitude of this fraction is then subtracted from 1. Therefore, better agreement between the mean observed and mean modelled values

gives a larger fraction (with a maximum of 1). When two of the three parameterisations give good agreement with the Nice observations at

the same time step, that time step has been selected for comparison with the observations in Fig. 7. For the sea ice simulations, the chosen

time step was 21 h. Note changing colour bars for each subfigure.
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Figure S7. Residual comparison of modelled and observed Nice (top row), Nice>100µm (middle row), and Qliq (bottom row) in case 2

(MIZ) for each model time step. As with Fig. S6, better agreement with the mean observed value gives a larger fraction (with a maximum of

1). For the MIZ simulations, the chosen time step was 17 h. Note changing colour bars for each subfigure.
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Figure S8. Residual comparison of modelled and observed Nice (top row), Nice>100µm (middle row), and Qliq (bottom row) in case 3

(ocean) for each model time step. As with Fig. S6, better agreement with the mean observed value gives a larger fraction (with a maximum

of 1). For the MIZ simulations, the chosen time step was 7 h. Note changing colour bars for each subfigure.
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Figure S9. Summed snow and graupel number concentrations (Ns+g, columns 1, 3, and 5) and rain number concentration (Nliq, columns

2, 4, and 6) using D10 (top row), ACC (middle row) and D10×0.1 (bottom row). Column 1-2: Sea ice (case 1), Column 3-4: MIZ (case

2), Column 5-6: Ocean (case 3). Run length 24 hours. Solid precipitation increases with simulation time in all cases when using D10, and

the rain number concentration behaves similarly in case 2 when applying D10×0.1. Overall, little solid and liquid precipitation is modelled

during the ACC simulations, and almost no precipitation is modelled in case 1 with D10×0.1. Note changing colour bar for each column.
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Figure S10. Simulated ice number concentrations (Nice, columns 1, 3, and 5) and liquid water mixing ratios (Qliq, columns 2, 4, and 6)

using ACC without large-scale subsidence (top row) and with an imposed subsidence of 2.5×10−6 s−1 (bottom row, as in Solomon et al.,

2015). All are restricted to water-saturation. Column 1-2: Sea ice (case 1), Column 3-4: MIZ (case 2), Column 5-6: Ocean (case 3). Run

length 24 hours. In all cases, cloud top height and Qliq is suppressed when large-scale subsidence is imposed. Temperatures are also warmer;

however, case 2 is still too cold with comparison to the observations. Note changing colour bars for each subfigure.
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Figure S11. Number concentrations of solid (snow + graupel, Ns+g, left column) and liquid (rain, Nrain, right column) precipitation

modelled during the D10, D10×0.5, and D10×0.1 simulations over the ocean (case 3). Note changing colour bars for each subfigure.
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Figure S12. Modelled LWP (top row), IWP (second row), and W (at approximately 1500 m, bottom row) for domain sizes 128 × 128 grid

points (left column) and 196 × 196 grid points (right column) at 21 h into the simulations. Both domains use X/Y resolution of 120 m and

use the same vertical domain size and resolution; the only difference is the domain size in X/Y. Convective cells – as shown by the hot-spots

in LWP, IWP, and W – form in both cases, suggesting that these phenomena were not a result of the original domain specifications. Note

changing colour bars for each subfigure.
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Figure S13. Modelled LWP (left panel) and IWP (right panel) with time for the original domain size (128 × 128 grid points, green) and

the larger domain size (196 × 196 grid points, black). These traces diverge at approximately 18 h; however, similar trends are seen. The

feedbacks associated with convection and precipitation formation affect the evolution of the cloud properties, leading to different LWP and

IWPs. These differences are due to the influence of the domain size on, for example, cloud radiative cooling and entrainment, leading to the

formation of different convective cells, of different sizes, to the original domain.
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Figure S14. Modelled Nice (left column) and Qliq (right column) when using D10 (top row) and D10×0.1 (bottom row) to simulate case

2 over an extended run time of 45 h. Note changing colour bars for each subfigure.
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Figure S15. Modelled LWP (red) and IWP (black) when using D10 (solid) and D10×0.1 (dashed) to simulate case 2 over an extended run

time of 45 h.
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Figure S16. Modelled LWP (first column), IWP (second column), and vertical velocity (third column) at approximately 1500 m using D10

(top row) and D10×0.1 (bottom row) to simulate case 2. Planar X-Y slices are shown at 37 h. Note changing colour bars for each subfigure.
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Figure S17. Modelled solid (Ns+g, left column) and liquid (Nrain, right column) precipitation when using D10 (top row) and D10×0.1

(bottom row) to simulate case 2 over an extended run time of 45 h. Note changing colour bars for each subfigure.
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