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Abstract

The Great Observatories Origins Deep Survey North (GOODS-N) field, first surveyed
by the HST, has been observed across numerous wavebands revealing populations of
both Star Forming Galaxies (SFG) and Active Galactic Nuclei (AGN) over wide ranges
of luminosities. It has been surmised that the evolution in the star forming population
appears to diverge from that in the AGN population leading to a domination of SFGs
at low flux densities. The number of starbursts can only be disentangled from the
entire population if each source can be classified individually, which usually requires
high angular resolution imaging. This is the motivation behind the e-MERLIN Galaxy
Evolution survey, e-MERGE, which expands the depth of high resolution radio imaging
in the GOODS-N field to increase the number of potentially classifiable sources. By use
of wide-field imaging techniques, including a new high-speed mapping tool, together
with a new semi-empirical primary beam-shape model for the e-MERLIN array, a deep
wide-field high-resolution map is derived. This is the widest and deepest contiguous
imaging yet obtained from e-MERLIN and JVLA observations, and yet contains less
than 25% of the e-MERLIN data so far observed. The majority of the objects are shown
to exhibit extended structure, and the angular size distribution place the median size
around 1.2 arcsec, peaking between 0.5 and 0.7 arcsec. Automated algorithms are
utilised to facilitate a new probabilistic classification tool based on multi-parameter
correlations. 248 sources could be classified using the tool, each deriving a probability
of AGN or SFG rather than forcing a binary category. Linear sizes of star-formation
dominated sources are determined to lie in a range of 4 - 11 kpc, within the optical
extent of galaxies. Differential source counting based on probabilistic classifications
reveals that an increase in the luminosity evolution of SFGs is likely, although an
apparent upturn in AGN may also exist to some lesser degree at low flux densities.
The thesis establishes a clear roadmap for the remainder of the e-MERGE survey and
a path to determine the star formation rate history of the Universe.
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Lay Abstract

The spectacular Hubble Deep Field (HDF) image, first captured in the late 1990s by the
Hubble Space Telescope, resolves thousands of galaxies, each a collection of hundreds
of billions of stars, spread across billions of light years and provides evidence for the
evolution of galaxies over cosmic timescales. This thesis documents the creation of a
radio equivalent image of the HDF (known as the Great Observatories Origins Deep
Survey North field) using the United Kingdom’s upgraded high resolution e-MERLIN
‘interferometer’ array of optical fibre linked radio telescopes, of which Jodrell Bank
Observatory plays a central role. Observations from another radio telescope array in
the United States (the Karl G. Jansky Very Large Array) is utilised to complement
e-MERLIN observations. The resulting picture emerging is the deepest (i.e. farthest)
high resolution radio image of the region to date and provides a unique view of its
galaxies, since radio waves can pass unhindered through intermediate gas and dust. In
particular the e-MERLIN observations allow us to discriminate between the two main
emission processes powering them, with cosmological implications. An introduction to
the astrophysics involved in measuring the two broad types of galaxies is presented,
as well as an overview of radio astronomy using interferometer array techniques. It
concludes with a taste of things to come from the e-MERGE project.

“It is far better to grasp the Universe as it really is than to persist in delusion,
however satisfying and reassuring.” - Carl Sagan
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Nomenclature

�CDM Lambda Cold Dark Matter theory

AIPS Astronomical Imaging Processing System.

CASA Common Astronomy Software Applications.

CLEAN A Deconvolution Algorithm.

DFT Direct Fourier Transform

FFT Fast Fourier Transform.

FIR Far Infra-Red.

GDL GNU Data Language. An open source version of IDL.

HPBW Half Power Beam Width.

IDL Interactive Data Language. A proprietry scientific programming lan-
guage developed by ITT Visual Information Solutions.

IMF Initial Mass Function.

LAS Largest Angular Size.

LNA Low Noise Amplifier.

P(D) Probability of Deflection detects the number count of sources below the
theoretical noise limit using knowledge of the instrument’s beam.

ParselTongue A Python-like Script used with AIPS.

PBCOR Primary Beam Correction task within AIPS.

25



POPS People Oriented Parsing System.

RFI Radio Frequency Interference.

SAD Seek And Destroy.

SEFD System Equivalent Flux Density.

SERPENT An Automatic RFI Flagger.

VLBI Very Long Baseline Interferometry

WIDAR The JVLA Correlator.

WTMOD Assigns relative weight to an antenna within AIPS.
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Chapter 1

Introduction

1.1 Background

The Hubble Deep Field North (HDF), originally surveyed by the Hubble Space Telescope
in the mid-1990s, is regarded as an iconic optical image revealing thousands of galaxies
spread over depths measured in Gpc. The original image understandably precipitated
an intense interest in the region and it has since been observed extensively at multiple
wavelengths in what became known as the Great Observatories Origins Deep Survey -
North (GOODS-N). Observatories involved include:

• Hubble Space Telescope (optical).

• The Karl G. Jansky Very Large Array (radio).

• The Multi Element Remotely Linked Interferometer Network (radio).

• Chandra X-ray observatory (X-ray).

• Giant Metrewave Radio Telescope (radio).

• Spitzer (Infrared) Space Telescope (IR).

• James Clark Maxwell Telescope (sub-mm).

• Subaru Telescope (optical/IR).

• Canada-France-Hawaii Telescope (optical).
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Figure 1.1: The multi-band WFPC2 Hubble Deep Field.

The ensemble of observations catalogues galaxies which can then be classified according
to various criteria including morphology, brightness, spectral features or temporal vari-
ability. This broad collection of empirical data, along with those collected from other
fields, is being used to help assemble models to describe the evolution of galaxies over
cosmic time. The current cosmological theory (⇤CDM) places constraints on the age
of the Universe of the order of 13.8 Gyr, with all the galaxies obviously evolving since.
The picture of galactic evolution is, however, far from complete due to a considerable
number of unknowns, for example: the rate of star formation in galaxies appears to
increase as a function of redshift, but at which redshift this peaks remains uncertain.
The effects that super-massive compact objects have on star-formation within galaxies
is another poorly understood subject with views ranging from their encouraging star
formation to those of the contrary, quenching it. Theoretical models have been incorpo-
rated into semi-empirical simulations (Wilman et al., 2008) which predict various rates
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of the evolution in galaxy populations depending upon fundamental postulates, in-
cluding the nature of Dark Matter and other cosmological parameters. However, these
models cannot yet be reliably tested due to an absence of low flux density population
data at high redshifts and hence requires instruments with greater sensitivities. Only
deeper observations can steer astrophysicists in the right direction in determining the
evolutionary history of galaxies in the Universe. The UK’s newly upgraded national
radio telescope array, e-MERLIN (the expanded Multi-Element Remotely Linked Inter-
ferometer Network), will help provide such data as part of the e-MERGE (e-MERlin
Galaxy Evolution) survey, capitalising on the ability of radio waves to pass through
intervening gas and dust throughout the Universe.

The radio emissions from the galaxies observed within the GOODS-North field can
be broadly categorised into two classifications, with some galaxies featuring character-
istics of both. They are:

• Star Forming Galaxies (SFG) - whereby radio emissions are thought to be dom-
inated by star-formation processes.

• Active Galactic Nuclei (AGN) - whereby radio emissions appear dominated by
the action of super-massive compact objects at the centre of the host galaxies.

It is necessary to describe the likely emission mechanisms from these galaxies as ob-
served in the local Universe, i.e. near redshift z t 0, before examining more remote
galaxies at ancient epochs.

1.2 Star Forming Galaxies (SFGs)

These are galaxies in which the dominant radio emissions are thought to be related
to star-formation, generating prominent radio features across the radio bands and
also extending into the sub-mm and FIR bands. The most luminous of the SFGs
are known as starbursts, with one of the most intensely observed being M82 (also
known as NGC3034 or the Cigar galaxy) and, due to its relative proximity (⇠3.2 Mpc
Lonsdale et al. 2006), yields a wealth of information about extragalactic star-forming
regions. Galaxies with low star-formation rates are often known simply as ‘normal’
galaxies. One of the main objectives of e-MERGE is to derive star-formation rates
from measured flux densities. The high angular resolution C-band1 radio image in

1IEEE C-band covers radio frequencies between 4 GHz and 8 GHz.
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Figure 1.2: A MERLIN+VLA composite of M82 at 5 GHz (Fenech et al., 2008).

Figure 1.2 illustrates strong emissions generated by star-forming regions within M82
(viewed edge on from our vantage point in the Milky Way). Supernova remnants are
observed clearly (the smaller bright circular hotspots), and provide powerful evidence of
recent star formation activity amongst populations of high mass stars; such supernova
events occur only in very massive, but short lived, O and B type stars. Other, more
diffuse, emissions are postulated to be more ancient regions of star formation remnants.
Of course, none of the more distant galaxies in the GOODS-N field are expected to be
resolved to such high spatial resolution (many approximate unresolved point sources) so
individual supernovae cannot be observed. Instead, only the integrated emissions of SN
remnants from a galaxy are detectable. It is therefore convenient to first examine the
spatially integrated Spectral Energy Distribution (SED) of nearby star-forming galaxies
before moving out to more ancient epochs.

The SED of M82 is presented in Figure 1.3 between 1 GHz and 3000 GHz. Any
telescope receiving system is restricted in bandwidth and as such, even a ‘wide-band’
system samples only a relatively narrow part of the electromagnetic spectrum. Hence
to assemble an SED of a star-forming galaxy requires numerous observations using
a wide range of instruments. Consequently, large populations of galaxies have been
observed in relatively narrow wavebands within the SED. This method was used to
assemble the SED of M82 in Figure 1.3. It can be well modelled by postulating three

30



Figure 1.3: Spectral Energy Distribution of M82 derived from WMAP, Planck and other
archival data (Peel et al., 2011). The solid line represents the best fit through the mea-
surements. Estimates are derived for the 3 assumed components: Synchrotron, free-free and
thermal dust emissions.
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distinct emission mechanisms, all of which can, at least in principle, be traced back to
star formation processes. The mechanisms are:

• Synchrotron emission,

• Free-free emission (thermal bremstrahlung),

• FIR emission (thermal dust emission).

The reasoning by which these emissions can be traced back to star formation processes
can be summarised as follows:

• Very massive stars end their lives in violent type II supernova explosions gener-
ating large numbers of relativistic charged particles (i.e. electrons) (Weiler et al.,
2002). Relativistic electrons interact with the magnetic field of the host galaxy
to produce synchrotron radiation (peaking within the radio domain).

• Those same massive stars are highly luminous and generate relatively large num-
bers of high energy ionising photons creating volumes of HII regions (ionised
atomic hydrogen) within the surrounding Inter Stellar Medium (ISM) which in
turn gives rise to thermal ’free-free’ emission (across the spectrum).

• Dust in the host galaxy is opaque to these high energy photons which are therefore
absorbed (i.e. the dust is heated). This is then re-radiated in a blackbody-like
manner (mainly in the far infrared or FIR i.e. > 100 GHz).

The emission mechanisms are therefore fundamentally coupled to the lives of the mas-
sive stars which themselves occupy a small statistical fraction of the entire stellar
population. By disentangling the flux related to each of these three mechanisms, an
independent method, using each of them, can be derived to determine the number of
high-mass stars in a given region. Predictions between the three mechanisms, being
rooted in star-formation, are in general agreement and provide a theoretical framework
for extending emissions to more remote galaxies. The characterisation of each emission
mechanism is outlined in the following sections.

1.2.1 Synchrotron Radiation

It is observed in Figure 1.2 that several small bright circular features are scattered
across the disk of M82 which can be reasonably identified as supernova remnants
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Figure 1.4: The synchrotron power spectrum from a single electron peaks and then, at high
frequencies, falls sharply after ⌫0. The sum of numerous spectra from a distribution of syn-
chrotron radiating electrons gives rise to a power law.

(Fenech et al., 2008). These are catastrophic explosions that occur in the final mo-
ments in the lives of very massive stars (type O & B). This is confirmed by monitoring
the expansion of their shells, several of which have been observed in M82 over the past
few decades (Fenech et al., 2010). The radio emissions are thought to be caused by
shocked charged particles (electrons) which, caught in the magnetic field B of the host
galaxy, tend to spiral as a result of the Lorentz force they experience. Because they are
continuously accelerating they emit radiation at frequencies related to their relativistic
kinetic energy. A classically accelerated electron emits in a dipole-like manner (cy-
clotron) but, at relativistic velocities, the beaming effect causes a cone-like radiation
pattern to sweep along the helical orbit in the direction of its instantaneous velocity.
In the case of a single electron, a static observer would note a brief ‘flash’ of radiation
upon each sweep. The duration of each flash is related to the angular width of the
beam which is inversely proportional to the Lorentz factor � = 1/

p
1� v2/c2, but the

spectra of the radiation from that beam is predicted to be continuous. This continuous
power spectrum generated by a single synchrotron emitting electron is emitted in a
broad peak around a single frequency:

⌫crit / Bsin(✓)�2 . (1.1)

The resulting spectrum from a single electron is illustrated in Figure 1.4. In supernova
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phenomena there will be numerous shocked electrons with a distribution of relativistic
energies and it is the ensemble of all of these that gives rise to continuum synchrotron
emission that we observe. The spectra of the sum of all emissions from the electrons
likely depends upon;

• the distribution of pitch angles of the electrons relative to the magnetic field
because of Equation 1.1 (or conversely the amount uniformity or order in the
magnetic vector field),

• the distribution of energies in the population of electrons,

• the opacity of the ISM which is a function of photon frequency (i.e. optically
thin or thick).

Distribution of energies of charged particles The derivation of the flux from
a region of synchrotron emitting electrons was first given in detail in Ginzburg and
Syrovatskii (1969) which is based on the assumption that the distribution of particle
energies obeys a power law represented by

N(E)dE = N0E
��dE , (1.2)

where � is known as the particle exponent, N is the number of particles of energy E,
and N0 is a normalisation constant. The power law approximation agrees well with
cosmic ray observations (Strong et al., 2011) which are assumed to be the products of
ancient high energy shock processes (including supernovae).

A crucial result is that the spectrum derived from the sum of the radiation from
the ensemble of all such electrons yields an observed flux that also follows a power law:

Ssync / ⌫↵ , (1.3)

where ↵ is known as the spectral index (typically ⇠ 0.8 for synchrotron) and is related to
the particle exponent by ↵ = ��1

2 . The spectral index is an extremely useful observable
parameter, e.g. when flux vs frequency is plotted on a log-log scale it appears as the
gradient and can be derived from as few as two observations at separate wavelengths.

Synchrotron Self Absorption A deviation from a constant spectral index arises
because emitted low frequency photons are absorbed by some of the relativistic elec-
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trons themselves (i.e. the electrons appear optically thick to lower energy photons)
which introduces a fall-off at the longer wavelengths. The highest frequency at which
this synchrotron self-absorption is significant is known as the low-frequency cut-off be-
yond which the spectral index will flatten, at even lower frequencies, before turning
over to follow a S⌫ / ⌫5/2 scaling relationship. The frequency of the cut-off depends
upon the electron density and temperature of the region i.e. the optical thickness of
the ISM. For the electron temperatures (i.e. energy distributions) involved within star-
burst regions, the low frequency cut-off is of the order of a few MHz (Condon, 1992)
and has a negligible effect on the SED in the range of frequencies covered in Figure 1.3.
Absorption by other means (i.e. HII clouds) however is a more significant factor in the
consideration of a different type of emission present in plasmas: free-free emission.

Synchrotron Aging This effect occurs due to the fact that the relativistic elec-
trons are continually losing energy as they radiate. As a consequence they are slowing
and have finite lifetimes, i.e. they lose energy until they no longer emit synchrotron
radiation. Since higher energy electrons radiate more energy, their relative emission
decreases more rapidly, resulting in a steepening of the observed spectral index. This
aging process is related to the initial energy of the electron population and the magnetic
field strength through which they travel.

1.2.2 Bremsstrahlung Radiation (free-free emission)

Neutral hydrogen (HI) present within the ISM becomes ionised when subjected to UV
photons emitted from massive stars; these are the same stars that later become su-
pernovae but are considered contemporary on astronomical timescales. This plasma
consists of a mixture of dissociated electrons and protons (an HII region2). Close en-
counters of these free electrons with the protons give rise to accelerations, altering the
trajectories of the electron (and slightly the ion), and each interaction hence emits
photons. Because the electron is free both before and after the collision this process
is often called ‘free-free’ emission. In a similar manner to synchrotron radiation, con-
tinuum emission is generated by the ensemble of numerous radiating electrons under-
going such collisions. The spectrum associated with each electron is generally ’flat’ up
to some maximum frequency where it falls off abruptly, but each spectrum associated

2HII represents ionised atomic hydrogen
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with each collision of course depends upon the collision kinetic energy loss. Tradi-
tional derivations assume that the power spectrum is continuous up to some maximum
value, and for collision properties characterised by a Maxwell-Boltzmann distribution,
the plasma can be parametrised by a temperature. These spectra are then integrated
over all energies, yielding an average power spectrum, the full derivation of which is
available from numerous sources including Condon and Ransom (2010), Burke (1998)
and Longair (1994). The acceleration of the ion is usually neglected in most treatments
(its inclusion has been modelled in the past, providing a small correction; the ’simple’
treatment slightly overestimates the emission) and suffices to approximate the amount
of emission expected from high density3 plasma clouds. The flux emerging from the
cloud is proportional to the electron temperature Te and the optical depth ⌧↵ of the
HII cloud, since it is both emitting and absorbing the radiation. This free-free absorp-
tion occurs when the electrons appear optically thick, i.e. at low frequencies, and so a
fall-off is observed and it behaves more like a black-body. It can be modelled by the
Rayleigh-Jeans Law (the low frequency approximation of Planck’s Law):

Slow freq / kTe
⌫2

c2
, (1.4)

where k is the Boltzmann constant (i.e. S is proportional to ⌫2). At the higher
frequency part of the spectrum, the emission characteristics of the ensemble of the
electron-ion interactions penetrates the cloud, which has an optical depth well modelled
by:

⌧↵ / T�3/2
e ⌫�2g↵

ˆ
n2
edl , (1.5)

(Condon, 1992) where the integral term, evaluated through the line of sight of the cloud
depth l with electron density ne, is known as the emission measure (expressed in units
cm�6 pc) and gff is a correction term known as the Gaunt factor which takes into
account introduced quantum mechanical deviations from the classical derivation but
usually found empirically. The inclusion of the optical depth term yields a reasonable
approximation for the bremsstrahlung flux emerging from an HII cloud:

Sfree�free / kTe
⌫2

c2
[1� exp(�⌧↵)] / ⌫�� , (1.6)

3A high density in the ISM is regarded as perhaps ⇠ 102 atoms per cubic cm - a hard vacuum by
laboratory standards!
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which has a slope of about � ⇠ �0.1, i.e. fairly flat, as can be seen in Figure 1.3.

1.2.3 Thermal Emission from Dust

Dust within the subject galaxy tends have a high opacity to high frequency radiation
(UV) emitted from massive stars and so the energy is absorbed, i.e. the dust is heated.
The energy is then re-radiated in a blackbody-like manner and behaves similarly to
a cloud of uniform temperature. The distribution of energies of the dust particles is
assumed to be Maxwell-Boltzmann-like and can be reasonably modelled by a Planck
function, with a modification to account for variation in temperatures across the region
caused by different dust sizes and densities. This is achieved by incorporating a spectral
index � to the Planck function which parameterises the skew:

Sdust /
h

k

⌫�+3

exp(h⌫/kTdust)� 1
(1.7)

The emission from the dust has a theoretical upper limit based on the amount of
reprocessed starlight which heats the dust in the first place. The Planck function
peaks in the FIR for the temperatures encountered in the ISM.

Reproducing the Spectral Energy Distribution of an entire Galaxy

The application of the physics described above allows a model to be built around each
process, which when added together gives rise to a reasonable fit to the observed SED4.
The method was carried out by Peel et al. (2011) to derive average physical properties
of three galaxies given certain assumptions. These assumptions included the electron
temperature, Te, of the plasma regions which, using values derived from the Milky Way,
is approximately 8000K. From a regression analysis, fitting to the relationships given
above, the relative contributions of synchrotron, free-free and thermal emissions from
dust were extracted with dust temperatures derived in the region of 19-25K. These
three galaxy SEDs, plotted in Figure 1.5, are similar in appearance and are thought to
be typical of numerous starburst galaxies. At low frequencies (radio) the emission is
dominated by synchrotron, in the microwave by free-free and in the sub-mm/FIR by
heated dust. More sophisticated SED modelling of starburst galaxies (Groves et al.,

4Anomalies in the spectrum have been ignored such as the small contribution from spinning dust
emissions (Planck Collaboration et al., 2011).
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Figure 1.5: Comparison of three Spectral Energy Distributions from nearby ’starburst’ galax-
ies (Peel et al., 2011). The deconvolved components of synchrotron, free-free and thermal
dust emissions can be used to determine physical properties.

2008) features line emission over the high frequency SED band including polycyclic
aromatic hydrocarbon emission and HII recombination lines, but these lie in regions of
the SED not probed by radio or FIR instruments. Of particular note is that the ratio
of the flux density received from thermal emissions, to the flux density received in the
non-thermal emissions, is approximately the same, a feature which is not insignificant
known as the Radio Far-Infrared correlation. To summarise, the total Spectral Energy
Distribution of a galaxy with emissions dominated by dusty star-forming regions is well
modelled using;

SSFG = Ssync + Sfree�free + Sdust (1.8)

where scaling parameters are used with the relationships given earlier.
The fact that the SEDs in Figure 1.5 appear so similar, in particular the observation

that the ratio of the flux in the FIR to the flux in the radio correlates so well, appears
to be more than a coincidence. By comparing large populations in the radio bands with
those same galaxies observed in the IR bands, a consistent feature emerges: a correla-
tion between the radio flux and the FIR flux. The correlation was first observed by de
Jong et al. (1985) (see Figure 1.6) using radio fluxes taken at 4.75 GHz and comparing
them to fluxes derived from IRAS5 observations at 60µm. Observations taken over
the last 25 years have demonstrated that the correlation holds across populations of
galaxies with luminosities that differ by at least five orders of magnitude. The amount
of correlation is often quantified by the ratio

q = log10

✓
FIR

3.75⇥ 1012Wm�2

◆
� log10

✓
S1.4Ghz

Wm�2Hz�1

◆
. (1.9)

5The InfraRed Astronomy Satellite (IRAS) was launched in 1983 and was the first orbital space-
based observatory. It was a US/UK/Netherlands joint venture.
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Figure 1.6: The FIR-Radio Correlation first observed by de Jong et al. (1985).
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This remarkable linear correlation between non-thermal and thermal emission mecha-
nisms was unexpected because simple models indicate that if the FIR emission traces
the UV starlight absorbed by dust, a non-linear relationship is predicted in the radio-
FIR correlation (Yun et al., 2001). The motivation for understanding the nature of
the correlation is high as it could be used to derive star formation rates with more
certainty if it can be correctly calibrated.

The physics involved is still not completely understood although several theories
have been proposed, attempting to explain the Radio-FIR correlation, which can be
divided into two main groups:

• Calorimeter particle confinement models (Völk, 1989),

• Non-calorimeter models (Niklas and Beck, 1997).

Work by Bell (2003) aimed to understand the correlation mechanism by introducing a
dust opacity term, altering the amount of starlight re-emitted from lower luminosity
galaxies. Although the exact mechanism for the correlation remains unclear, there
appears to be sufficient evidence to relate the emissions in the radio band to emissions
in the FIR. Rowan-Robinson et al. 1993 derived a single transformation from radio
at 1.4 GHz to FIR at 60µm by multiplication of a factor of 90. The usefulness of
the integrated FIR tracing the star formation rate (SFR) is that it can be used to
derive the SFR directly. The correlation of the radio with the FIR, combined with the
observation that the star formation rate is proportional to the FIR yields, in principle,
the derivation of the SFR. The methods outlined below describe how the SFR can be
derived from a single radio observation.

Star formation rate

O & B class stars are relatively short lived (⇠ 107.5 years) objects and as such their
presence is an indicator of recent star formation activity. Such massive stars make up
only a small proportion of the entire population of stellar bodies forming in any one
region. Numerous studies of star forming regions (molecular gas regions called nebulae)
allow the derivation of a description of the abundance of masses of stars in a new cluster.
The assumption that all such newly forming stars in a cluster did so within a short
timescale allows isochrones to be established and an Initial Mass Function (IMF) to
be empirically derived. This was first approximated by Salpeter (1955) who proposed
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the form
 (m) / M�2.35 , (1.10)

where the initial number N of stars formed per mass interval dN
dM =  (M) appears as a

simple power law in stellar mass M . Subsequent refinements have been made by Miller
and Scalo (1979) who flattened the curve below 1M�;

 (m) / M�1.4 (0.1 < M < 1M�) , (1.11)

 (m) / M�2.5 (1 < M < 10M�) , (1.12)

 (m) / M�3.3 (10 < M < 100M�) , (1.13)

and more recently by Kroupa (2001), who broke the law into several log-normal do-
mains. A more detailed review by Chabrier (2003) concludes that a logarithmic descrip-
tion should be tailored to different environments with a galaxy. A complete description
of star-formation mechanisms within galaxies is beyond the scope of this project but it
appears clear that parameters such as galactic rotation rate or radius from the centre
of the galaxy are not significantly variable factors (Krumholz et al., 2012) when con-
sidering a galaxy as a whole. All of the IMF relationships reflect the observations that
the number of high mass stars generated in a star-forming region is a small fraction
of the total population. If the number of high mass stars forming per unit time can
be accurately measured then these functions allow the entire population to be approx-
imated by extrapolation. The dependance of the FIR emission from dust on highly
luminous (high mass) stars has, as mentioned earlier, an assumed linear relationship,
i.e. SFR / LFIR. This dependence is predicted by simple scaling models (Scoville and
Soifer, 1991) taking some lower limit for sufficiently luminous stars, ml, and an upper
limit, mu, to formulate the relationship

LFIR = 1.2⇥ 1010L�

✓
ml

1M�

◆0.23 ✓
mu

45M�

◆0.37 ✓
�tB

108yrs

◆
SFR , (1.14)

(Smith et al., 1998)where �tB is the lifetime of a starburst event.

Calibration of the star formation rate

To establish solid footing of the Radio-FIR correlation several independent calibration
methods are required. Such methods for estimating the SFR include:
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• Supernova creation rate,

• Tracing emissions from neutral gases or ionised gases,

• Tracing emissions from dust.

Supernova Creation Rate The first method involves the straightforward count-
ing of supernovae in nearby galaxies (usually scaled per year) which directly yields the
number of high mass stars forming in the time interval of the observation. The IMF can
then be applied to estimate the total equivalent SFR assuming that there is essentially
no upper limit to the mass of supernova progenitors (i.e. up to the most massive stars
⇠ 100M�)6 and the lower limit being the lowest mass supernova progenitor ⇠ 8M�.
The number of supernovae per unit interval, ⌫SN , is therefore defined to be

⌫SN =

ˆ 100M�

8M�

 (M)dM (1.15)

and the equivalent amount of star formation above 8M� in the same period is

SFR(> 8M�) =

ˆ 100M�

8M�

M (M)dM . (1.16)

The SFR extrapolation depends upon the lower limit mass assumed for the least mas-
sive star, a brown dwarf, of perhaps 0.1M�. The Salpeter approximation yields a
conversion from ⌫SN to SFR to be SFR(> 0.1M�) t 135 ⌫SN yr�1. The more active
starburst galaxy ARP220 was recently observed to have at least 49 point sources which
were identified as supernovae appearing at a rate of about four per year (Lonsdale et al.,
2006). This would predict SFR(> 0.1M�) of the order of 540M� yr�1 in the case of
ARP220. Such objects emit greatly in the FIR and are known as Ultra Luminous
InfraRed Galaxies (ULIRGs).

Tracing gases Because stars form within dense molecular gaseous nebulae, then
emissions that trace these regions should, at least in theory, identify star forming
processes. This somewhat obvious technique was pioneered by Schmidt (1959) who

6Stars more massive than 100M� have been discovered but these are rare objects and inclusion in
the IMF is poorly determined.
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proposed the following simple relationship:

⌃SFR / ⌃n
gas , (1.17)

where ⌃SFR is a disk averaged surface SFR of a galaxy, ⌃gas is the disk averaged
gas surface density and the power index n is a parameter which was found to equal
approximately 1.4. The proportionality required in the scaling relationship is known as
the star formation rate efficiency. The gas surface density could be crudely estimated
by tracing columns of neutral hydrogen (HI) emissions over face-on galaxies. A SFR
could then be calibrated if the efficiency can be derived. It is therefore expected that
the optical extent of galaxies correlate with their radio emissions, at least for star
forming galaxies (see Figure 1.7). Bothwell et al. (2010) observed that 1.4 GHz radio
emitting regions were more compact than the emissions from CO which is expected to
trace optical regions.

Tracing Ionised Gases The Schmidt power law was also reproduced by Kenni-
cutt (1998) by tracing emissions from ionised gases in the ISM so excited by radiation
from high mass stars which provided independent calibration. The reasoning is as fol-
lows - the luminosity of a star is proportional to its mass (L / M3.5 for main sequence)
and, because the temperature of a star is proportional to its luminosity, its potential
to ionise the surrounding ISM is also proportion to its mass; a threshold temperature
is related to kT ⇠ 13.6eV, i.e. the ionisation energy of hydrogen. The energised hy-
drogen clouds (HII regions) produce a cascade of line emissions (upon recombination)
including H↵. The measurement of emission from these regions is mathematically pre-
dictable and allows the derivation of the amount of incident radiation depending on
the gas density and integrated stellar luminosity. As well as being a more direct star
formation tracer, in conjunction with the Kennicutt-Schmidt law above, this method
can be used to determine the star formation rate efficiency. From this information
Kennicutt (1998) derives total SFR(> 0.1M�), taking into account extinction caused
by dust and adopting a Miller-Scalo IMF to yield

SFR(> 0.1M�) =
L(H↵)

1.12⇥ 1041ergs s�1
M�yr

�1 , (1.18)

where L(H↵) is the total luminosity of hydrogen alpha. This can be used to estimate
the SFR independently from the radio-FIR correlation (Dopita et al., 2005, 2006).
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Figure 1.7: M82: Optical observation from SDSS survey (greyscale) with overlaid radio con-
tours taken using the Westerbork array (1.5GHz). The angular extent of radio emissions from
galaxies is generally smaller (1kpc from Fenech et al. 2008) than the optical extent (>10kpc),
and traces the star forming regions.
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Figure 1.8: SED of spatially integrated extragalactic emissions from the sub-mm and FIR
through to the optical and UV (Dole et al., 2006) demonstrating the generality of the ’double-
peak’. The light-grey SED is solely that of M82 for comparison.

Other emission lines can similarly be used to provide estimates of ionised regions,
which correlate well with the free-free emissions.

Dust The emissions in the FIR, caused by massive stars heating dusty material in
the ISM through their absorption of optical & UV photons, re-radiates in a blackbody
manner, with a luminosity dependent on the amount of dust, the opacity of the dust
and, ultimately, the incident number of UV photons. Figure 1.8 illustrates a double
peaked SED, in which the left-hand peak within the FIR region, is due to the re-
radiated emission from stars, which forms the right-hand peak in the UV region. Since
the luminosity of the dust is proportional to the UV light, and the shortest lived stars
generate the largest proportion of UV, then it is reasonable to assume that the FIR
luminosity traces the instantaneous SFR.

Summary

The radio emission from galaxies is observed to trace the star forming regions which lie
in the plane of the disk of normal galaxies. The correlations between different emissions

45



in different bands and the star formation rate provide a toolkit and, especially due to
the radio-FIR correlation, allow radio (and sub-mm) astronomers to estimate the SFR
of an entire galaxy even if star formation regions cannot be individually resolved. Thus
the broad angular sizes of such galaxies is also expected to correlate across the bands to
some extent. However, it must be borne in mind that there could be, to some extent,
a degree of cross-calibration. Caution must be taken when deriving star formation
rates from single radio band observations due to the frequency dependance on the
synchrotron to free-free ratio. The correlation in the FIR does, however, generate
a method of estimating the SFR from a single band radio observations and has been
described by Cram et al. (1998) and calibrated to take into account the relative amount
of free-free in the SED by Haarsma et al. (2000) yielding

SFR⌫GHz
(> 5M�) =

L⌫

Lsync?⌫�0.8 + Lff?⌫�0.1
M�yr

�1 , (1.19)

where Lsync? = 5.3⇥ 1021 and Lff? = 5.5⇥ 1020, which can be transformed to SFR(>

0.1M�) by extrapolation of the IMF. The above relationship assumes that there is no
contamination (i.e. additional emission) by an Active Galactic Nuclei (AGN) embedded
within the galaxy. The radio emission from many galaxies is instead dominated by such
emission, briefly introduced in Section 1.3.

1.2.4 Radiometric Redshift Fitting

Deriving star formation rates requires source redshifts, either from photometric or
preferably spectroscopic measurements. Another potential source of obtaining redshifts
is by SED fitting radio data. This radiometric technique relies on the assumption that
the spectral index of an SFG changes in a continuous, predictable and well-behaved
manner within the frequency range of the instrument, multiplied by the highest ex-
pected redshifts, such that for each redshift there exists a unique ratio between two
flux density measurements7. This unique ratio exists because the emission frequency is
transformed by a factor of 1+ z so that at reception we receive signals from a different
(higher frequency) part of the SED. In the case of the highest (expected) redshift of
starburst sources (z ⇠ 4) observed with the 500 MHz reception bandwidth available in

7There is a possibility that the SED deviates due to anomalous emission e.g. spinning dust, however
this appears to be localised within galaxies and is not detectable in galaxies as a whole (Peel et al.,
2011).
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Figure 1.9: Taking the gradient of the SED of a model star forming galaxy (left) yields its
spectral index as a function of frequency (right). This demonstrates that a unique flux ratio
exists between fixed observing bands, L and C, depending only on the redshift of the source,
for z < 5 and for emissions less than 90 GHz.

L-band, the integrated bandwidth on emission would be in the 7.5 GHz to 10.5 GHz
region. Similarly in C-band, observing a z = 5 source between 5GHz and 7GHz, one
actually probes an emission band between 36GHz and 42GHz. The spectral index of
star-forming galaxies at high redshift therefore appears to flatten as the free-free emis-
sion component begins to dominate (assuming that the SED is the same as in nearby
galaxies). Recalling the flux density SED model introduced Section 1.2, the spectral
index for the emission can be investigated as a function of emission frequency by fitting
a model based on physical measurements such as those derived in Peel et al. (2011).
The absolute luminosity of the galaxy is not relevant here as the individual components
have been observed to scale together, i.e. the Radio-FIR correlation (de Jong et al.,
1985) described in Section 1.2.4, but the relative luminosities of the synchrotron and
free emissions is what matters. Taking log(�S)/ log(�⌫) yields the spectral index as a
function of frequency and is presented in Figure 1.9, which illustrates its well behaved
nature. In the domain of the emitted frequencies from star forming galaxies likely to
be encountered in the e-MERGE survey, the spectral index is expected to change in a
log-linear manner between about -0.8 and -0.1 if there is no other emission mechanism
at work. In the domain of sources observed by e-MERLIN and the JVLA at L and
C bands, the total SED of a star forming galaxy can be approximated by considering
only the dominant contributors: synchrotron and free-free emission mechanisms

47



S<90GHz = Ssync + Sfreefree = a⌫↵ + b⌫� . (1.20)

The thermal dust contribution can be neglected within the limits of flux detection
since we assume z < 5. If the source is placed at redshifts z ⇠ 5 having an emission
frequency some six times higher than the observation frequency band, i.e. a C-band
detection emits at about 35 GHz (K-Band), it is expected that thermal emission from
dust would start to contribute and there is no unique redshift solution. (In these cases
the Raleigh Jeans approximation would need incorporating into the model to represent
the upper frequency regime in order to extend the redshift range further.) A similar
technique was tested by Carilli and Yun (1999) who examined the flux density ratio
between 1.4GHz and 350GHz of M82 and ARP220 and found that the change in spec-
tral index would work up until z ⇠ 7.5, after which the 350GHz band was transformed
’over the top’ of the thermal dust Planck curve, leading to two possible redshift so-
lutions. Other problems they encountered included the inability to morphologically
distinguish SFG from AGN, being limited to VLA resolution, and therefore not able to
eliminate possible AGN contamination. The high resolution of e-MERLIN minimises
this problem and allows more confidence in positively identifying SFGs. It is predicted
that approximately 250 star-forming galaxies will be found in the e-MERGE survey
between redshifts 2 and 3 (Muxlow and McHardy, 2011) and it is the ultimate intention
of the survey that the luminosities be quantified where possible so that star formation
rates can be deduced. If the relationship does not become invalid at high redshifts then
it implies that the form of the SED of starburst galaxies is similar for local SFGs. To
estimate redshifts of galaxies (classified as SFG by morphology) using measurements
from both L and C bands requires solving the following relationship for z

S⌫L

S⌫C

=
a((1 + z)⌫L)

↵ + b((1 + z)⌫L)
�

a((1 + z)⌫C)↵ + b((1 + z)⌫C)�
, (1.21)

where a, b, ↵ and � are assumed, ⌫L and ⌫C are known, S⌫L and S⌫C are measured.
Making z the subject yields:
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The values of a and b are relative emission luminosities of the synchrotron and free-free
components at z = 0 which can be taken to be the fiducial luminosities Lsync? and Lff?

respectively as used in Equation 1.19 yielding:

z =

0

@
Lsync?

⇣
⌫�L
⌫�C
⌫↵C � ⌫↵L

⌘

Lff?

⇣
⌫�L � ⌫�L

⌫�C
⌫�C

⌘

1

A

1

��↵

,

where � is the measured spectral index. By inspection the limits on � are between �0.1

and �0.8, with the flatter index equivalent to the greatest redshift. Whether there is
sufficient signal-to-noise to obtain redshift information from the data will be examined
in Chapter 6.

1.3 Active Galactic Nuclei

The other broad category of galaxies lying within the GOODS-North field are those
emissions are not dominated by star forming mechanisms, but rather by accretion,
and are usually considerably more luminous objects than SFGs often exhibiting jet
or lobe-like extended features. Their morphology is diverse and a complex taxonomy
has emerged which includes numerous classifications; it was not immediately obvious
that they belong to the same class of objects. Originally discovered in the optical
bands as Quasi-Stellar Objects (QSO or quasars), their appearance was stellar-like
and, due to their high luminosity, were originally thought to be objects within our
own galaxy with highly unusual spectral energy distributions. Their extra-galactic
reality was identified from the realisation that broad emission lines in the spectra were
that of hydrogen (Lyman alpha 121.4nm) but redshifted by over 15%, making them
cosmologically redshifted objects (Peterson, 1997). The explanation generally given for
the presence of broad lines is accepted to be from highly energised regions that have
a range of Doppler shifts due to differential velocities, i.e. revolving around a central
nucleus. The mass of the nucleus could be estimated from the rotation velocities and
typically derived figures were measured in millions of solar masses. However, other
features are often noted in the SED; an increase in the IR region (known as the IR
bump) and a peak in the optical (known as the big blue bump). Figure 1.10 illustrates
a multi-wavelength assembled SED of one of the first discovered quasars, 3C273, which
was found to be variable in luminosity on time periods ranging from days to years.
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Figure 1.10: SED of 3C273 illustrating the ’IR bump’ and the ’big blue bump’ (Perry et al.,
1987). The two curves refer to variability of emissions in ’high’ and ’low’ states.
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Variability on such short timescales can only be reasonably explained if the source is
relatively small i.e. the light travel time from one side of the emitting region to the other
must be no larger than a few light days across, which strongly supports the compact
object hypothesis. The modern model of these objects is therefore one of an accretion
disk orbiting a super-massive compact object. Doppler broadening of emission lines,
produced from the rotating material, yields estimates that constrain the compact size
of the nucleus to densities only occupied by general relativistic physics. Unfortunately
both the morphology and the SED of an AGN galaxy varies from object to object with
some features being completely absent in many cases. Attempts to explain the diversity
of observations, both in the SED and morphologically, include the unification scheme
presented in Figure 1.11, whereby viewing the object from different orientations gives
rise to different regions being visible (Antonucci, 1993; Urry and Padovani, 1995). For
example, viewing the object along the jet axis predicts a Doppler brightened source,
whereas viewing the same object side-on may obscure the core by the dusty disk or
torus but allow a more favourable view of the lobes or jets. Spectral features such as the
broad emission lines may also be absent as in the case of Seyfert 2 galaxies. However,
the orientation hypothesis has been called into question in light of a recent angular size
distribution analysis by Singal and Singh (2013). They observed that angular sizes of
quasars did not appear to differ from those of radio galaxies in a flux limited case even
though ‘one would expect a foreshortening of AGN angular size measurements’. For the
purposes of this project, utilising the e-MERLIN array comparisons with observations
made at other wavelengths shall be drawn upon where necessary. Radio galaxies were
originally categorised by Fanaroff and Riley (1974) dividing them into two invented
sub-classes known as FRI and FRII. FRI were morphologically characterised by their
smooth jets emanating from their nucleus with brightness decreasing away from the
core along the jets, whereas the label FRII was given in cases whereby the lobe ends
were brighter than the core (Wold et al., 2007). In general, FRII objects appear to
be more luminous objects than the FRI class but the reason for their difference in
appearance is still not fully understood.
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Figure 1.11: AGN unification schemes attempt to explain the diversity in observations by
adopting an accretion disk model, surrounding a super massive compact object, viewed from
a range of orientations (Urry and Padovani, 1995).
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1.3.1 AGN Emission Mechanisms

Core emissions

AGN core emission mechanisms are thought to be powered by the accretion of material
onto a super-massive compact object lying in the centre of the host galaxy. The
in-falling material is heated to high temperatures within a toroidal disk-like region,
surrounding the central engine, and consequently radiates energy via viscous dissipation
from within the disk. The maximum luminosity generated by spherical accretion is
given by the Eddington Limit :

LEdd = 1.3⇥ 1038(M/M�)erg s
�1 , (1.22)

(Juhan Frank, 2002) although this luminosity can be circumvented (so called super-
Eddington) for example by relativistic beaming effects. In reality the accretion is
thought to take the form of a thin disk rather than a spherical cloud. Recent optical
imaging of several AGN enhanced by gravitational lensing (Muñoz et al., 2011) enabled
direct measurements of the temperature profile of a such disks which agreed with the
form

T / R�1/p , (1.23)

where p = 4/3 and T is the disk temperature8. The SED of these core emissions from
thin disks is predicted to have fairly flat spectral index as it derives from a broadened
Planck function due to the sum of the variations in the temperature across the disk.
Observations of AGN cores yield spectral indices that are not generally steep and lie
in the range 0 < ↵ <0.4 (Richards et al., 2007).

Jet and lobe emissions

The generation of the jet is thought to arise from the existence of strong magnetic fields,
that are semi-ordered and form a helical configuration (Algaba, 2012), in which particles
become trapped and accelerated to relativistic velocities. The emissions are therefore
predicted to be synchrotron, which is borne out by the evidence of steep spectral indices
within the jets. The morphological appearance of a jet is reasonably presumed to
depend on orientation to the observer with line-of-sight. Side-on views yield a Cygnus-
A like appearance (see Figure 1.12) whereas direct alignment with the observer gives

8A full derivation of the thin disk accretion model is given in Juhan Frank (2002)
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Figure 1.12: A 5GHz VLA image of nearby (230 Mpc) AGN 3C405 (Cygnus-A) illustrating
core, jets, lobes and hotspot emissions (Condon and Ransom, 2010).

rise to Blazar phenomena in which relativistic beaming produces an intensely bright
appearance. The lobes and hotspots are thought to be due to interaction of the jets
with the intergalactic medium. In cases where there are no hotspots or prominent
lobes, two hypotheses have been proposed to explain the differences between FRI and
FRII appearances9:

• The presence or absence of lobes are due to differences in the intergalactic medium
(extrinsic dependence).

• The presence or absence of lobes is due to differences in the core (intrinsic de-
pendence).

Determining which view is correct appears to be problematic; indeed, considerable
studies have been undertaken to predict whether FRI or FRII would emerge given var-
ious environmental conditions (Gendre et al., 2011) but no definitive conclusions have
been reached and perhaps some combination of both intrinsic and extrinsic mechanisms
are at work.

This synchrotron emission hypothesis is strengthened by the appearance of spectral
steepening which occurs along the extended length of the jets (usually multiple times
the optical size of the host galaxy). The populations of relativistic charged particles

9The unexplained differences between FRI and FRII is often called the FRI/II dichotomy.
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tend to lose energy as they radiate and therefore this resultant lowering in energy
of the whole population gives rise to a changing spectral index along the jet length
(extending into the lobe). This measurement of spectral steepening can be quantified
by the spectral curvature parameter :

SCP =
↵high � ↵low

↵high + ↵low
(1.24)

where the ↵high and ↵low is the range of spectral indices within the region investigated
(Sohn et al., 2003). The SCP can be a useful measure of the amount of intrinsic local
acceleration of particles within jets or whether they follow simple synchrotron aging.
Consequently, many AGN galaxies are reasonably modelled by a steep spectral index,
at least in limited regions within the radio bands.

The spectral energy distributions of AGNs are, in general, more complicated than
those associated with star forming galaxies, with spectral indices ranging from nearly
flat (↵ ⇡ 0) to very steep (↵ < �1) depending on both the AGN orientation and the
frequency within the SED that the flux density is measured (Richards et al., 2007).

1.4 Cosmological effects on deep field objects

So far this introduction has considered only the SEDs and morphologies of relatively
nearby galaxies. In the GOODS-N field (and others) surveys of large populations of
such galaxies are detected - indeed this is the principal reason for such studies - to
determine the nature of the populations of these remote objects. Due to the finite
speed of light, it is obvious that the distance to an object is directly related to its
look-back-time, i.e. we observe more distant galaxies as they were at earlier epochs.
The expansion of the Universe, first discovered in the 1930s by equating the redshifts
to recession velocities, gives rise to several complications that alter both the flux and
observed spectrum of remote galaxies including:

• The apparent angular size of a distant galaxy is related to the redshift z.

• The entire spectra (SED) of a distant galaxy is redshifted by a factor 1 + z.

• The apparent brightness of a distant galaxy is related to its redshift z,

where the redshift z is defined to equal z = �
observed

�
emitted

�1. The exact relationship between
the redshift and the above properties depends upon the expansion rate of the Universe
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as a function of cosmic time, and the geometry of the Universe; in other words they
depend upon the cosmology10. Because of the expansion of Universe an observation
of a single solid angle of sky, ⌦, to some arbitrary redshift z, does not actually en-
close a cone shaped volume (except at nearby redshifts z ⌧ 1) , but rather a more
complicated shape depending upon the cosmological expansion parameters (see Figure
1.13). Throughout this document ⇤CDM cosmology is assumed with cosmological pa-
rameters: ⌦⇤ = 0.7, ⌦M = 0.3 and H0 = 70 km/s/Mpc. The accelerating expansion
affects the expected number of sources per unit solid angle as a function of redshift,
and hence the number of sources per unit volume. However, since the angular sizes of
galaxies have a cosmological dependence as well as perhaps some intrinsic size evolu-
tion, then using them as standard rulers is problematic. If the ultimate objective is to
determine how galaxies evolve from epoch to epoch, whether it is their spatial density
or luminosity, then this important cosmological concept must be considered.

The situation is confused further because our surveys probe only a narrow band of
the electromagnetic spectrum and, because the redshift of the galaxy transforms the
SED frequency of the galaxy by a factor of 1+z, a single survey samples different parts
of the SED at different redshifts (epochs). This is illustrated in Figure 1.14 whereby
a wide-band radio receiver (2 GHz bandwidth) is shown to record a different spectral
index and flux density for the same hypothetical galaxy placed at different redshifts.
In the case of star-forming galaxy, a 5 GHz radio observation would derive a lower
intrinsic luminosity as the redshift increases, as the telescope probes the higher and
higher frequencies in the rest-frame SED, moving away from the region dominated by
synchrotron emission and into the free-free dominated region. Even more complicated
is the case for AGN galaxies that may contain flat and/or steep spectral features
depending upon orientation. Although core emissions are predicted to have fairly flat
spectral indices, jet and lobe emissions are synchrotron based and exhibit steep spectra,
so a similar situation exists in that successively increasing redshifts alter the apparent
luminosity in any observed band. A more rigorous derivation for limited bandwidth
observations can be obtained by representing the SED by a source spectrum function
S(⌫) which, when integrated over all possible frequencies, is related to its bolometric
luminosity L (Ribeiro, 2002). It can be shown that the flux observed in a frequency

10Angular diameter distance is defined to equal dA(z) = c
H0

1
1+z

´ z dzp
⌦M (1+z)3+⌦⇤

, the equivalent
distance in a static Euclidean Universe.
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Figure 1.13: Past light ’cone’ of an observer (top) is not a cone in an expanding (and accel-
erating) Universe (Ribeiro and Stoeger, 2003). The apparent brightness and angular size of
an source depends on the angular diameter distance relationship which is a function of the
cosmological parameters. Depending upon the value of the cosmological constant in ⇤CDM

cosmology, this deviation from ✓ / 1
z is predicted (bottom) to yield minimum apparent size

at around z ⇡ 1.6.
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Figure 1.14: A wide-band radio telescope receiver that observes at the same hypothetical star
forming galaxy, at 5 GHz, placed at increasing redshifts would measure different points in the
SED and record different spectral indexes, different intrinsic luminosities and hence deduce
different star formation rates if this cosmological effect was not considered. The vertical band
indicates a 2GHz bandwidth of the receiver, the horizontal band illustrates that the spectral
index appears relatively flatter at increasing redshift due to an increasing contribution from
free-free emission. The observatory thus probes higher frequencies at higher redshifts. (SED
taken from Peel et al. (2011))

58



interval ⌫, ⌫ + �⌫ is equal to

S⌫ =
L

4⇡

S[⌫(1 + z)]

r20(1 + z)3
, (1.25)

where S[⌫(1 + z)] represents the change in the SED function at redshift z and 1/r20 is
the ratio of the apparent solid angle subtended by the source to the angle measured in
the source’s rest frame, or r0 =

dL
(1+z)2 (Etherington, 1933), where dL is the luminosity

distance; dL(z) = (1 + z)2dA(z) (Hogg, 1999). The possible redshift dependence in
the SED itself, which may include a modification in the bolometric luminosity of the
source, presents significant problems in transforming observations at high redshifts to
intrinsic quantities of the object. A full derivation reveals relationships that require
more parameters than are observable. For example r0 requires knowledge of the correct
cosmology 11. Instead it is necessary to adopt a set of values to define the luminos-
ity distance based on that particular cosmology to compensate for these angular size
transformations. Results from the WMAP and Planck satellites have constrained the
cosmological parameters and allow a tentative reduction in these unknowns. Another
significant simplification can be made if it is assumed that the SED takes the same
form at all epochs, which gives rise to the relationship (Ribeiro, 2002)

S[⌫(1 + z)]d⌫ =
S(⌫)
1 + z

d⌫ . (1.26)

This simplification allows the transformation the flux observed to that emitted at
redshift z to equal

K =

´1
0 S(⌫)d⌫´1

0 S[⌫(1 + z)]d⌫
, (1.27)

where K has become known as the ’K-correction’.

1.4.1 Simplifying the Spectral Energy Distributions

A further simplification is generally adopted when investigating populations of galaxies
in the deep field. If the SED can be represented as a power law within a limited radio
frequency range then its intrinsic luminosity can be deduced provided that the redshift
is known. This permits astronomers to investigate the luminosity of galaxies as a

11AGN jet lengths or lobes sizes were once hoped to be provide a cosmological yardstick, but
unfortunately this does not appear to be the case.
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function of redshift. Applying this S / ⌫↵ relationship to the radio SED of a SFG
yields a reasonable approximation for the rest frame flux S 0:

S 0 =
(1 + z)1+↵

S
, (1.28)

where the spectral index is assumed for a synchrotron dominated source defined earlier.
The flux density can then be transformed into an intrinsic luminosity using

L(⌫) =
4⇡S(⌫)d2L
(1 + z)1+↵

, (1.29)

where dL is the luminosity distance with values depending on the assumed cosmological
model.

Once luminosities have been derived for galaxies as a function of redshift it becomes
possible for the star formation rate to be derived using the techniques outlined in
Section 1.2.4 (Equation 1.19), provided that the FIR/radio correlation is valid at higher
redshifts. The SFR per unit (co-moving) volume was first plotted for large samples of
galaxies by (Madau et al., 1996; Lilly et al., 1996) in which a non-varying source SED
was assumed in order to derive a luminosity to convert to a SFR for each galaxy. This
was followed up more recently by Hopkins (2007); Seymour et al. (2008) who adopt a
LCDM cosmology,12 correcting for the expansion of the Universe, to obtain the SFR
per co-moving volume measured in M�yr�1Mpc�3. Given the uncertainties it is still
useful to comment on the ’Madau-Lilly’ plots in Figure 1.15. The radio-only derived
star formation rate history of the Universe indicates that it appears to increase with
increasing redshift until about z ⇡ 2, after which it could remain constant, continue
to rise, or begin to fall again. Incorporating more recent measurements from the UV
bands appear to agree that the peak is around z = 2. However, it includes derived
obscuration factors based on column densities and redshifts. Obtaining deeper, more
reliable obscuration-free radio derivations is desirable. Only more sensitive observations
will be able to confirm at which epoch (the median redshift for SFGs is so far ’only’
about 0.8) the peak SFR lies. The error bars in Figure 1.15 reflect the increasing
possible errors in relating observed radio flux to star formation rate which include the
following uncertainties:

12The Lambda Cold Dark Matter (LCDM) model of the Universe includes a cosmological constant
to produce an accelerating expansion but is geometrically ’flat’ i.e. ⌦⇤ + ⌦M + ⌦k = 1 where ⌦k = 0.
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Figure 1.15: Star-Formation Rate per unit co-moving volume as a function of redshift (Sey-
mour et al., 2008) derived from single band radio flux measurements (left). Uncertainties
include Poisson, luminosity evolution uncertainties and sample variance (<20%). Including
multiband (UV) measurements (right), with derived obscuration factors, appear to rise to a
peak at z = 2.3 (right) taken from (Madau and Dickinson, 2014).

SED not really approximated by power law This would affect luminosity mea-
surements made at very high redshifts and at very high radio frequencies because the
SED begins to flatten and the free-free emission component begins to dominate. The
possibility that early SFG SEDs significantly differ from those of late type galaxies is
difficult to test directly from single band data. The SFR is derived from the assump-
tion that the SED is the same and any attempt to investigate otherwise is circular.
Instead astronomers turn to mathematical computer simulations which model popula-
tions of galaxies with numerous variable physical parameters with the objective being
to replicate the observable data.

Uncertainties in radio-flux to star-formation-rate This questions the validity
that the radio traces the SFR rate, as was calibrated for local galaxies. However, if the
SEDs are similar at deeper redshifts then evidence of this would be that the FIR radio
correlation should still hold - a hypothesis tested by Garrett (2002) who found a good
correlation within the GOODS-N region out to z ⇠ 1.4. This correlation was extended
by Mao et al. (2011), using the VLA and Spitzer Space Telescope, to at least z ⇠ 2.
Accepting that the SEDs are similar for SFGs at higher redshifts is of considerable
use13 (Klamer et al., 2007; Bourne et al., 2011). This generates some confidence in

13The sub-mm band, which generally traces cooler dust, may show some signs of evolution in the
correlation at significantly lower redshifts (Jarvis et al., 2010).
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the hypothesis that the radio flux traces the SFR, but a slow evolution away from this
correlation is suspected at higher redshifts.

Confusion in identifying SFG for AGN This third point arises because of errors
in the selection of SFGs: AGN contamination must not be included in derived star
formation rates. However, high redshift galaxies are often unresolved by the instrument
(due to angular resolution limitations) so the morphology of the galaxy cannot be
obtained directly for all the sources. Also, because the spectral indices of AGNs and
SFGs overlap to some extent, so selecting by ↵ is problematic and should rarely be
used alone. High resolution radio observations that can resolve AGN cores embedded
within SFGs will reduce uncertainties. Radio observations which do not suffer from
extinction effects that plague IR, optical and UV bands are therefore of considerable
advantage.

Difficulty in obtaining redshift data This would create an obvious barrier in de-
termining the luminosity and lead to incomplete sampling and possible under-estimating
of the number of galaxies per unit volume. Problems of extinction caused by interven-
ing material would also lead to considerable contamination.

Cosmic Variance A limited survey size increases the possibility that the sample
contains unrepresentative sources. Larger survey sizes minimise this effect.

Malmquist Bias Any survey preferentially selects against the higher redshift sources,
which leads to an increasing underestimate of the number count of those objects and
therefore any global star formation rates derived from them.

1.5 Observing the Deep Field at Radio Wavelengths

Examination of nearby galaxy SEDs, luminosity functions and deep field population
counting has revealed a tangled picture of the evolution of galaxies. Due to uncer-
tainties in the extent of evolution in density and spectral indices of the most distant
galaxies, a significant range in predictions both in number counts of AGN and SFGs
at the sub-mJy flux densities exists. The obvious method to constrain these param-
eters further is to observe populations at the sub-mJy region using a combination of
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high sensitivity, high angular resolution and wide bandwidth imaging. Using evolution
modelling, Wilman et al. (2008) produced a semi-empirical projection (called S-cubed)
to determine the number of expected sources within any flux density interval in a vir-
tual sky (to assist in design specifications for next generation radio telescope arrays
such as the SKA). The predictions were in agreement with analytical models that the
number of SFG sources should increase in relation to the AGN sources at the lowest
flux densities. However, recent work by (Prandoni, 2010) suggests that many sub-mJy
sources could be ’radio faint’ AGN accounting for a significant fraction of these sources,
and reduce the necessary amount of evolution in the SFG population. This can be in-
vestigated by the use of differential source counting (see Chapter 7, Section 7.2). The
S-cubed model was used to produce an estimate of the number of sources that could be
found within the GOODS-N region in the e-MERGE survey (Muxlow and McHardy,
2011) - the latest ultra deep radio survey of the field.

1.5.1 e-MERLIN Galaxy Evolution (e-MERGE) Survey

e-MERGE is high angular resolution L-band & C-band imaging survey using the e-
MERLIN array, in which over 600 hours of observations will be combined at L-band
and C-band observations taken by the Karl G. Jansky VLA array in New Mexico, USA.
(Wide-band VLA observations are essential in recovering flux from diffuse sources that
e-MERLIN is not sensitive to due to its lack of short baselines.) Previous studies in-
volving MERLIN and VLA combination mapping (Muxlow et al., 2005; Beswick et al.,
2006) have demonstrated its effectiveness in distinguishing between starburst and AGN
components, directly by morphology. The e-MERGE mapping will produce the deepest
wide-field high angular resolution image of GOODS-North to date. The observations
taken at 5 GHz will allow the spectral indexes of the sources to be determined. The ob-
servations should therefore gather data essential to untangling the evolution of galaxies
and probe to a maximum redshift of z ⇠ 5. The high resolution imaging combined
from the array’s wide bandwidth will allow spectral features of bright sources to be
examined in combination with their morphology raising the possibility of creating spec-
tral maps of selected objects.14 The data will be used in conjunction with the latest
results from other observatories such as Spitzer space observatory (FIR/sub-mm) but
is a legacy project and will take many years to reduce the enormous amounts of data

14Spectral mapping uses multi-frequency synthesis techniques but requires sufficient signal to noise
ratio such that sub-band imaging is greater than ⇠ 10�.
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Figure 1.16: A GOODS-N image from the Spitzer Space Observatory will, amongst others,
be used to investigate sources in the radio ultra deep field.

expected.

1.5.2 e-MERLIN and JVLA arrays

The e-MERLIN array consists of seven radio telescope spread across the UK country-
side from Cheshire to Cambridgeshire15 and produces images by transmitting the data
by optical fibre links, to its headquarters at Jodrell Bank Observatory, where the 76m
Lovell telescope is situated. Observations are made at L-band (1.25 -1.75 GHz) and at
C-band (4.5 - 6.5 GHz).

The JVLA consists of 27 radio telescopes situated in the desert of New Mexico with
movable 25m dish antennas spread over a maximum separation distance of 36km. The

15The e-MERLIN array may ultimately be expanded to include a telescope at Goonhilly, Cornwall.
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Figure 1.17: The observatories participating in the e-MERGE survey: the e-MERLIN array
(top) and the JVLA (bottom).
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telescopes are moved (along rails) every 6 months to form 4 different configurations.
The 4 VLA configurations are as follows:

• A-array (highest angular resolution),

• B-array,

• C-array,

• D-array (lowest angular resolution).

The different configurations of the VLA sample different scale ranges on the sky, and
when used in combination, create a more completely spatially sampled image.

1.5.3 Document Outline

This thesis focuses on deriving high resolution radio imaging of the GOODS-N field
to include the full usable primary beam of the e-MERLIN array in L-band. The
project represents the first results of the e-MERGE survey, which is still being actively
observed at the time of writing, and sets a roadmap for data reduction and analysis.
Techniques are developed to allow rapid imaging, particularly important due to the
time constraints placed on the project, before the existing data are analysed to yield
the first results.

• Chapter 2 introduces the techniques of radio interferometry involved in success-
fully obtaining radio images and pays particular attention to the limitations that
are pertinent to wide-field and wide-band imaging. These include field-of-view
effects such as bandwidth smearing, integration time smearing, curved sky distor-
tions and crucially primary beam attenuations as a function of observing wave-
length, which leads to induced spectral index effects.

• Chapter 3 describes the development of high speed imaging techniques including
the development of a primary beam model for the e-MERLIN array. The primary
beam correction model is described and calibrated using voltage maps obtained
from the telescopes within the e-MERLIN array.

• Chapter 4 provides a brief review of legacy MERLIN + VLA imaging which is
made contiguous for the first time, illustrating the dominance of extended objects.
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These data will be used in combination with new e-MERGE observations to
maximise sensitivity.

• Chapter 5 describes the e-MERGE observations including data reduction and a
rigorous testing of the astrometry compared to legacy MERLIN data. The fast
wide-field imaging technique is applied which is used to image the data before
flux densities are primary beam corrected. Legacy data taken from the MERLIN
array prior to its wide-band upgrade is incorporated to maximise the sensitivity,
necessary as the e-MERGE survey is only partly observed.

• Chapter 6 describes how sources in the field are measured and develops a consis-
tent methodology to determine the largest angular size distribution of e-MERGE
sources.

• Chapter 7 discusses the classification of sources, with the aid of a machine learning
algorithm. The first analysis of the e-MERGE survey expands on the discussion
of evolution of galaxies, surmising an increase in the luminosity evolution of faint
SFGs.

• Chapter 8 summarises and concludes the thesis with a view to continuing the
observations and advancing methodologies as part of the e-MERGE survey.
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Chapter 2

Radio Telescopes, Beams and
Interferometry

This chapter summarises some fundamentals of radio interferometry, with a particular
emphasis on issues that will affect wide-band and wide-field imaging in this project.
The ultimate field-of-view restriction, that of the primary beam, of the e-MERLIN
interferometer array, is introduced.

2.1 Principles of Radio Astronomy

A traditional radio telescope antenna converts incoming electromagnetic radiation,
emitted from astronomical bodies, into a measurable voltage by use of a parabolic
surface to focus electromagnetic waves onto a dipole placed at the end of a collecting
feed horn at the focal plane. This voltage, which changes rapidly as function of time,
is related to the instantaneous power received within the telescope’s entire field of view
or beam and provides a measure of the electromagnetic radiation received from all
the astronomical bodies lying within it. It can be shown that for a source within the
beam of flux density SA produces a voltage rise V in the antenna, with impedance R,
(Condon and Ransom, 2010) equal to

< V 2 >1/2=
p
24SAAER4⌫ , (2.1)

where AE is the effective antenna collecting area and 4⌫ is the system bandwidth. A
1 mJy source generates a voltage increase of just a few nano-volts in a typical radio
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telescope antenna; thus very sensitive low noise amplifiers are required, with high
gain. The voltage at the receiver input can be increased by an increase in collecting
area of the telescope, and hence more sensitive radio telescopes scale with size. A
typical single dish radio telescope receiver employs a superheterodyne mixer to lower
the frequency and a cooled high gain Low Noise Amplifier, to minimise thermal noise.
More theoretical details about radio telescope hardware can be found in a variety of
sources including R. Thompson (2001) and Condon and Ransom (2010).

2.2 Beam Functions

The angular resolution (ability to distinguish distant objects at angle ✓ apart) of a
parabolic telescope can be shown to approximate ✓ 1

2

⇡ �/D, often known as the Half
Power Beam-Width of the telescope, and crudely describes its directional response (see
Figure 2.1). Incoming electromagnetic waves arriving at extreme ends of the aperture,
when combined at the focal plane, give rise to constructive interference when the waves
arrive on axis, but start to destructively interfere when the waves arrive at some incident
angle from the normal axis. As the incident angle of waves is increased there comes a
point where the wave interference reach half power (HPBW) before further canceling
completely (the first null), and then begin to constructively interfere once more, to a
lesser degree, in side-lobes. Hence flux is captured from directions outside the main
lobe and in such side-lobes, albeit significantly reduced. It is more accurate to describe
the beam as a beam function rather than a simple width.

The beam function is often measured directly using raster scanning methods and
holography, but it can also be derived theoretically from directly modelling the aperture
illumination distribution of the telescope. The aperture is defined as the projection
of the reflecting surface of the parabolic dish on a plane immediately in front of the
antenna. The relationship between the aperture size and the angular resolution is thus
related to the number of wavelengths across that aperture. Using Huygen’s principle
(that the aperture can be broken down into an infinite number of small elements) it
can be shown that the interference produced at the focus is equal to the sum of all the
interference contributions from all points in the aperture. The interference of all these
spatial frequencies is mathematically equivalent to taking the two-dimensional Fourier
Transform (FT) of the telescope’s aperture illumination distribution (the simplest of
which being a uniformly illuminated circular aperture representing an ideal unobscured

70



D

✓

1
2 i
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parabolic dish antenna) and generates the beam function directly. The plane of the
illumination function is known as the Fourier or uv plane and has dimensions measured
in wavelengths. The associated beam function for such an aperture, derived from its
FT, is the familiar Airy Disk with angular dimensions (l, m) referred to as the sky-
plane. The resulting beams generated from these Fourier transforms are known as
voltage beams - as this is the physical quantity generated at the antenna feed (Equation
2.1). The relationship can be described by;

J(l,m) =

ˆ ˆ
E(u, v)e2⇡i(ul+vm)du dv , (2.2)

(Rau et al., 2009) where J(l,m) is the (complex) voltage pattern, E(u, v) is the aper-
ture illumination distribution, u = sin ✓ cos�, v = sin ✓ cos�, ✓ and � are the polar
coordinates from the centre. The intensity (or power) beam is proportional to the
square of the voltage beam (Equation 2.1). (Note to generate a power beam directly,
one could instead take the autocorrelation of the aperture distributions prior to Fourier
transforming.) If a central obscuring region is introduced (say by a secondary receiver
shadow), as is common in practical telescopes (illustrated in Figure 2.2), then the
characteristics of the side-lobes are altered. These beams represent simplified cases,
and in reality aperture distributions of real telescopes include features such as focal
assembly struts which breaks axial symmetry by introducing additional shadows. Most
importantly, the receiving horn introduces illumination tapering to deliberately under-
illuminate the aperture edges in a effort to minimise side-lobes. Aperture tapering
decreases the effective area of the telescope as well as increasing the width of the
main lobe (primary beam), but this is an acceptable compromise if it results in fewer
side-lobe artefacts receiving radiation from unwanted sky areas.

The telescope beam-widths are frequency dependent, hence flux from longer wave-
lengths is received over wider beams. This is of little consequence for monochromatic
(narrow bandwidth) observations but becomes important for wide bandwidth instru-
ments like e-MERLIN and will be considered in Chapter 3 in the development of a
primary beam model for the e-MERLIN array. At L-band (20cm), the HPBW of a
typical 25m diameter telescope is in the region of 30 arcmin; this is the maximum angu-
lar resolution for a large radio telescope when operating as a single dish and compares
very poorly with optical telescopes a fraction of the size.
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Figure 2.2: The solid (top left) aperture in uv plane produces a classic Airy disk beam-
shape in the lm plane (top right) with the first null (total destructive interference) located at
✓null 1 ⇡ 1.22�/D, whereas the partly obscured aperture (bottom left) yields a beam with an
altered side-lobe structure (bottom right).
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Figure 2.3: A simulated telescope beam derived by taking the Fast Fourier Transform of a
circular aperture distribution. The (l,m) axes at the base are typically measured on scales
of arcmin at radio frequencies for 25m diameter antennas. The vertical scale is a relative
measure of the square of the voltage (i.e. power).
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2.3 Radio Synthesis Imaging

Due to the large size of the HPBW of typical radio telescopes, they have low angular
resolution when compared with their optical counterparts and consequently are unable
to produce an image directly of remote galaxies on the required arcsec scales for deep
field observations. Unless a radio telescope could be constructed with a diameter of
many hundreds of kilometres it would be impossible to generate images on arc-second
scales were it not for the development of radio synthesis imaging or aperture synthesis.
In this method, several antennas, spread over a large area (many km apart), simulate
a partially filled aperture. Rather than the electromagnetic waves being steered me-
chanically, i.e. by a parabolic dish focusing them onto a single plane, the signals from
each antenna are combined electronically, with phase and amplitudes generated from
interference fringes between baseline pairs of telescopes. The interference of source
wavefronts at each antenna pair generate interference patterns and measurement of
the amplitude and relative phases of the voltage signals allows the construction of the
sky brightness distribution. The ‘steering’ of the waves is accomplished by a device
known as the correlator, which compares the sampled voltages within time frames, for
each baseline pair.

To better understand an interferometer, consider a single baseline pair of antenna
elements of diameter D a distance L apart, as illustrated in Figure 2.4. Incoming
plane waves arrive at the two antennas at differing times depending on their angle
of incidence, hence the two signals received at the two antennas are not identical:
a phase difference is induced. The varying voltages are sampled digitally and a time
delay between the two bitstreams introduced to define a geometric phase centre, usually
calculated to coincide with the pointing centre. A subsequent series of lags is introduced
by the correlator which, when multiplied and Fourier transformed (Taylor et al., 1999),
produces a large number of channels in the frequency domain. This type of correlator
is known as an XF correlator. Another type of correlator reverses the order (FX),
carrying out the Fourier transform first and then correlating. The WIDAR1 correlator,
used by e-MERLIN and the JVLA, adds an additional step to the XF process, prior
to multiplication, which divides the frequency bands into separate sub-bands using
a polyphase filter-bank by multiplying each antenna bitstream by a window function
(which would yield a well defined pass-band if Fourier transformed at this stage). A

1https://science.nrao.edu/facilities/vla/docs/manuals/oss/widar.
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Figure 2.4: Illustrating how a single baseline pair of antennas collects visibilities. In the
simplest (monochromatic) case, the two voltage signals are sampled using an Analogue to
Digital convertor in real time and cross-correlated to effectively find the maximum correlation
coefficient, corresponding to phase angle � caused by the lag ⌧ , before multiplying and inte-
grating to find the amplitude. The result is a single complex visibility associated with each
integration at a point uv determined by the position of the baseline at that ‘instant’.
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series of time lags is then introduced between antennas for each spectral window, in all
possible baseline combinations, with each lag associated with a desired channel. The
delayed bitstreams are multiplied together and averaged before finally being Fourier
transformed, yielding channelised amplitude and phase information. Thus a complex
number at a corresponding uv coordinate with its associated phase and amplitude is
derived for each channel, known as a visibility. The phase difference is related to the
position of sources in the sky (i.e. in the lm plane), with signal amplitude proportional
to the spatial sample of the sky brightness distribution. Each visibility is recorded and
accumulates to populate the uv plane (here we redefine the uv plane to be equal the
distance between two points in the aperture distribution referred to earlier). Provided
that there are sufficient uv samples, the sky-plane image can be recovered by application
of Equation 2.3 (i.e. the inverse Fourier Transform). The intensity I(l,m) (which is
proportional to the voltage squared) is known as the sky intensity distribution and is
related to the visibilities V(u,v) by (Clark, 1999);

V (u, v) =

¨
I(l,m) exp{�2⇡i(ul + vm)}dldm (2.3)

where (u, v) are now the coordinates of visibility V(u,v) in a two dimensional plane
with units in number of wavelengths (k�). Note that although the relationship is
identical to Equation 2.2, the resulting sky-plane distribution is a power distribution,
not a voltage distribution as the correlation of points in the uv is collected in an
interferometer. There are obvious implications for spatially extended structures in the
l,m plane because of the reciprocal nature of Fourier transforms. Extended sources
are associated with small components in the Fourier plane requiring sampling at short
baselines.

In a similar way that the beam of a single telescope can be derived by Fourier inver-
sion of the aperture distribution, the array synthesised beam can be derived by taking
the inverse FT of its virtual aperture distribution, or transfer function, which extends
out to the longest baseline. Hence the highest angular resolution (narrowest synthe-
sised beam-width ✓S) of the array can be no better than greatest baseline separation -
a longer baseline (L) means better angular resolution:

✓S ⇡ �

L
. (2.4)
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The choice of interferometer used should have baseline lengths which provide sensitivity
at corresponding spatial scales of sources to be observed. Very long baseline interfer-
ometry (VLBI) , for example, utilises baselines spread over thousands of kilometres and
is therefore well suited to resolve sources on the smallest angular scales, but generally
is poor at detecting larger spatial structure. When deciding on interferometer antenna
locations, the rotation of the Earth is used to considerable advantage with the uv plane
becoming increasingly filled as the uv coordinates describe arcs as the earth rotates.
Additionally, taking measurements at different wavelengths corresponds to different uv
coordinates in the same baseline and can act to fill out the uv plane almost completely.
The sampled uv plane is also known as the sampling function or transfer function. The
combination of numerous baselines, Earth rotation and multi-wavelength sampling pro-
duces good uv coverage, on which the e-MERLIN array relies to generate high fidelity
imaging. e-MERLIN’s sampling function is illustrated in Figure 2.5. Only the most
extended sources are unsampled due to e-MERLIN’s lack of very short baselines. This
means that the e-MERLIN array cannot sample sources with a very large extended
structure. The JVLA has many more antennas (twenty-seven) and consequently has
superior instantaneous uv coverage but a longest baseline considerably shorter (36km)
than e-MERLIN’s 220km, yielding higher sensitivity at lower angular resolution.

Examination of Figure 2.5 reveals areas of incomplete sampling, causing the result-
ing image (the dirty map) produced on Fourier transformation to include undesirable
side-lobe artefacts which manifest around each source. This synthesised beam (also
known as the dirty beam) generated by FT of the sampling function deviates signifi-
cantly from an Airy function. The synthesised beam is predicted for each observation
by Fourier transform of the aperture distribution (sampling function) and it is found
that its shape can be modified further by weighting the uv data recorded by the various
baselines. The uv coordinates are binned into a regular cartesian grid of ’cells’ such
that Fourier inversion of the visibilities is possible using discrete Fourier transform tech-
niques such as Fast Fourier Transforms (FFT). Each gridded cell can be individually
attributed a relative weight to account for the fact that some cells contain numerous
visibilities whilst others comparatively few. It is arguably more sensible to statistically
weight well populated cells than sparsely populated ones, to minimise unwanted noise.
Two extremes are conceivable - one scheme whereby all cells are weighted equally, re-
gardless of number of visibility measurements they are comprised (uniform weighting)
and another whereby the weighting is directly proportional to the number of observa-
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Figure 2.5: uv coverage or sampling function for a 12 hour track using the 7 antennas in the
e-MERLIN array. Each coloured ellipsoid is a result of a single baseline pair (of which there
are 20) and represent the different observing frequencies across L-band (1.25 - 1.75 GHz, red
- blue). The coverage is incomplete, especially near the centre, caused by a lack of very short
baselines.
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tions taken per uv cell (natural weighting). Natural weighting favours sensitivity as it
weights the cells proportionally with integration time, however uniform weighting gives
equal weight to visibilities measured over the longer baselines, potentially maximising
resolution at the cost of additional noise. Intermediate schemes are labelled using a
robustness parameter ranging from -7 (uniform) to +7 (natural) (Briggs, 1998). A
tapered weighting scheme can also be adopted to modify the shape of the synthesised
beam in a similar fashion to aperture tapering within a single antenna. This may have
an effect of reducing side-lobe amplitudes at the cost of angular resolution2. Inverse
Fourier transforming the visibilities by a discrete DFT or FFT, as per Equation 2.3,
yields (as least theoretically) the synthesised image or dirty map.

2.3.1 Sensitivity of an Interferometer

The total integration time ⌧ comprises many visibilities each of integration time �t
which, because of the hardware specifications for the array (such as effective aperture
Ae↵ , system temperature Tsys and number of baselines nb), determines the expected
rms noise (R. Thompson, 2001):

� =

p
2kTsysp

⌧�⌫Ae↵
p
nb

, (2.5)

where nb =
N(N�1)

2 baselines and Tsys is the equivalent system temperature of the entire
radiometer system comprising cosmic microwave background, atmospheric contribution
and thermal noise from the receiver:

Tsys = Tcmb +�Tsource + Tatm + Treceiver . (2.6)

However, for a non-homogeneous array the sensitivity is based upon the combination
of each telescope, each with a slightly different Tsys which is related to the System
Equivalent Flux Density (SEFD) of each telescope by

SEFD =
2kTsys

Ae↵
. (2.7)

2The array can be thought of as an incompletely filled aperture, an optical telescope with parts of
the aperture missing would similarly produce artefacts significantly deviating from the Airy pattern.
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The sensitivity of each baseline composed of antennas i and j is therefore:

�baseline(✓,�) =
1

⌘
p
2�⌫⌧

p
SEFDi ⇥ SEFDj

Pi(✓,�)Pj(✓,�)
. (2.8)

where Pi(✓,�) is the power beam function (see Chapter 3) normalised to unity in the
centre. The total rms noise �array is simply given by

1

�2
array

=
X 1

�2
baseline

, (2.9)

where �array is also a function of the offset position from the pointing centre. The
derivation of the primary beam of the e-MERLIN array is described in detail in Chapter
3.

2.3.2 Högbom Cleaning

Each point source in the image generates an amplitude-scaled version of the synthesised
beam within the map and it is mathematically equivalent to state that all point sources
in the dirty map have been convolved with the dirty beam. Therefore, a reasonable
recovery of the original sky intensity function is achieved by the inverse process of
deconvolution. However, whereas convolution has an exact mathematical prescription,
deconvolution does not and must be performed as a iterative process. Deconvolution of
point-like sources utilises an algorithm, devised by Clark and Högbom, known as clean.
The process of deconvolution via the clean algorithm attempts to remove the side-lobe
artefacts caused by incomplete sampling. This is the most widely used deconvolution
algorithm incorporated into the Astronomical Image Processing computer suite (AIPS)
and is particularly suited to deconvolving compact sources such as those found in the
deep field and utilised in this project. Cleaning requires that an amplitude-scaled ver-
sion of the dirty beam, based on the Fourier transform of the sampling function for the
set of observations, is partially subtracted from the brightest point in the dirty map.
With position and intensity recorded, the location and magnitude of each subtraction
is known as a clean component. The process is repeated for the next brightest point in
the map, and then the next etc. until the resulting residual map becomes indistinguish-
able from the local RMS noise. The clean components, i.e. positions and amplitudes,
are replaced with an idealised representation of the resolution of the array - usually a
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Gaussian beam or point spread function (PSF) that is similar to an Airy function but
lacks undesirable side-lobes. Thus the resulting cleaned map is a reasonable represen-
tation of the sampled sky intensity distribution convolved with a Gaussian beam. In
the case of some observations of sources, the array projects a smaller baseline in one
orientation compared to an orthogonal orientation, yielding a non-circular beam. This
is effect is minimal for high declination targets like the HDF where the beam is near
circular.

2.4 Calibration

The above description omits to consider numerous errors and interference introduced
by Earth’s atmosphere, receiver and amplifier gains, and also timing errors in the
instruments themselves. A most significant problem is that the amount of perturbation
or gain correction required of a signal amplitude and phase varies temporally and
geographically throughout a sufficiently long observation. Widely spaced antennas
are subject to differing atmospheric phase perturbations which may vary typically on
timescales of approximately 15 minutes (a problem thought at first to be intractable
even by Martin Ryle who pioneered synthesis imaging at Cambridge). However, it
was realised that if a well defined point source phase calibrator is observed at regular
intervals during the observation of the target (for phase at least every 15 minutes at
GHz frequencies) then the variations can be corrected by construction of simultaneous
equations incorporating at least three baselines that include common antenna, i.e.
any set of measured visibilities eVij in a baseline pair of antennas ij can be described
in relation to their corrected visibilities Vij by (Fomalont and Perley, 1999) eVij(t) =

Vij(t)Gij(t) where the complex gain correction is Gij(t) = gi(t)g
⇤
j (t)gij(t) and gi and gj

are complex corrections associated with each baseline. (The final combined term is a
residual called closure error, which should be close to unity in amplitude and zero in
phase, and is a measure of the goodness-of-fit for solutions.) A flux calibrator often
used in the northern hemisphere is 3C286, which has a well behaved flux density, but
resolved by e-MERLIN (i.e. has some significant extended structure) hence flux will be
attenuated at longer baselines. To overcome this to allow it to be used as an amplitude
calibrator, it usual to bootstrap the flux from the primary flux calibrator using only the
inner baselines (where the calibrator is unresolved) to some bright point source to act
as a flux calibrator for all baselines. Phase calibrators are chosen such that they are
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unresolved across all baselines and are near to the target (within the same isoplanatic
patch). Phase reference sources usually do not generally have a well defined flux density
over years as they are likely to be compact AGN objects, but are useful in that they
contain considerable flux density as seen by the instrument. Because both e-MERLIN
and the JVLA have a wide bandwidth (with multiple channels) it is likely that the
calibrators have some intrinsic spectral index or curvature within the bandwidth and
this is incorporated into the calibration, given the known flux density per spectral
window. The channels will have their own complex gains per channel and therefore
a further bandpass calibration is usually performed to correct for systematic errors in
frequency channel gains across the band. Several rounds of self-calibration, in which
models of individual sources are assumed, are performed. This stage is particularly
important in wide-field radio data to correct localised phase errors, and at least several
dozen bright source models are used to refine solutions. Calibration of the e-MERGE
data is described further in Chapter 5.

2.4.1 Radio Frequency Interference

During observations it is usual to encounter radio frequency interference (RFI) from lo-
cal radio sources (television transmitters, mobile phones, artificial satellites etc.) which
has the potential to distort the calibration and/or overwhelm the data entirely mak-
ing imaging the target source impossible. Therefore the visibilities must be examined
baseline by baseline for obviously excessive flux and marked for deletion. This process
is called flagging and can in most cases is the most time consuming step in data re-
duction, particularly if the RFI is present at relatively low amplitudes and difficult to
spot. Automatic flagging tools exist (e.g. SERPENT), however, these can be difficult
to adjust to yield optimal results in some cases and ultimately the human touch is still
necessary for the time being. Flagging is described in Chapter 5.

2.5 Wide-Field Wide-Band Imaging

In addition to the techniques described above, both e-MERLIN and the JVLA incorpo-
rate a large number of radio frequency channels. The e-MERGE project also demands
that a wide field of view be mapped (15 arcmin diameter), which also complicates
image processing. In particular the following subtle effects require consideration when
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constructing wide-field and wide-band maps:

• Sky curvature, i.e. Isoplanatic sky function I(l,m) violated in equation 2.3.

• Finite integration time per uv visibility (integration time smearing).

• The image should cover as large a sky area as possible i.e. should extend through-
out the primary beam of the array.

• The wide bandwidth of the e-MERLIN/JVLA array (bandwidth smearing).

• Computing power is limited.

A innovative solution to image in the wide-field wide-band of e-MERLIN, described in
more detail below, is derived in Chapter 3.

2.5.1 Curved Sky (w-term)

The visibility equation (2.3) describing the transformation between the uv and lm
coordinates assumes that the sky is a flat plane (with coordinates lm) and that incoming
rays are parallel. This approximation is acceptable for sources close to the phase centre
but becomes increasingly invalid for sources whose incident waves arrive from a non-
parallel direction. Positions derived from larger phases become increasingly invalid as
a function of distance from the phase centre, as the flat sky assumption is violated.
A more thorough treatment incorporates a correction within the visibility equation by
introducing an extra dimension normal to the uv plane, the w-term (Thompson, 1999),
yielding

V (u, v, w) =

ˆ ˆ
I(l,m)p

1� l2 �m2
exp{�2⇡i(ul + vm+ w(

p
1� l2 �m2 � 1))}dl dm .

(2.10)
The w term represents the phase difference between the flat and curved sky path
displacements. The additional phase correction reveals that a phase error present in
the simpler 2D version only becomes significant when the w term becomes a moderate
fraction of the sum of u & v terms. Therefore the addition of the w vector will only
deviate significantly from the sum of the u or v vectors if it is of the order of a radian or
so, below this value the region contains insignificant directionally dependent errors and
is known as an isoplanatic patch. Hence, provided that 2⇡w{

p
1� l2 �m2�1} < 1 ,
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then w can be ignored and the 2D transform can be used. The above expression can
be simplified to one dimension, say m, yielding; m ⇠ ✓w < 1p

⇡w . The largest value
of u or v approximates L/� and because this is the maximum value of w, errors are
insignificant provided ✓wmax <

q
�
L (Perley, 1999a), where L is the longest baseline in

the array (the factor of ⇡ has been ignored in this approximation). Provided that the
facet size is much smaller than ✓w, the resulting synthesised image will not contain
significant w -projection errors and the 2D transform can be used in transforming the
visibilities to the image plane. This facet size is said to be an isoplanatic patch for
which directionally dependent phase errors are not significant.

An alternative method was devised by Cornwell et al. (2008) and Bhatnagar (2012)
in which an additional convolution step is used to effectively transform the w -term
component such that 2D deconvolution can still be used. This is incorporated into the
CASA software suite, but is not yet suited to e-MERLIN data due to computational
demands. Imaging software like AIPS does not include the w -term in its Fourier
inversion algorithms and therefore large fields must be broken down into smaller facets
covering a polyhedral-like isoplanes representing the sky. For typical e-MERLIN data
at L-band each facet should be smaller than about 3.3 arc-minutes across to avoid
significant w -term distortion, as the array has a maximum baseline of 217 km. Facets
are in fact usually smaller than this due to computational limitations. However, for
wide field imaging this approximation becomes important. For example, to obtain an
image 15 arc-minutes wide using the above array would require separating the field
into at least five facets (in one dimension) to avoid significant distortions. The w -term
correction is considered in Chapter 3 in the development of a Fast Wide-field Imaging
technique.

2.5.2 Bandwidth Smearing

Each frequency channel, with its own bandwidth �⌫, can be considered to be its own
interferometer, producing fringes with other telescopes in the array. The fringes asso-
ciated with each wavelength within this channel bandwidth differ slightly from those
of other channels but when integrated, like the Young’s slit experiment, interfere in
superposition. At the phase centre of the array, the interference is entirely construc-
tive. However for sources at some significant angular displacement from the phase
centre, the superposition becomes increasingly destructive and fringes begin to smear
out. The extent of smearing is analogous to the double slit experiment whereby light
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is projected through two narrow slits onto a screen. The double slit is analogous to
a single baseline with each slit representing an antenna. The fringes produced on our
hypothetical screen correspond to the set of visibilities, with the displacement from the
screen centre corresponding to the range of delays in the radio interferometer, from its
phase centre. For this reason the usable field of view is often called the delay beam
and is defined by an acceptable amount of smearing, i.e. some chosen fraction of the
synthesised beam for example. For a single frequency the amplitude of the interference
fringe on the screen is constant, but as the bandwidth is increased the interference pat-
tern becomes increasingly smeared as a function of displacement from the centre. In
general, the ’fringe visibility’ (amplitude difference from peak to trough) decreases as
the angle from the phase centre increases and it can be shown that this is proportional
to sin ✓/✓ or sinc(✓). Expanding the treatment into 2-dimensions puts imaging limits
the usable field of view as it acts to introduce radial smearing which is proportional
from the phase centre (Thompson, 1999):

R�⌫/⌫ , (2.11)

where �⌫ is the channel width, ⌫ is the lowest frequency and R is the radius from the
phase centre. Since channel widths are generally fixed across the observing band, the
relative smearing is slightly larger for channels at the lower end of the spectral window,
and is therefore slightly different across the range of frequencies. The smearing effect
causes a reduction in the peak amplitude of a source as the peak flux density is smeared
over a larger apparent area. Radial smearing is unavoidable but is generally acceptable
if it affects the image by less than about 10% in amplitude. The size of the delay beam
therefore depends upon acceptability of bandwidth smearing in comparison with other
effects, e.g. integration time smearing (see below).

2.5.3 Integration Time Smearing

Each visibility is derived from correlated and integrated data taken over a finite time
period; with an integration time t of usually about 1 second for wide field imaging.
The rotation of the earth causes the baseline projection within the uv plane to rotate
and therefore the integration time must be kept short enough for those uv coordinates
to remain approximately the same for the duration of that visibility. Generally, the
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Figure 2.6: Illustration of Bandwidth Smearing (left) and Integration Time Smearing (right)
acting on sources as a function of distance from the phase centre. The effects act together
to reduce the image resolution and peak flux densities, although integrated flux densities are
conserved.

integration time should be no larger than

t ⇠ 86400�

2⇡L�✓
, (2.12)

where 86400 is the number of RA seconds in an one earth rotation, � is the shortest
observing wavelength and �✓ is the distance from the phase centre in arcsec. Hence
optimum integration time and distance from phase centre are inversely related; map-
ping a wide field necessitates short integration times. Cell dimensions allocated to the
uv grid should be selected such that longest baseline visibilities are not under-sampled.
Integration time smearing causes source elongation around the phase centre (orthogo-
nal to the bandwidth smearing) and is proportional to distance from the phase centre
(see Figure 2.6).

2.5.4 The Primary Beam of an Interferometer

A radio interferometer observes visibilities of all sources that lie within the beams of all
the antennas in the array and represents the ultimate restriction in wide-field imaging.
The synthesised image brightness of sources is therefore not the true sky brightness but
is reduced as a function of angular displacement from the pointing centre depending
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on the antenna directivity and can be transformed by

eI(⇥) = A(⇥)I(⇥) , (2.13)

where A(⇥) is the beam function of the array, I(⇥) is the true sky brightness distri-
bution and eI(⇥) represents the synthesised image. If all the antennas are identical
(i.e. the array is homogeneous) then A(⇥) is theoretically identical to that of any
single antenna. However, for an interferometer with dissimilar antennas, i.e. a non-
homogeneous interferometer, the resulting beam-shape is some weighted combination
of them all. The primary beam of an inhomogeneous interferometer is described in
detail in Chapter 3 in which tools are developed specifically to facilitate wide-field and
wide-band imaging.
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Chapter 3

Development of wide-field &
wide-band imaging techniques

The e-MERLIN datasets for the e-MERGE project are observed at various epochs
according to scheduling opportunities and, consequently, are delivered in blocks. Each
block, which is at least a full track observation, measures over 1 TB. A motivation
exists, due to computational constraints, to generate a rapid method to generate wide-
field maps for each epoch. e-MERLIN data is optimally processed with the AIPS suite,
which includes all the necessary tools for calibration and imaging and is well under-
stood. Consequently the e-MERLIN pipeline (Argo, 2015) written in ParselTongue
(Kettenis et al., 2006), a python-like interface designed to control AIPS and in effect
replacing the old POPS user interface, is used to develop customised tools to allow
production of maps within a reasonable timeframe (days). Standard imaging method-
ologies have proved to be impractical, although these will be used in the years to come
as computers advance. This chapter describes the methodologies developed to generate
the images, overcoming the following issues:

• The primary beam of the array causes attenuation across the field.

• The primary beam causes an induced spectral index across the band.

• The curved sky w -projection effect restricts imaging size.

• The dataset is large and imaging takes excessive amount of time even on modern
workstations.

• Confusing sources cause a reduction in dynamic range.
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Each of these problems was solved in a combined methodology, modified from a tech-
nique originally devised for imaging VLBI data (Wucknitz, 2010). The process, called
fast wide-field wide-band imaging, involves a hierarchical approach to averaging the uv
data in both time and frequency to create smaller facets which locally overcome the
w -projection problem, and reduce the amplitude of confusing bright outlying sources.
Synthesised beam modification compensates for the induced spectral index caused by
the primary beam. The result is a technique that produces images up to two orders of
magnitude faster than the standard AIPS cleaning method, with a caveat of increased
smearing. The imaging techniques are used in the production of maps for each epoch
of e-MERGE data as it becomes available.

3.1 Primary Beam Correction

Mapping the wide-field of GOODS-North out to the maximum usable field of view
requires consideration of the effect of the array’s primary beam on source amplitudes.
Whilst calibration flux density scales are derived for the pointing centre, the effect of the
beam of each telescope in the array will contribute an increasing amount of reduction in
observed flux as a function of angular displacement from the centre, with each telescope
having a different beam. Flux density calibration is usually the least accurate of the
attributes of any radio interferometrically derived map due to the incomplete sampling
which depends on the nature of the source being observed. Therefore, any beam
correction at present needs to be accurate to the order of a few percent.

3.1.1 Holography

The concept of telescope beams was introduced in Chapter 2. In an effort to model
the beams of the telescopes comprising the e-MERLIN array as accurately as possi-
ble, voltage patterns from telescopes within the e-MERLIN array were obtained from
holographic scans. The scanning method employed a single baseline formed from the
scanning telescope to be investigated and a second telescope or auxiliary telescope to
form a single interferometer pair. The auxiliary telescope is directed at a bright point
source (in this case 3C84), while the scanning telescope is scanned across the same
point source in a raster-like manner, nodding in elevation and azimuth and covering
the expected main beam. High resolution holographic scans require very large angular
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sweeps to cover multiple side-lobes so that Fourier inversion of the data produces an
accurate aperture distribution. However, due to time constraints, only the primary
beams and first side-lobes for telescopes in e-MERLIN were obtained. This means
that aperture distributions cannot be obtained directly by transforming the data and
instead the result of these low resolution scans is a complex voltage pattern (modu-
lus) for each telescope (see Figure 3.1). The 76m diameter Lovell telescope scans are
pending at the time of writing. The holographic scans provide a method of calibrating
theoretical beam models which can be used to simulate any baseline combination in
any telescope weighting scheme.

Theoretical beam-shape of a telescope

Recall from Chapter 2 that the beam-width of a single radio telescope antenna is in-
versely proportional to its aperture diameter. For homogeneous arrays, like the JVLA,
a description of the beam of a single telescope is usually sufficient to correct the fluxes
in images produced from the whole array, regardless of the relative sensitivities of the
individual telescopes, as they are assumed to be effectively identical. Most field studies
require only the central lobe (primary beam) to be well determined, which is approx-
imated by either a Gaussian or simple polynomial function of ✓. The primary beam
model is based on a monochromatic case which is then extended to the wide-band
array to include complications caused by integration of visibilities from all spectral
windows (Intermediate Frequencies or IFs). The beam-widths associated with obser-
vations at the high frequency end of the band will be considerably narrower than those
of the lower frequencies (if the bandwidth is wide enough then the side-lobes of the
former may partly overlap the primary lobes of the latter). This has consequences
when integrating multiple channels together in an integrated wide-band image (which
is how modern interferometers have increased their sensitivities). The relative sensi-
tivity weighting for each antenna must also be considered, and is likely to vary as a
function of the frequency due to the following factors:

• Surface accuracy of the telescope.

• Feed horn sensitivity frequency variation.

• Standing waves between surface and focal point (Popping and Braun, 2008).

These third order effects are not incorporated into the modelling as they are considered
to be best determined experimentally. The aim of the model is in producing a beam
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Figure 3.1: Magnitude of voltage pattern of the Darnhall (top) and Pickmere (bottom) tele-
scopes obtained from holographic scanning techniques (private communication P. Harrison).

92



correction algorithm that can be used to produce results for the e-MERLIN pipeline
incorporating relative telescope sensitivities and beam functions.

Modelling the e-MERLIN telescopes

The antennas comprising the e-MERLIN array can be approximated as being equal to
25m diameter apertures with two exceptions - the Cambridge telescope (32m) and the
Lovell telescope at Jodrell Bank (76m). Four of the telescopes are Cassegrain systems
with secondary reflectors supported by four pylon struts. Defford and MKII telescopes
are prime focus but also have four pylon struts. The Lovell telescope however has the
receiver supported by a single pylon (see Figure 3.2). The receivers are designed to in-
clude moderate amounts of aperture tapering which has the effect of under-illuminating
the edges of primary reflector in an attempt to reduce the amplitude of secondary side-
lobes. If the aperture tapering is Gaussian, then the beam function will be more
Gaussian-like (recall that the FT of Gaussian is another Gaussian). A model is hence
constructed with the above characteristics in addition to the central secondary reflector
shadow (see Figure 3.3). The e-MERLIN aperture model is generated within gridded
matrices (within IDL/GDL) and allows each telescope aperture to be adjusted in the
following:

• Diameter.

• Gaussian tapering.

• Focal assembly shadow.

• Pylon shadowing including spherical shadows caused by obscuration of the outer
part of the dish.

Each aperture distribution is designed in a Cartesian matrix so that it could be con-
verted into an array, i.e. gridded, such that the Fast Fourier Transform (FFT) can
be used. The 2-dimensional array has pixel dimensions N by N depending on the
desired resolution of the beam model (IDL implements an FFT such that the output
array has the same dimensions as the input array). The Fourier transform relationship
is an inverse one and the dimensions must be chosen such that the aperture is small
in relation to the array size in order to avoid additional harmonics, but not too large
such that the memory footprint exceeds the capabilities of the computer. Additionally,
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Figure 3.2: The 3 sizes of telescope in the e-MERLIN array. The 76m diameter Lovell
telescope with a single primary focus pylon (top), the 32m diameter telescope at Cambridge
(bottom left) and 25m diameter telescope at Darnhall (bottom right) both have secondary
receiver assemblies with 4 pylon struts.
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Figure 3.3: A realistic model telescope aperture illumination distribution consists of 5 basic
components. (1) The circular aperture. (2) The secondary reflector shadow. (3) The support
strut shadows. (4) The secondary spherical shadowing caused by the support struts. (5) The
aperture tapering.
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Figure 3.4: Voltage beam derived from FFT of the gridded aperture distribution in Figure
3.3.

apertures must be split and moved to the four corners of the array, otherwise addi-
tional harmonics are generated during the transform. For p� pixels per wavelength,
and ✓px(rad) radians per pixel in the output array, each array dimension N must equal

N =
p�

✓px(rad)
(3.1)

or, for ✓ in arcsec

N =
p� ⇥ (3602⇡ ⇥ 60⇥ 60)

✓px(arcsec)
. (3.2)

Hence, for a resolution of 30 arcsec per pixel, an array of size 6856⇥ 6856 is required
(approximately 47 megapixels). To achieve a resolution of one arcsec per pixel requires
array dimensions over 42.5 gigapixels, which far exceeds the random access memory
capacity of desktop computers at the time of writing. This is not considered a major
obstacle because beam-shapes are continuous functions and are easily interpolated from
lower resolutions. Implementing the above methodology within a GDL script generates
a voltage beam illustrated in Figure 3.4. The voltage beams are generated for each
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telescope, which when compared to the holographic scans, can produce very close
approximations. Several additional subtleties exist that may cause further departure
from reality which include the following:

• Inaccuracies in the parabolic surface of each antenna.

• Off-axis path differences between focal receiver and parabola (non-isoplanicity).

• Standing waves between the surface and the receiver.

• Asymmetries caused by bowl sagging which may be elevation dependent,

but these are not modelled here. The simulated beams are compared to holograph-
ically derived voltage patterns, and aperture distributions refined until the resulting
beam function is a close approximation. The power beam pattern of 25m telescopes,
obtained by squaring the voltage pattern, also has a profile in good agreement with
the polynomial fits obtained by raster scans carried out by Rick Perley on the VLA
antennas (Perley, 2000). However, the 25m E-Systems1 telescopes fitted to the VLA
differ slightly from those within e-MERLIN due to differences in receiver mountings;
VLA telescopes have offset carousels to allow rapid changing of receivers giving rise to
a slightly asymmetric beam, but the models here assume on-axis feeds. All available
holographic scans were normalised and plotted for comparison, with the one notable
exception of the Lovell telescope. Instead, an approximate aperture distribution was
generated, which was refined using derived data from legacy MERLIN data (which was
taken as being quasi-monochromatic). The method of differential flux-fitting was used
and involves the measurement of point sources both with and without the Lovell base-
lines (see Chapter 5). This provides an estimate of the half power beam width which
is matched by adjusting the amount of aperture tapering. With aperture distribution
models constructed for each telescope in the e-MERLIN array, they could be Fourier
transformed to produce complex voltage patterns and then transformed to power beam
pairs by gridded multiplication.

Assembling baseline power beam pairs

Baseline beam-pairs ij are formed for each baseline combination of the array by mul-
tiplication of the complex voltage patterns with appropriate with scaling factors; the

1
E-Systems manufactured these telescopes for both the VLA and MERLIN in the early 1980s.
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Ji Jj Diameters (m) No. of base-
lines

Resulting Power 
Beam

HPBW @ 
1.5 GHz

76 by 32 1 12’

76 by 25 5 14’

32 by 25 5 25’

25 by 25 10 29’

Figure 3.5: Illustration of the complex multiplication of voltage beams Ji and Jj resulting in
4 types of power-beam baseline-pairs.

geometric weightings Wi and Wj are introduced to incorporate the relative sensitivities
of each antenna;

Pij(✓,�, ⌫) =
1

2

⇥
JiJ

⇤
j + J⇤

i Jj
⇤q

Wi(⌫)Wj(⌫) (3.3)

where Pij is the power beam, ✓ is the angle from the beam centre in radians and
W is the relative antenna weighting, as used in AIPS’ WTMOD task for example.
Theoretical derivations of individual telescope weights can be derived from the square
roots of ratios of System Equivalent Flux Density measurements (see EVLA memo No.
152).

Each voltage beam is hence multiplied as per Equation 3.3, which first normalises,
such that the value of the central peak of the primary lobe has amplitude unity, before
being weighted appropriately. The resulting power beams, 20 in total (excluding the
MK-LO baseline), are weighted according to Table 3.1, based on derived sensitivities
used within the e-MERLIN pipeline.
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The power beam for the array is then calculated using

PT =
X

Pij , (3.4)

which generates a 2-dimensional array per frequency. Since e-MERLIN observations
for the e-MERGE survey are all full-track scans (i.e. at least 24 hours), the beams must
be rotationally averaged around the pointing centre. The averaging is achieved within
the model using built-in IDL functions, and allows a 2D slice through the beam to be
represented as a function of radius from the pointing centre. This facilitates the fitting
of a polynomial expression that can be used within the AIPS task PBCOR. Fitting
the polynomial expression (similar to a Perley fit) to five orders required the use of the
evolutionary algorithm, Pikaia (Charbonneau, 1995). The advantage of evolutionary
fitting is that no initial parameters are required, unlike other fitting routines which can
easily get caught in local minima given a poor starting set. Therefore, the tool can
be run completely ’blind’ for any weighting scheme and frequency range and makes
the software completely generic. Once the best solution set has been determined, the
polynomial parameters are generated for various weighting schemes and frequencies,
for later use in beam correction.

These resulting parameterised fits are frequency dependent and hence, for wide-
band imaging, produce differing beam widths depending on the radio frequency of the
observation (see Figure 3.6), the consequences of which when imaging are discussed
below. The HPBW for the e-MERLIN array, using recommended sensitivity weighting
(WTLO = 50), is predicted to be approximately 15 arcmin at L-Band.

Amplitude Correction Parameters

The beam correction model presented here for the e-MERLIN array yields point source
flux density corrections as a function of spectral window, whilst providing the frame-
work for a derivation of an optimal sensitivity weighting scheme as a function of fre-
quency. Various standard weighting schemes are possible, some of which are presented
in Table 3.2.

The beam correction is checked by re-imaging an e-MERLIN field without the
Lovell telescope and measuring point-like sources within the field. Comparing fluxes
between the two was found to reveal that flux densities for point sources agree to within
3% within the HPBW of the e-MERLIN array. This is expected as differential flux
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Figure 3.6: Predicted primary beam of the e-MERLIN array as a function of frequency for
particular weighting scheme. High radio frequency observations offer a narrower field of view
than do lower RF observations.
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Figure 3.7: Derived beam correction for an e-MERLIN full track run with weighting scheme
described in the plot. The points are the sampled result of the beam model, the curve is the
fitted parameter set for use within the pipeline. The bandwidth was taken to be 0.5 GHz,
with a mid-band frequency at 1.5 GHz.
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measurements using the legacy MERLIN data also found a scatter in the comparison,
although the reasons are not yet obvious. It is also found that approximately 68% of
the sensitivity is derived from Lovell baselines at the pointing centre. Further afield,
the influence of the Lovell telescope diminishes as the primary beam causes increasing
attenuation on Lovell baselines in comparison to the non-Lovell baselines. The widest
field of view, beyond which sensitivity would be comparatively greater by discarding
the Lovell baselines, can now be established . The results of the calculation (which is
determined within the beam model by computing the sum of non-Lovell baseline beams
and comparing it to the sum of the total) is illustrated in Figure 3.8. The sensitivity of
non-Lovell baselines becomes equal to the full array including the Lovell only beyond
about 12.5 arcmin at 1.5 GHz. This calculation does not, however, take into account
any off-axis phase errors associated with the Lovell telescope that would be likely to
become significant at this angle, due to the non-isoplanicity given its short focal length.
Given that the GOODS-N field is smaller than this region, it is unnecessary to utilise
the array without the Lovell telescope at L-band. C-band data to be taken in the
future will need to explore the usable extent of the beam, taking into account possible
phase errors induced by the non-isoplanicity of the Lovell telescope. Given derivation
of the extent of the primary beam of the array, the challenge of wide-field imaging out
to the HPBW is explored.

3.2 Fast Wide-Field Imaging

To compensate for the induced spectral index, whilst at the same time reducing the
image processing time considerably, and avoiding the well known w -projection prob-
lem (Perley, 1999b), fast-wide-field wide-band imaging techniques, originally conceived
for VLBI imaging (Wucknitz, 2010), are incorporated into a single method and imple-
mented in a ParselTongue script. The method is procedural with minimal input from
the user, so that it could be incorporated into the e-MERLIN pipeline. A calibrated
target uv dataset is first phase rotated (using UVFIX) to four new phase centres,
pre-determined by the required field of view. Each of the new visibility sets is then
averaged in time by a factor of two (i.e. 1 second averaging becomes 2 seconds etc)
and also in frequency (i.e. 512 channels become 256 channels within each spectral
window). The resulting uv files are each 1/4 of the size of the original, but time and
bandwidth smearing at the extremities have increased correspondingly. This has the
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Figure 3.8: The ratio of the sensitivity of the e-MERLIN array including the Lovell to that
without the Lovell as a function of angular displacement from the pointing centre at 1.5 GHz.

effect of slightly broadening the sources as well a small reduction in peak flux; however
the integrated flux remains unaltered. The effect is mitigated by an equal amount be-
cause the field-of-view is reduced by an identical factor. The procedure is repeated for
the newly averaged file by phase rotating each one four times again and re-averaging.
The process is illustrated in Figures 3.9 and 3.10.

The process continues until each facet is small enough to be considered locally
’flat’ such that 2D deconvolution is applicable, i.e. w -term effects are negligible within
the imaging area. For typical e-MERLIN data at L-band, with a desired field-of-view
diameter of 15 arcmin, a total of 64 tiles is required. The bandwidth smearing is
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Figure 3.9: Fast Wide-field Imaging - first and second rotation and averaging.
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Figure 3.10: Fast Wide-field Imaging - final rotation & averaging with resulting facets. Each
of the new uv datasets can be imaged at high speed.
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Figure 3.11: Bandwidth and time smearing outside a single tile within the fast wide-field-
imaging routine for 1MHz channels and 8 second averaging. The tile radius at its corner is
76.9 arcsec resulting in acceptable smearing within each image.

approximated by (Bridle and Schwab, 1989):

R�⌫ =
I

I0
=

p
⇡

2
p
ln 2�

erf
2
p
ln 2�

2
, � =

�⌫

⌫0

✓0
✓HPBW

, (3.5)

assuming Gaussian uv tapering and a square bandpass, where � is a dimensionless
parameter equal to the product of the fractional bandwidth and the radius from the
phase centre in multiples of synthesised beam-widths. Assuming the original calibrated
data has a bandwidth at L-band of 512 MHz, a channel width of 125kHz, and a
15 arcmin diameter field with 0.2 arcsec resolution, each of the final 64 averaged uv
datasets has a channel width of 1MHz. Thus for each facet at a maximum radius
of 79.6 arcsec, smearing of the order of a few percent is expected (see Figure 3.11).
Some sources may appear enlarged by up to a few percent of the beam (approximately
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0.01 arcsec). The procedure also increases the level of time smearing, orthogonal in
direction to bandwidth smearing, due to the integration time increasing from 1 to
8 seconds. Time smearing manifests as ellipsoidal arcing around the phase tracking
centre, and has a similar effect as bandwidth smearing, that is a reduction in the peak
flux of a source and a slight broadening of its size. Determining this, however, is
not general and requires computation of the tracking of each source on the sky and
its projection onto each baseline. However, because most deep surveys are full track
observations (>12 hours), an average reduction in flux density can be calculated using
(Bridle and Schwab, 1989):

R⌧ = 1� 1.22⇥ 10�9

✓
✓

✓HPBW

◆2

⌧ 2a , (3.6)

which for the above integration times yields a value of over 98%, i.e. not significant.
Further afield, however, this value reduces to a significant fraction of the original in-
tensity. The effect is leveraged to reduce confusion (ripple noise) induced by bright
sources further afield. A bright confusing source, at the edge of the 15 arcmin field, is
reduced in intensity by over 50% when both smearing effects are considered.

Each facet must be deconvolved with the synthesised beams, created by AIPS, to
yield a locally cleaned region. In practice, a region some four times larger in area
is cleaned around each facet to reduce confusion from nearby sources, ensuring that
even moderately bright in-field sources do not cause additional ripple noise over the
expected rms noise associated with the sensitivity of the map. Following deconvolution,
a single map can be generated by flattening the facets together before amplitude beam
correction is executed according to the beam model. However, for wide-band cleaning,
required by modern arrays like e-MERLIN, the varying primary beam width as a
function of frequency must be considered in this deconvolution process.

3.2.1 Spectral Cleaning

The HPBW and first side lobe occur at different angular displacements from the beam
centre depending on frequency illustrated in Figure 3.6. This effect must be considered
and compensated. The radio bands (L-band and C-band) available within e-MERLIN
(and the JVLA) are divided into separate spectral windows or Intermediate Frequencies
(usually 8 or 16) which are defined during the scheduling of the observations. Each

109



of these spectral windows is again divided into spectral channels to avoid bandwidth
smearing. Any number of these spectral channels can be integrated together. The
signal-to-noise ratio (S/N) for sources observed within the beam increases as sub-bands
and spectral windows are integrated. It is expected, for the faint-source population to
be investigated by e-MERGE, that only sufficient S/N will be attained on integration
of the entire bandwidth (512MHz for L-band or 2GHz in C-band). In these cases the
spectral index cannot be derived from a single band (i.e. from L-band) but will require
the use of the observations made at another to attain this information, i.e. L & C.
There is an exception in the case of very steep spectrum sources whereby most of the
flux is received in the lower part of the band, L-band for example, in which case the
higher band, C-band, would be unlikely to detect such a source. Such steep spectral
sources may indicate the detection of an AGN lobe or jet as starburst SEDs appear
to be consistent (Condon, 1992; Condon and Ransom, 2010; Peel et al., 2011) and are
expected to be shallow at higher redshifts. However AGN cores would remain flat even
at high redshift so morphological discrimination is important in all cases.

The changing primary beam-width as a function of radio frequency has undesir-
able effects when utilising the standard Högbom algorithm within AIPS, leading to
amplitude errors. Sources at the centre of the field (i.e. at the pointing centre) remain
unaffected by the primary beam effects. However, those some displacement from the
pointing centre will experience significantly more reduction in amplitude at the higher
frequency end of the band than at the lower end. Consequently, sources will appear
fainter in higher IFs than in lower IFs. This is often called an induced spectral index
because it emulates the amplitude error artefacts caused by a source of very high spec-
tral index. The effect increases as a function of the angular displacement from the
pointing centre. The ratio of the amplitude (i.e. induced spectral index) at either ends
of L-band is illustrated in Figure 3.12, which visually demonstrates that the spectral
index varies slowly within the primary beam, but becomes excessively steep near the
first side-lobes. To understand how standard deconvolution is incomplete without mod-
ification of the synthesised beam, consider the point spread function of an unresolved
source near to the edge of the primary beam (here, edge means usable extent, perhaps
7.5 arcmin at L-band). The visibilities associated with such a source contribute more
flux density at the low frequency end of the band than in the higher spectral windows,
and AIPS, unaware of the primary beam, constructs a synthesised beam comprising
equal contributions from all parts of the band. A first approach, attempted in the past,
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Figure 3.12: An diagrammatic illustration of the ratio of beams at extreme frequency ranges
across a very wide field using e-MERLIN. The total width is 20 arcmin but it is observed that
the ratio (related to the spectral index) is relatively well behaved within about 10 arcmin of
the pointing centre.
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is to clean each spectral window separately, but this can only be successful if the S/N
ratio of sources is sufficient in each spectral window in isolation. This is often not the
case, sources are only deconvolvable if they can be detected by the clean algorithm,
which for the majority of faint sources requires integration of the whole band. A more
efficient way to clean sources towards the edge of the primary beam is to modify the
dirty synthesised beams such that they likely more accurately represent the integrated
point spread function artefacts of sources at any position within the primary beam.
This is achieved by instructing AIPS (via ParselTongue) to generate dirty beams for
each spectral window separately, at each tile position in the grid. The synthesised
beams are then scaled in amplitude per spectral window, based upon their position in
the primary beam and on their centre frequency. Once scaled, the dirty beams are then
averaged together in position and normalised to unity to yield a localised dirty beam,
applicable to deconvolve with a fully integrated dirty map for that particular region
of the grid. Deconvolution is thus said to be directionally dependent and this new
methodology is implemented in a ParselTongue script. The deconvolution task used is
APCLN, which implements the Högbom-Clark algorithm using user defined beams and
maps. The methodologies described here have been merged together into a integrated
procedure and utilised within the e-MERLIN pipeline. Testing was performed on a
15 arcmin field at L-band as part of the e-MERGE survey and used to contiguously
image sources in the field. The total time to produce a map using a calibrated 0.5
TB e-MERLIN uv data file was less than 48 hours utilising a single Intel Xeon CPU
core on a 128 GB RAM machine with a RAID 5 array. Approximately half of the time
involves the phase rotation and averaging procedures which are IO limited. However,
cleaning with 1 million iterations

(for example) in APCLN took less than 24 hours; this is compared with an esti-
mated time of 1000 days using IMAGR with its built-in amplitude scaling invoked. A
comparison of the technique is illustrated using JVLA data in Figure 5.12.

The above correction makes the assumption that sources are point sources. How-
ever, there is an additional subtlety that would cause an error in the correction if the
sources are very extended. The correction should be baseline dependent because there
may be instances whereby the short baselines, that do not involve the Lovell telescope,
dominate the source signal. In these cases the synthesised beam correction would be
better represented by assuming a wider primary beam. If, instead, sources are partly
detected by the long baselines, then the synthesised beam scaling correction lies some-
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Figure 3.13: Synthesised resolution beam for two single IFs (top) and an integrated synthesised
resolution beam (bottom) for a combination of all 8 IFs (1.25 - 1.75 GHz) in the e-MERLIN
array. Point sources further from the field centre are attenuated by a greater amount in the
higher frequency spectral windows than in the lower frequencies because the primary beam is
narrower at higher radio frequencies. To compensate for this undesirable effect, synthesised
beams are scaled in relative amplitude (weighted) according to the results of the primary beam
correction model before being averaged into a single synthesised beam more appropriate for
that location in the primary beam.
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Figure 3.14: To compensate for the primary beam induced spectral index, the synthesised
pairs of dirty maps and beams for each position in the wide-field image and at each spectral
window must be generated. Each frequency produces a pair for each position in the wide-field
based on its displacement from the pointing centre.
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where between the 25m and 76m beams, and is actually source dependent. However,
for sources in the GOODS-North field this effect is likely to be small.

3.3 Summary

The development of the techniques in this chapter was motivated by the necessity to
image as wide a field as possible, on as short a timescale as possible, whilst mitigating
some of the problems inherent in wide-field and wide-band imaging. The fast wide-field
wide-band imaging method uses phase rotation and averaging to reduce the effects of
bright outliers. The methodologies are applicable to inhomogeneous arrays in general,
for example the European VLBI Network (EVN), as well as other e-MERLIN projects
where wide-field imaging is required. This includes the SuperCLASS project, whereby
the method is being used to catalogue sources in the field.

The e-MERLIN primary beam, being dependent upon the weighting of each tele-
scope, is the limiting factor for the field-of-view of the e-MERGE project. A customised
tool derives a axially symmetric polynomial fit, compatible with AIPS tasks, for band-
integrated continuum observations and successfully corrects amplitude beam effects to
with 3% of the HPBW. A full-track observation is predicted to have a HPBW of ap-
proximately 15 arcmin at mid L-band using the scheme adopted for the project, but is
greatly dependent upon the beam-width of the Lovell telescope, which is derived from
legacy MERLIN+VLA data, described in Chapter 4.
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Chapter 4

Legacy MERLIN + VLA HDF-N
imaging

The original GOODS-N data, taken (in 1996) from both the VLA and MERLIN ar-
rays at 1.42 GHz were the precursor for the e-MERGE project with a sensitivity of
3.5µJy/bm at the pointing centre (Wrigley, 2011). This legacy data is, in compari-
son to the modern e-MERLIN data, quasi-monochromatic and hence did not require
wide-band beam models. The data are used here for three reasons: to investigate the
angular size distribution using Gaussian fitting and visual inspection techniques, to de-
termine the Lovell beam size, and to be used in combination with the new e-MERGE
data to improve sensitivity. The legacy data were faceted in 19 separate regions to
overcome w-projection errors, and 26 bright sources were subtracted from the data to
avoid excessive confusion or ripple noise. These sources are now restored to assemble a
fully contiguous wide-field image for the first time. The chapter introduces the Largest
Angular Size (LAS), Gaussian fitting and presents an LAS distribution based on visual
inspection techniques.

4.1 Restoration of Contiguous Image

To create a completely contiguous image from the original data, 26 bright sources, sub-
tracted because they caused significant confusion or ripple noise, needed to be restored.
These confusing sources were recovered from the uv plane combination datasets and
restored to the incomplete sky-plane map by transferring clean components. The new
map consists of over 300 megapixels and, with a resolution of 0.2 arcsec, is the widest
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high-resolution image ever derived from a single pointing of the legacy MERLIN array
(see Figure 4.1). Postage stamp sub-images were extracted for each of the 339 sources
catalogued in the very deep VLA catalogue (Morrison et al., 2010) within the 15 arcmin
diameter field. Of those, 178 appear above the 5� threshold which almost doubles the
92 found in the 10 arcmin field by Muxlow et al., 2005 (see Figure 4.2). The peak flux
density distribution is presented in Figure 4.2, which illustrates that the minimum flux
threshold appears to rise as a function of the distance from the pointing centre caused
by the primary beam.

When the sources, binned according to peak flux density per beam, are compared
with peak flux densities in the Deep VLA catalogue, a difference in the distributions
is exhibited (see Figure 4.3). It illustrates that the number of detections below 30
mJy, across the entire field within the MERLIN+VLA observations, is approximately
double compared with those falling below 30 mJy within the VLA only data (Morrison
et al., 2010). It can be inferred that there must exist a large fraction of sources with
structures that extend beyond the 0.2 arcsec resolution of MERLIN (Muxlow et al.,
2005) and have been partly resolved away; i.e. this is consistent with the view that
the lower flux density sources are dominated by spatially extended emission regions
(SFG-like) rather than by point-like (AGN-like) objects.

4.2 Measuring Sources

To investigate the angular sizes of the population, each of the 178 sources were exam-
ined using a combination of techniques to derive the LAS, peak flux densities, integral
flux densities and local rms noise. Two methods were used based on those adopted in
Muxlow et al. (2005):

• Gaussian Fitting,

• Largest Angular Size.

4.2.1 Gaussian fitting

Gaussian fitting using 2D ellipses is the de-facto method for measuring source attributes
and assumes that a source has a Gaussian profile. The spatial extent of each source,
with position identified using the Morrison et al. 2010 catalogue, was initially measured
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Figure 4.1: The restored 15 arcmin diameter wide-field image of GOODS-N derived using
MERLIN+VLA arrays in L-band. The image has been resampled to a low resolution for
display in this figure. The North-westerly region (top-right) exhibits a considerable amount
of ’ripple noise’ due to bright outliers.
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Figure 4.2: Peak flux densities of the 178 sources > 5� vs angular distance from pointing
centre. There are naturally a greater number of sources towards the edge of the field. The
5� detection threshold rises as a function of angular distance from the pointing centre due to
primary beam effects.
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Figure 4.3: Number counts of peak pixel flux densities of the MERLIN+VLA observations
and those obtained solely from the VLA Morrison et al. (2010) for 178 sources detected over
5�. A large proportion of objects are heavily resolved away by long MERLIN baselines.
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Figure 4.4: Gaussian fitted angular size measurement of 178 elliptically fitted sources (arcsec)
generates a clear bimodal distribution.

using this method. A 2-dimensional Gaussian was fitted to each source, assigning pa-
rameters to major and minor axes of an ellipse, and deriving a new peak flux density
(consistent with the calculated integrated flux) as well as a major axis position angle.
Integral flux densities are derived from the area of the ellipse. This process yields a
crude but consistent measurement for the apparent size of each source as it removes
user bias. However, because most sources exhibit a complicated morphology, Gaussian
fitting tends to ’flatten’ the source profile (derived peak fluxes differ more in spatially
extended sources than in point-like sources) to maintain an integrated flux density that
is consistent with that of the source. The elliptically fitted angular dimensions exhibit
a clear bimodal distribution (see Figure 4.4), with one peak placed between 1.0 - 1.5
arcsec and another between 0 - 0.5 arcsec. A median size of 1.4 arcsec is a result of an
extended tail. It was observed that if a compact substructure of a source is sufficiently
brighter than its extended emission then only the compact source is recorded, the pri-
mary cause of the first peak. If the data is subdivided in terms of peak flux density, say
an arbitrary break at 50µJy/bm, then the data exhibits correlation with the brightest
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Figure 4.5: Ratio of Gaussian fitted flux density measurements of the peak pixel to the fitted
peak illustrate that over 15% of sources have a value near unity indicating the presence of a
compact source.

peaks associated with the smallest fitted angular sizes: evidence that blind Gaussian
fitting cannot determine the largest size of a source, but only the size of the dominant
component within the source. However, a useful result can be derived by taking the
ratio of the peak pixel to the fitted Gaussian peak, the flattened peak. The amount
of flattening can be used as a rudimentary measure of the morphological complexity
of a source; a ratio of unity indicates a well-defined, simple shape, whilst a high ratio
indicates more complicated morphological structure. The result of this is presented in
Figure 4.5 in which approximately 15% of sources are observed to have a ratio near
unity, implying a compact core. The remaining sources clearly contain spatially ex-
tended structure and require an alternative measuring technique over Gaussian fitting.
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Image Artefacts

Low-level ripple noise across the entire field has the effect of producing periodic peaks
and troughs across an extended source, which causes difficulty in measurement of the
attributes of any source. Additionally, if sources lie close to subtracted outliers, addi-
tional ripple artifacts may be present, leading to errors in flux density measurements.
Of concern is whether these artefacts significantly distort the statistics of the size and
shape of sources, thus affecting the reliability of the maps. To investigate this, a
technique usually applied to the detection of weak lensing (Brown and Battye, 2011;
Chang et al., 2004) was applied to the results obtained by from Gaussian fitting. The
methodology involves selecting coordinates in a grid-like manner throughout the field
and examining the orientation of sources relative to each other in within annuli of
increasing radii. If there is no local systematic effect then all galaxy orientations will
appear statistically random1. However, any systematic distortion effect would cause
a bias in their relative position angle in relation to the epicentre of the source of the
artefact. The algorithm was implemented in IDL2 and the list of source detections,
minus any obviously poor Gaussian fits due to non-elliptical galaxy shapes (i.e. major
axis > 400 and position angle error > 20 degrees), was examined methodically. The
result (using 178 sources) revealed no such bias. Previous studies by Patel et al. (2009)
revealed no weak lensing detection within the central inner region using these data,
and it can be concluded that systematic shape distortion effects are not significant in
legacy MERLIN+VLA imaging.

Primary Beam

The compact cores identified above permit differential flux fitting of these sources to
establish the difference in primary beam with the Lovell, and was used in defining
the Lovell beam-width for the model in Chapter 3. This involved observing the same
sources without the Lovell telescope. The difference in flux, given knowledge of all other
beams in the array, yields information about the width of the Lovell beam. Using this
method it was found that the best fit for the beam-width of the telescope is equivalent
to ✓ = 1.13�/D where D = 76m. The appropriate amount of aperture tapering was
increased in the beam model to simulate this beam-width. The difference between the

1This assumes that no significant weak lensing phenomena exists in the HDF-N and that intrinsic
alignments are negligible (Patel et al., 2009).

2C. Demetroullas, private communication.
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flux density measurements with the beam applied varies by approximately ±3% across
the field.

4.2.2 Largest Angular Size

The Largest Angular Size (LAS) attempts to overcome the problem of the core com-
ponent dominating the measurement but is a technique that relies heavily on visual
inspection. It also avoids the assumption that the source has a Gaussian profile. AGN
cores are unaffected but the angular extent of jets does depend on their projection
angle. Unresolved sources have equal major and minor LAS lengths, with AGN jets
exhibiting an extension in one axis. Cores can be identified by comparison of the in-
tegral flux with the peak flux density. Several sources exhibit multiple peaks, thus
the LAS yields a more realistic measure of an object’s size, a technique favoured in
Muxlow et al. (2005), which yields a double peaked LAS distribution (see Figure 4.7).
The method involves measuring the largest axis of a source out to its lowest contour
visible in the image. In the case of a naked core, a Gaussian fitter is used. It does,
however, introduce user biases and a less subjective measure is sought in Chapter 5
that is less reliant on human intervention. Some examples are illustrated in Figure 4.6.

4.3 Angular Size Distribution of MERLIN+VLA Legacy

Data

To overcome the lack of extended emission by MERLIN, size data taken from the Mor-
rison catalogue, which utilises data from the VLA in all four main array configurations
(A, B, C & D), was used in compiling the LAS dimensions for sources resolved by the
VLA. For objects unresolved by the VLA (i.e. deconvolve to zero width) the MER-
LIN+VLA images are able reveal the angular size of the emission. The combined LAS
sizes for all sources were binned yielding the histogram of which is presented in Figure
4.8 exhibiting a peak under 1 arcsec, and a median size of 1.2 arcsec. The distribution
is similar to that presented in (Muxlow et al., 2005) in that the median lies less than
the 1 arcsec scale, however any bi-modality is no longer exhibited, which is likely to
be attributed to insufficient population sampling. e-MERLIN sampling will not be
directly equivalent because the uv coverage for the wide-band array samples more uv
space and will be more complete than MERLIN. Furthermore if only sources previously
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Figure 4.7: Previously measured Largest Angular Sizes of 92 brightest sources in the 10
arcmin field (Muxlow et al., 2005) using the MERLIN and VLA arrays. A tentative bimodal
distribution was exhibited.

Figure 4.8: Largest Angular Size (LAS) Distribution of 178 Sources in the MERLIN+VLA
(A,B,C,D arrays), 1.4 GHz GOODS-N field, < 9 arcsec. with a median of 1.2 arcsec.
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classified as either starburst or AGN candidates are separated then a weak correlation
is apparent with AGNs favouring smaller angular sizes. This unsurprising feature sim-
ply reflects the morphological discrimination technique used in classification, a topic
examined in Chapter 6. Spectroscopic or photometric redshifts were cross matched
where available (Barger et al., 2008) by searching for optical sources lying within 1.0
arcsec, resulting in a median redshift of 0.936.

4.4 Summary

The restoration of the original MERLIN+VLA observations, taken in the late 1990s,
has been used for three purposes: generating a contiguous map that can be combined
with the e-MERGE observations, anchoring the beam of the Lovell telescope, and
generating some source statistics for comparative use. The production of the map yields
the largest and deepest single wide-field image ever derived from the MERLIN array.
The Largest Angular Size of sources, a measurement important when considering the
design of future telescope arrays, was completed using a combination of MERLIN+VLA
data, with the VLA data including all 4 main array configurations. The analyses
were carried out by visual inspection of all 178 detectable sources (> 5�) in the field.
Almost all sources were found to be resolved by the MERLIN array, with 15% of sources
dominated by a compact component. The presence of ripple noise meant that standard
Gaussian fitting was not reliable and used only in compact cases, but spatially extended
emission could be observed in most sources. The peak LAS lies between 0.5 and 1.0
arcsec with a median of 1.2 arcsec. These data will be used in Chapter 6 to refine
measurement techniques for sources in the e-MERGE data. It will also serve as an
astrometric check and will be used in combination with the first release of e-MERGE
data.
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Chapter 5

e-MERGE Observations and Imaging

This chapter describes the collection and imaging of data for the e-MERLIN Galaxy
Evolution survey using the e-MERLIN and JVLA arrays at L-band (centre frequency
1.5 GHz) and C-band (centre frequency 5.5 GHz). The fast wide-field wide-band
imaging method and primary beam model developed earlier are utilised to correct for
the attenuations in flux density and induced spectral index as a function of angular
displacement from the pointing centre. The chapter concludes with a summary of the
data products, many of which have been uploaded to the e-MERGE project wiki for
other analyses by the consortium.

5.1 e-MERGE Observation Strategy

The e-MERGE observations are taken using a combination of the e-MERLIN array
and the JVLA, at L-band and C-band, the spatial coverage being defined by the pri-
mary beam of the e-MERLIN array at L-band. Both arrays are used in order to
maximise uv coverage, with e-MERLIN providing the long baselines and the highest
angular resolution. Because the width of the primary beam is frequency dependent,
C-band observations require mosaicing to achieve the same spatial coverage as the
L-band observations. A total of seven pointings for C-band were devised, such that
the e-MERLIN array yields similar coverage as the single L-band pointing (see Figure
5.1). This maintains good overlap of the Lovell beam within the e-MERLIN array
and results in significant oversampling of the JVLA. Both the e-MERLIN and JVLA
observations use the same correlator configurations when possible, with frequencies
and channel widths detailed in Table 5.1. At the time of writing, the only e-MERLIN
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Figure 5.1: The 7 pointing mosaic strategy at C-band (5.5GHz) utilises primary-beam overlap
to acquire sufficient coverage, the extent of which varies with the observing radio frequency.
Each small circle represents the estimated HPBW of the Lovell telescope in C-band, with the
larger circles representing the HPBW coverage of the 25m (VLA) telescopes. The blue dashed
and red dot-dashed circles represent the beams of the Lovell and VLA respectively at L-band
for comparison.
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observations currently taken are at L-band, and only a minor fraction of the projected
360 hours. No C-band data has yet been taken from e-MERLIN aside from preliminary
test observations previously published by Guidetti et al. (2013). Conversely, the JVLA
observations are nearly complete, although the C-array C-band data is of consider-
ably lower quality than the A-array and B-array data, and arguably requires observing
again.

5.2 e-MERLIN L-band data reduction

e-MERLIN observations discussed in this thesis were taken at three epochs (March,
April & December of 2013), centred on the GOODS-N field, and represents less than
25% of the total e-MERLIN observations for the e-MERGE survey. These relatively
short observations still provide sufficient depth to be comparable with the deepest
observations made at high resolution by the relatively narrow-band MERLIN array
described in Chapter 4, and will therefore enhance the sensitivity of those data when
used in combination. The obvious difference between the new e-MERLIN observa-
tions and their legacy MERLIN counterparts is in bandwidth, with the e-MERLIN
data some 512 MHz wide (cf. 32 MHz). A total of 8 spectral windows, ranging from
1.25 GHz to 1.75 GHz required considerable preparation due to Radio Frequency In-
terference (RFI) at L-band. The first IF, divided into 512 channels, suffered from a
large amount of man-made interference. The time consuming task of flagging these
bad data, which otherwise have the effect reducing the sensitivity of the observations
considerably, was carried out in manageable blocks. Basic flagging was first performed
by the automatic flagging tool SERPENT (Peck and Fenech, 2013) using the AIPS
Pipeline. The pipeline automates some of the more mundane tasks involved in the
preparation of interferometric data. ParselTongue provides considerable flexibility, in-
corporating freely available python modules. The pipeline is controlled using an input
file, which passes parameters and tells AIPS which tasks to run, and in which order.
The preliminary tasks involve procedures to the following:

• Sort and concatenate the data.

• SPLIT out the target into a single file.

• Apply the flag mask (a list of flags of known bad channels caused by local RFI).
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Figure 5.2: A screenshot showing the aftermath of the application of the SERPENT auto-
flagger used within the e-MERLIN pipeline. Auto-flagging tools are very sensitive to the
input parameters that control the � thresholds. It successfully removes some of the worst
RFI.

• Run SERPENT and apply flags using UVCOP.

• Remove timestamps with telescopes that were off-source.

Once the SERPENT flags are applied, an extended process of manual flagging begins.
The editing process is important when handling sensitive data as even relatively modest
levels of RFI can degrade the data quality.

The SPFLG task, for example, provides the user with an interactive editing tool,
which visualises the radio data into a time vs frequency matrix of pixels that vary in
brightness, indicating the relative amplitude or phases of the correlated radio data (see
Figure 5.2). When the bad data are selected, a table of flags is written as an addendum
to the AIPSuvdata file. Due to the enormous number of flags required, these could only
be applied using the UVCOP task, which writes a new AIPSuvdata file. Consequently,
the flagging and copying procedure was carried out in stages, gradually creating and
applying successive flag tables. As each dataset measures some significant fraction of a
terabyte, this is demanding on a standard workstation. It was found that the bottleneck
is mainly due to I/O constraints but could be alleviated considerably by increasing the
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amount of available RAM in the system to reduce disk swap files. Once the first full
round of flagging was complete, the target, phase, flux and bandpass calibrator files
were assembled together using into a single multi-source file.

Basic calibration begins by fringe-fitting the calibrators. This fits for the delays
in a set of observations assuming that the calibrators are bright and relatively unre-
solved. These delays, resulting from both atmospheric and instrumental effects, are
fit over all spectral windows simultaneously. The resulting offsets to correct for these
phase displacements are written into a Solution Table (SN) and are interpolated into
a Calibration Table (CL) using the CLCAL task. The calibrator sources used within
the observations were:

• 3C286 (J133108.3+303032.96): A bright Seyfert 1 galaxy of well determined flux
density used for flux calibration, and

• 1241+602 (J124129.59+602041.32): an unresolved, point like AGN source (<10
mas), used for phase calibration.

• OQ208 (1407+284): : an unresolved, point like AGN source (<10 mas), used for
bandpass calibration and bootstrapped flux calibration.

The flux densities of 3C286 are known to AIPS and can be used to set the flux scale of
visibilities. However, because 3C286 is an extended source, its total flux density can
only be measured using the shortest baselines of the e-MERLIN array, and can only set
the flux scale of those baselines. Three inner telescopes (Mark II, Pickmere & Darn-
hall) of the total seven are calibrated using 3C286 and then used to measure the flux of
the phase reference calibrator (1241+602) and point source calibrator (OQ208), which
are unresolved across all baselines. The reference source thus becomes the primary
flux calibrator with values presented in Table 5.2. Application of this preliminary flux
density calibration scale was followed by bandpass calibration using OQ208. Bandpass
calibration assumes that there is little time-dependent change within each channel,
and corrects for variation in channel sensitivity within each IF by comparison to the
bandpass calibrator spectral index. The phase calibrator was imaged using all calibra-
tion tables before performing phase reference self-calibration, reducing the averaging
time on each iteration. The final calibration was applied to the GOODS-North target
observation, for subsequent postage stamp imaging and self-calibration. 26 sources
were imaged as postage stamps, with a box-file specifying coordinates derived from the
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IF bottom channel ⌫ (GHz) 3C286 flux (Jy) 1241+602 flux (Jy) OQ208 flux (Jy)
1.25465 15.57 0.37 0.76
1.31865 15.21 0.40 0.83
1.38265 14.87 0.42 0.93
1.44665 14.55 0.43 0.98
1.51065 14.25 0.43 1.05
1.57465 13.96 0.42 1.10
1.63865 13.68 0.41 1.18
1.70265 13.42 0.40 1.24

Table 5.2: Flux densities of calibrator sources derived from 3C286 bootstrapping.

legacy MERLIN+VLA imaging detailed in Chapter 4. Once imaged, the sources were
used as models to self-calibrate the data using, i.e. determining complex gains as a
function of time and baselines until solutions produce images comparable to the models.
Following application of the self-calibration solutions, the images were inspected and
a further round of flagging embarked upon. Some further bad data were found, caused
by the calibration boosting the amplitude on noisy time-ranges on certain baselines.
Once this reflagging was complete, the target pointing centre was imaged to reveal an
rms noise of 6.5µJy bm�1 (cf. 18 days legacy MERLIN 6.6µJy bm�1). Splitting the
target out, with calibration applied, completed the calibration process and the first
epoch was ready for final imaging.

5.3 Imaging the e-MERLIN GOODS-N Field

5.3.1 Astrometric accuracy

Previous observations of GOODS-N from the legacy MERLIN array data were known
to have an average astrometric accuracy better than 0.1 arcsec by comparison to VLBI
data (Chi et al., 2013). A test to examine the positional accuracy of those same
sources imaged by e-MERLIN was devised and compared to these legacy data. 48 of
the brightest sources were selected from the MERLIN+VLA results, for examination
to determine location of the source peak in each case. These were imaged as small
(256x256 pixel) postage stamps. The same feature within each source (e.g. the core)
was identified in both the legacy MERLIN and new e-MERLIN observations and its
position determined by Gaussian fitting. Of the 48 imaged sources, 28 had compact
features that could be identified reliably; other ambiguous or noisy sources with prob-
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able artefacts were rejected. A small offset was also corrected due to differences in the
assumed reference source position at 0.001485 seconds of RA and 0.00202 arc-seconds
between these e-MERLIN and original MERLIN positions. A summary of the key
measurements is described in Table 5.3.

Figure 5.3: Displacement vectors between MERLIN and e-MERLIN source locations. The
vector origins represent the sources derived from the legacy MERLIN imaging, the vectors
towards the source location derived from the new e-MERLIN data are grossly exaggerated
for clarity. The pointing centre is located at 189.2 +62.21 decimal degrees.

A comparison of MERLIN and e-MERLIN source positions is shown in Figures
5.4. It became apparent that the larger the displacement from from the pointing
centre, the greater the difference between e-MERLIN and MERLIN positions become,
as demonstrated by the vectors in Figure 5.3. On average, sources observed with
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e-MERLIN appear to lie slightly closer to the pointing centre than the same source
observed using MERLIN. The spread in offsets as a function of RA or DEC can be
quantified by plotting the differences in their respective angular distances from a normal
meridian bisecting the pointing centre. This is carried out for both DEC and RA, and
also in combination by taking the magnitude of the offset vector vs the radial distance
from the pointing centre. The results are plotted in figures 5.4.

Figure 5.4: Right Ascension Offsets East of Pointing Centre (left) and Declination Offsets
North of Pointing Centre (right)

All three plots include least-squares-fit linear regressions which pass through the
origin to within 4 milli-arcseconds. An additional measurement, obtained from another
set of calibrated e-MERLIN data containing source SN1986J, indicates an offset of
20.501 arcsec at a radius of 120.89 arcsec (from VLBI measurements), which is entirely
consistent with the above displacements. When this is added to the HDF-N data then
the resulting best fit for radial stretching is

�r = 1.0⇥ 10�4r + 0.001 , (5.1)

where r is the angular distance from the pointing centre in arcsec and �r is the ’e-
MERLIN - legacy MERLIN’ difference (in arcsec); the fractional stretching is deter-
mined to be 10�4. Note that the direction of the offset is lost in the magnitude plot
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(Figure 5.5), but the trend can be confirmed by plotting the scalar product of the vector
from the pointing centre to each source by its e-MERLIN - MERLIN offset vector.

Figure 5.5: Magnitude of offsets as a function of angular displacement from the PC includ-
ing source SN1986J from an independent e-MERLIN dataset (left). Displacement vector
away from the pointing centre calculated from the scalar product between position and offset
vectors demonstrates the consistently negative trend (opposing vectors), confirming a radial
contraction (right).

The scalar product diagnostic is also used to determine the angle between the
position and offset vectors, and therefore the perpendicular vector can be resolved.
This allows rotation with respect to the pointing centre to be calculated by division
of the magnitude of the position vector (small angle approximation) with the rotation
direction, derived by determining the polarity of the cross product. Using the fractional
stretch ratio (10�4) derived above, it is possible to determine the equivalent frequency
offset that would be required to cause the stretch (assuming that this is the reason).
The reference base frequency used for the data was 1.254650 GHz (with each channel
band being 125kHz wide). Multiplying the fractional ratio by this value yields an
equivalent offset frequency 125.5 kHz, which is suspiciously close to a single channel
width. The supposition is that the reference frequency is being incorrectly labelled as
it is being transferred from the correlator to AIPS. AIPS labels the reference frequency
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at ’pixel 1’, i.e. the top of the first channel. The correlator, however, outputs the
reference frequency at the centre of channel 1. AIPS takes the reference frequency and
adds 1 channel width to the value.

Correcting the data

It was important to ensure that the e-MERGE data are astrometrically compatible
with the legacy image derived in Chapter 4. The uv dataset was transformed by the
equivalent of 1 un-averaged channel to a new (lower) reference frequency of 1.254525
GHz. A smaller sample of sources scattered across the inner and outer field were
re-imaged and position attributes measured.

Figure 5.6: RA and DEC position offset plots for the corrected data illustrates no systematic
correlation between the MERLIN and frequency shifted e-MERLIN source positions.

Figure 5.6 illustrates that no correlation between source displacement from the
pointing centre and position difference is detected following the correction of the dataset
reference frequency; the Pearson coefficient is less than 1%. The plot of the scalar
product illustrates that the compression towards the centre of the field is no longer
apparent.
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Figure 5.7: Scalar product related to the displacement vector away from pointing centre for
source positions compared with the corrected e-MERLIN data. Neither a compression nor a
stretch is observed.

Figure 5.8 illustrates that no significant rotation exceeding 10�3 arc-seconds is de-
tected between the MERLIN and e-MERLIN source positions.

Figure 5.8: Relative rotation of the field is less than 0.02 milliarcsec.
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To summarise, an incorrect frequency label had been introduced, which had the
effect of causing a radial compression in source positions with respect to the pointing
centre. This is attributed to misinterpreting the top end of the lowest channel for its
bottom end (pixel 0 vs pixel 1) within the header. To avoid this in future it is rec-
ommended that the software at the back end of the correlator is modified accordingly.
Alternatively, datasets must be corrected during data processing stages. The astrom-
etry of the new e-MERLIN data, once this frequency error is corrected, is suitable
for imaging, combining with the legacy data, and for general mapping purposes with
high repeatable astrometric accuracy (+/- 0.03 arcsec). The other two epochs were
calibrated, reduced and astrometrically corrected in the same way.

5.3.2 Imaging the e-MERLIN data using Fast Wide Field Imag-
ing

Following the application of successful calibration and astrometric correction, all three
available epochs of e-MERLIN data (March - December 2013) were ready to be imaged
using the newly developed fast wide field imaging tool (see Chapter 3). Two combina-
tion methods are conceivable for combining the 3 datasets: uv -plane combination or
sky-plane combination. With uv -plane (or Fourier plane) combination methods, the
uv coordinates are gridded onto the same plane becoming a single set of visibilities.
Sky-plane combination techniques, which have been demonstrated to give equivalent
results to Fourier plane combination (Wrigley, 2011), sum the data in the image plane,
prior to deconvolution. It was decided in this case that sky-plane combination methods
are preferable due to ease of dataset manipulation. This required a modification to the
fast imaging routines. The 3 uv -files are transformed into 192 separate tiles using the
cascade-like methodology (see Chapter 3). These are converted to oversized dirty maps
and beams for each spectral window, yielding a total of 1536 beams and 1536 dirty
maps. The beams are each scaled as per the primary beam prediction (depending on
frequency and displacement from the pointing centre) and then averaged together at
common coordinates.
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Collapsed Dirty Map

Epoch
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+
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APCLN
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Collapsed Dirty Beam

+
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Figure 5.9: Combining the dirty map/beam pairs for each epoch generates a single map/beam
pair for each facet within the wide-field. They can then be cleaned together using APCLN
before being reassembled and primary beam corrected using the model parameters derived in
Chapter 3.
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The beams and maps are then combined in a further step illustrated in Figure 5.9
and deconvolved together. The result is a set of 64 maps that are cleaned using the
modified synthesised beams. Deconvolution at a gain of 0.1 were executed and restored
with a Gaussian beam with a HPBW of 200 mas until residuals were indistinguishable
from noise. These facets overlap to ensure that nearby confusing sources are cleaned
to reduce ripple noise (those further afield are significantly reduced by the averaging
explained in Chapter 3). Consequently the number of clean iterations were increased
resulting in an effective 250,000 iterations across the usable 15 arcmin field. e-MERLIN
is relatively insensitive to clean bias, which can cause some loss of flux due to its well
sampled uv plane, so cleaning was performed thoroughly. The 64 overlapping facets are
then re-assembled to produce a single wide-field map by trimming and flattening. Once
the primary beam correction, predicted from the e-MERLIN beam model (Chapter 3),
was applied, the resulting fully contiguous map represents the first dataset for the
e-MERGE consortium.

5.4 Imaging the JVLA GOODS-N field

Data obtained from the Karl G. Jansky Very Large Array (JVLA or VLA) provides
a critical contribution to the e-MERGE project. e-MERGE observations have been
made with the three highest resolution configurations at C-band (A, B & C) and
at A-configuration at L-band. The spatial scales probed at C-band by each JVLA
array configuration range from sub-arcsec (A-array), approximately 1 arcsec (B-array)
to over 5 arcsec (C-array). At the time of the start of this PhD, only JVLA C-
array data had been observed at C-band for e-MERGE, and then only at a reduced
bandwidth because the upgraded array was not yet fully operational. An A-array
proposal had been successfully submitted, which would produce images of comparable
angular resolution to the e-MERLIN L-band images. The following paragraphs describe
the data reduction from the JVLA, starting with the lowest angular resolution.

5.4.1 JVLA C-band data reduction

The JVLA’s C-array configuration has relatively short baselines and samples sources
with the largest spatially extended emission. Since the primary beam of the 25m tele-
scopes is proportionally smaller at C-band than at L-band, the observations used seven
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pointings (see Figure 5.1) each of 33 minutes integration (in three sessions), to produce
a single wide-band image to cover a 15 arc-minute diameter field of interest. The 256
MHz bandwidth, divided into two Intermediate Frequencies based at 4.896 GHz and
5.024 GHz, represents the narrowest total bandwidth of all e-MERGE observations.
Each channel being only 2 MHz wide avoids significant bandwidth smearing problems
within the primary beam, as does the 1 second per visibility integration time. The fol-
lowing section describes the C-array calibration, but in general describes the reduction
of any JVLA data using AIPS.

Calibration

These observations were divided into three observing blocks, each of which were im-
ported into the AIPS suite. To account for possible positional errors in the VLA an-
tennas, the task VLANT was also executed to update the CL table directly. The data
were examined and bad data were flagged resulting in the loss of one antenna in each of
the three observation sessions in both IFs, and the loss of some channels across several
baselines due to RFI. The large bandwidth per IF in the JVLA inevitably exhibits
some phase rotation across the range. To combat this undesirable effect, a multi-band
delay solution was derived and applied to the data. In addition to delay variations
across the bands, the receiver gains also vary from channel to channel and must also be
normalised via bandpass calibration using a calibrator source with a well defined SED,
in this case 3C286 (observed for 11 minutes in each of the 3 sessions). The remainder
of the gain and phase calibration followed standard cookbook techniques resulting in
a total of 21 separate uv fits files.

Concatenating and Imaging

The resulting set of calibrated uv data comprises three sessions, each of seven pointings.
To combine the data, the three epochs were combined at each pointing centre to create
seven uv FITS files. The resulting seven files could now be used for imaging. The
relatively small size of the files means that the fast wide-field wide-band imaging tool
was not needed and each pointing could be imaged and cleaned directly using the
IMAGR task.
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Wide Band Imaging & Mosaicing

The fast wide-field imaging technique (Chapter 3) was not considered necessary be-
cause (1) the fractional bandwidth is not sufficiently large and (2) multi-faceting is
unnecessary due to the mosaicing scheme and narrow fields of view at C-band. The
IMAGR task was therefore used over the average of the middle channels (6 to 59 in-
clusive) associated with each IF to produce a map for each of the seven pointings. The
Clark and Högbom iterative technique was used with a cell-size of

00
1.3 per pixel, 10,000

iterations per pointing and a robustness of 0 to achieve a synthesised beam of 500. This
low resolution image detects structure on the largest of scales so is likely only to be
useful for determining integrated flux for most objects that could be detected using
these observations. However, because of the mosaicing technique, each pointing must
be primary beam corrected prior to combining into a single image.

Primary Beam Correction

The primary beam correction used for the VLA data is based upon polynomial fits
derived from holographic scans of telescopes

P (✓) = 1 +G1(✓f)
2 +G2(✓f)

4 +G3(✓f)
6 , (5.2)

(Perley, 2000) where f is the observing frequency in GHz, ✓ is the off-axis angle from
pointing centre (arc-minutes) and the best (least squares minimisation) fit parameters
are given in Table 5.4 on page 146.

Parameter Value
G1 -1.372 E-3
G2 6.940 E-7
G3 -1.309 E-10

Table 5.4: C-Band VLA Perley fit parameters for ✓ in arc minutes.

Since the beam-shape is a function of frequency, the beam correction applicable
at one end of the band is, strictly speaking, incorrect for the other end of the band.
However, because the fractional bandwidth is less than 5% for these data, then the
error will be negligible.
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Combining the de-convolved images

The images were beam corrected and mosaiced into a single image. The resulting
map is presented in Figure 5.10. The rms noise at the centre of the mosaic measures

Figure 5.10: The resulting beam-corrected and averaged imaging from the 7 pointings in
JVLA C-band C-array.

5.8µJy/beam. The theoretical RMS noise per pointing is derived using

RMS =
SEFD

⌘c
p
npolN(N � 1)tint�⌫

, (5.3)

where SEFD is the System Equivalent Flux Density (⇡330 Jy), N is the number
of antennas (26), timt is the integration time (1980 seconds), �⌫ is the bandwidth
(256⇥106 Hz), npol is the number of polarisations (2) and ⌘c is the correlator efficiency
(0.92), yielding a value of approximately 14µJy per beam. The mosaic is constructed
such that the six adjacent beams (to the central beam) contribute approximately 1/0.9
of this value at the centre of the mosaic. The theoretical noise level at the centre is
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therefore:
RMS =

14µJyp
(0.9⇥ 6) + 1

= 5.5µJy/beam (5.4)

which is marginally better than the measured rms. The difference can be partially
accounted for by the robustness (0) used in imaging as well as the fact that the obser-
vations were taken in the afternoon - a time known to increase the SEFD of the array.
The rms noise increases as function of angle from the pointing centre until the image
becomes unusable beyond about seven arc-minutes radius. 1

5.4.2 C-Array Source Detections

Due to the low angular resolution of the imaging, bright sources are immediately visible
(see Figure 5.10) and can be compared to existing catalogues at L-band. Source loca-
tions can be matched using the AIPS task Search And Destroy (SAD), which measures
the value at each pixel and compares it with the local rms (computed using the RMSD
task) to determine whether a source is present based on S/N thresholds. Excluding
obvious out of range pixels, 54 locations satisfied the search criteria and had common
locations in L-band. These points were then cross-matched with the Very Deep VLA
field (Morrison et al., 2010) database built from L-band observations of the GOODS-N
region to determine which points were likely to be genuine detections, and which could
be rejected as statistical noise.

1These effects will also occur in the e-MERLIN observations, however because of the smaller
primary beam-width of the e-MERLIN array, the middle of the central pointing is near the edge of
the primary beams of the 6 outer pointings of the mosaic which will lead to additional confusion and
smearing effects.
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Figure 5.11: Left: Cross-matching the JVLA C-band observations with deep VLA L-band
observations. Red-circle=match, green diamond=no match. Right: JVLA C-band C-array
sources > 5�

A total of 32 C-band detections correspond, within 2 arc-seconds, to sources in-
cluded in VLA L-band observations. The number of cross-references is presented in
5.11 (points labelled 30 and 31 are the two jets of an FRI that have in fact been de-
tected as separate objects) and illustrate that sources around the edge of the field (the
noisy outer region) were almost certainly erroneously counted as sources (it is conceiv-
able that they simply have no emission in L-band but this is thought unlikely due to
the depth of the Morrison Catalogue). These detections were all less than 5� over the
local rms noise. A map illustrating detections for sources greater than 5� is presented
in 5.11 and corresponds to all points, with the exception of five points (labelled 9, 12,
25, 32 & 43), all of which are located in the noisy outer edge of the primary beams
of the mosaic. Therefore, restricting the search to exclude the outer-most points and
including only sources > 5�, the methodology for source detection is established. The
following contour plots, tabulated in 5.5, represent the 31 sources with detections > 5�

within the mosaic. The C-array observations demonstrate that tight mosaicing (based
on e-MERLIN throws) creates JVLA imaging with rms noise almost as low as a single,
but longer-integration, JVLA pointing. The majority of all sources, except the FRI
(30 & 31) and the Wide Angled Tail (source 55), were unresolved since the peak and
integrated flux densities are equal. The results from the C-array data are only used to
provide integrated flux densities for the brightest sources at C-band.
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14

12:35:38.48
62:16:43.40

65.2
9.028

4.8001
5.08

20
12:36:08.14

62:10:35.60
10.4

5.323
0.146

0.146
22

12:36:17.55
62:15:40.80

10.4
4.558

0.114
0.159

24
12:36:18.34

62:15:50.50
5.6

4.584
0.061

0.078
25

12:36:20.18
62:08:44.40

6.9
5.400

0.092
0.092

27
12:36:21.27

62:17:09.00
5.9

5.283
0.087

0.103
28

12:36:22.54
62:06:53.90

9.9
6.809

0.260
0.284

29
12:36:23.57

62:16:42.50
17.3

4.771
0.204

0.219
30

12:36:34.44
62:12:12.70

10.2
1.857

0.0628
0.0628

31
12:36:34.51

62:12:40.80
8.9

1.712
0.0541

0.0541
33

12:36:40.13
62:20:37.50

29.1
7.726

1.316
1.316

34
12:36:40.56

62:18:33.00
6.8

5.669
0.111

0.119
35

12:36:42.07
62:13:31.30

22.3
0.980

0.131
0.134

36
12:36:42.18

62:15:45.70
11.0

2.905
0.080

0.080
38

12:36:44.40
62:11:33.10

121.3
1.513

0.700
0.808

39
12:36:46.32

62:16:29.20
9.7

3.534
0.0797

0.093
40

12:36:46.32
62:14:04.70

29.6
1.154

0.174
0.188

41
12:36:48.97

62:04:38.70
7.8

8.322
0.404

0.419
42

12:36:49.70
62:07:38.30

8.6
5.329

0.116
0.119

44
12:36:52.87

62:14:44.00
39.5

1.823
0.247

0.247
45

12:36:59.33
62:18:32.50

74.2
5.702

1.146
1.174

46
12:37:00.22

62:09:09.80
11.7

4.022
0.106

0.106
47

12:37:09.46
62:08:37.80

25.6
4.950

0.302
0.310

49
12:37:13.85

62:18:26.10
15.8

6.185
0.308

0.324
50

12:37:14.94
62:08:23.20

173.2
5.489

2.382
2.423

51
12:37:16.38

62:15:12.20
16.4

3.894
0.146

0.150
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5.8
5.617

0.091
0.091
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12:37:19.99

62:09:03.00
6.5

5.330
0.087

0.088
54

12:37:21.25
62:11:30.00

49.7
4.036

0.455
0.455

55
12:37:25.91

62:11:28.40
70.1

4.555
0.753

0.994
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12:37:46.61
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9.8
8.171

0.544
0.544
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5.5 A & B-array Data

The data obtained in C-array configuration contain information on the largest of scales,
and most sources were unresolved (the peak flux being near-identical to the integral
flux). The e-MERGE project was originally devised such that JVLA data would be
used as a combination of A and C array JVLA data, with A-array yielding the small
scale structure and C-array the larger scales. The results of these would be combined
into a single image before subsequent analysis. However, because of the incompatible
data structure of the C-array data, it was considered that an excessive discrepancy
in resolution between A & C would create very poor sky-combination imaging (see
Figure 5.12). For this reason, an additional proposal was formulated for a mosaic B-
array observation of the HDF-N. The C-array data would be used for integrated flux
measurements, as well as determining those handful of sources that were considerably
spatially extended. The B-array proposal was successful and a seven pointing B-Array
dataset was observed in October 2013, which could be added to the e-MERGE survey.

Figure 5.12: Comparison of the wide-angle-tailed source J123726+621128 at C-band JVLA, in
C-array (left) and A-array (middle) illustrating the large resolution mismatch. Intermediate
uv coverage was deemed essential to provide a more completely sampled image - critical to
determine reliable identification of extended sources on arc-second scales. The Legacy L-Band
MERLIN+VLA image is pictured for comparison (right).

B-Array Data

The B-array data (proposed, scheduled and reduced by the author) was observed in
a single session of 2.5 hours with each of the seven pointing targets observed for 10
minutes. A standard WIDAR correlator setup spread the 2 GHz bandwidth over 16 IFs
with 2 MHz channels, with 1 second correlation time. Perhaps because it was the first
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observation of the B-array season, it was found that one of the sixteen spectral windows
(IF 14) contained no useful data and regrettably needed to be completely flagged.
The data were clipped and flagged in a manner described earlier. The reduction of
the data followed a standard calibration technique, similar to that used for the C-
array observations above, bootstrapping the flux from 3C286 to OQ208 to be used as
secondary flux calibration as well as for bandpass calibration. Once calibrated, each
pointing was primary beam corrected using the VLA beam model built into AIPS. The
data were ready to be combined with the highest resolution JVLA data from A-array.
This involved other members of the e-MERGE consortium which required the author
to travel to INAF in Bologna, Italy.

A-Array Data

The largest baseline configuration of the JVLA spans 36km, yielding an angular resolu-
tion of 0.4 arcsec at best. The data were obtained from the JVLA in four observation
blocks (three on sequential days), with the full WIDAR bandwidth available at the
time (from 4.5 to 6.5 GHz). Due to the larger amount of data, the author reduced
one block with the other members of the e-MERGE consortium reducing the other
three blocks (D. Guidetti, M. Bondi & I. Prandoni). The flagging and calibration was
carried out in AIPS using the methods detailed earlier. Once the seven pointings were
calibrated, they were ready for combination imaging.

Combining and Imaging A & B array observations

Both A-array and B-array data were observed at identical frequencies and channel
numbers to facilitate combination imaging. Following some experimentation it was
decided that the addition of the incompatible C-array data yielded little advantage
over the addition of the new B-array data. Three possible methods were available
which take into account the wide bandwidth of the data:

• Fast wide-field wide-band imaging as used for e-MERLIN.

• Imaging each IF separately.

• Imaging using multi frequency synthesis imaging in CASA.

The first option uses the methodology developed for e-MERLIN to facilitate high-
speed imaging of the data. It would produce a beam-corrected image whilst optimally
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cleaning sources, by considering the induced spectral index of the beam (see Chapter
3). This would be carried out 14 times in total (once for each pointing and once for each
array configuration). The dirty maps and beams for each array are combined before
deconvolution using APCLN. The second option is to deconvolve each IF separately
to account for induced spectral index across the beam. However, for reasons already
discussed in Chapter 3, this option is rejected because low flux sources are remain un-
deconvolved. The final option is to import both data sets into CASA and use the wide-
field wide-band tool there, since the array is homogeneous. This is the preferred method
for imaging JVLA data for which CASA was designed. Ultimately, both methods were
carried out, with the author executing the fast wide-field method in ParselTongue.
Comparing the results reveals little difference between the maps (see Figure 5.13).

Figure 5.13: Comparison between A+B array JVLA C-band images. The Wide Angled Tail
source on the left is imaged using the fast wide-field method, and on the right using CASA.

The slight difference in flux density scales is attributed to the different weightings
applied to the A & B datasets within DBCON, yielding a different sized beam (0.4
mas vs 0.5 mas) with the fast wide-field method favouring a weighting ratio of A:B =
1000:1 to minimise the noise.
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5.6 L-band Data

L-band data (1.25 - 1.75 GHz) were obtained2 as a fully calibrated and pre-averaged uv
dataset. The data had been averaged such that several baselines were merged to reduce
the file-size, but this had a consequence that the visibilities could not be concatenated
with the e-MERLIN data. Sky-plane combination techniques also proved unfruitful
here due to a UVFIX problem resulting in positional mis-matches causing incomplete
deconvolution when used in combination with e-MERLIN data. Instead, it was decided
that this dataset should be imaged separately and measurements taken from it to record
any extended emission resolved away by e-MERLIN. High speed imaging, with spectral
beam correction (described in Chapter 3), was employed to generate a 0.4 arcsec map
which showed significant confusion from a number of bright outliers (see Figure 5.14).
The bright sources were identified, cleaned and subtracted IF by IF. It was important
to subtract spectrally as each source may have some intrinsic spectral index and would
consequently have differing clean component amplitudes within each spectral window.
The subtraction routine has been integrated into the e-MERLIN pipeline to remove
bright sources identified from the FIRST (Faint Images of the Radio Sky at Twenty-one
centimeters) database (private communication N. Jackson). Once the two confusing
sources were removed, re-mapping using the fast wide-field wide-band imaging tool
produced a completely contiguous image over 15 arcmin in diameter (see Figure 5.14
) which was primary beam corrected using optimal VLA best fit values at the centre
frequency of 1.492 GHz. The JVLA L-band imaging completed the first wave of data
for the e-MERGE project, with datasets uploaded to the e-MERGE website to allow
all members of the consortium access to the data products so far.

5.7 Summary of e-MERGE observations

The 3 L-band e-MERLIN epochs, taken in March, April and December of 2013 yield
central rms noise levels of 6.6, 5.1 & 5.2 µJy/bm respectively. These were combined
with the legacy MERLIN+VLA observations of 1996 (rms 3.5µJy/bm) with appropri-
ate amplitude weights based on their sensitivities. The final high resolution combi-
nation map has a noise profile shown in Figure 5.15 with a minimum measured rms
noise at the centre equal to 2.34µJy/bm using a 200 mas beam. The JVLA L-band

2Private communication F. Owen.
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data, used for flux density measurement and large scale emission identification, has a
minimum measured rms noise equal to 2.7µJy/bm with a 400 mas beam.

The JVLA C-band A+B array combination imaging has a minimum measured rms
noise at the centre of the mosaic of 1.4µJy/bm using a 500 mas beam. The JVLA C-
array data, not combined because of the enormous resolution mismatch, but useful to
obtain integrated flux densities, has a minimum rms at the centre equal to 5.6µJy/bm
with a 5 arcsec beam.

Band Observation PC rms noise (µJy/beam) Beam (arcsec)
L Legacy MERLIN+VLA 3.5 0.2
L e-MERLIN 1 6.6 0.2
L e-MERLIN 2 5.1 0.2
L e-MERLIN 3 5.3 0.2
L All of above 2.34 0.2
L JVLA (A array) 2.7 0.4
C JVLA (A+B array) 1.4 0.5
C JVLA (C array) 5.6 5.0

Table 5.6: e-MERGE Data Products Sensitivity Summary.

These data complete the first stage of the e-MERGE data products (summarised
in Table 5.6) and have been uploaded to the consortium website, to be used in future
analyses. The increased signal to noise ratio over the previous legacy data increases
the usable source counts. The original MERLIN+VLA study (Muxlow et al., 2005)
permitted the examination of 92 (peak flux density > 40µJy) sources over the central 10
arc-minute field, which was increased to 178 (> 5� peak flux density) by expanding the
field width to 15 arcmin (Wrigley, 2011). With the incorporation of the first tranche
of e-MERGE data, the number of usable source-counts used for analysis increases
to 248. As the e-MERGE survey matures, a blind search will be undertaken using a
combination of JVLA and e-MERLIN data, but at this time the VLA survey (Morrison
et al., 2010) yields the most reliable radio catalogue of the GOODS-North region. The
248 measurable sources (from a total of 340 by VLA extraction from the Morrison
database) represent those sources for which there exists either extended flux density
information for extended objects above 2.5�, or with peak detections above 20µJy.
Fainter sources are discarded as size measurements are likely underestimated. The
selection methodology for sources is described in the following chapter along with size
and flux density measurements.
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Figure 5.14: JVLA L-Band map produced using high-speed imaging technique prior to sub-
traction of bright sources (top) and following subtraction of the bright sources (bottom).
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Figure 5.15: A low angular resolution version of the highest resolution e-MERGE map showing
the brightest sources (left). The rms map (right), with minimum noise at 2.34µJy/bm at 200
mas, has a profile that reflects the primary beam correction applied.
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Figure 5.16: A selection of e-MERGE sources derived from e-MERLIN & Legacy Data. Top
left: Wide Angled Tail exhibiting excellent image fidelity. Top right: An AGN embedded
within a spatially extended region. Bottom left: A source with two components. Bottom
right: A source at the edge of the field exhibiting extended spatial features.
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Chapter 6

Characterising Angular Sizes of
Sources in e-MERGE Data

The combination of the e-MERGE and legacy MERLIN+VLA data described in Chap-
ter 5 is analysed in this section to yield distribution information for sources within the
GOODS-North field in the radio bands, including size and subsequently flux density.
The high angular resolution of the e-MERLIN array allows, for the first time, source
sizes to be quantified at L-band and assists in the classification of galaxies, a key objec-
tive of the e-MERGE project. Although most of the observations from the e-MERGE
survey are yet to be observed, the methodologies and innovations developed here will
be applied to the entire e-MERGE survey.

6.1 Measuring the angular extent of sources

Determining the angular extent of a source is an important morphological characteristic
along with its flux density. If the source size is overestimated then so too are integrated
flux densities. Conversely, too small and fluxes are underestimated. In an attempt to
create a consistent technique for defining the extent of a galaxy, several methods have
been developed over the years including the following:

• Sersic index.

• Gaussian fitting.

• Largest Angular Size (LAS).
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• Petrosian radius, half-light or effective radius.

The Sersic index (Sersic, 1968) characterises the morphology of well defined elliptically
shaped galaxies which are commonly assumed profiles encountered in optical surveys.
This is achieved by fitting two power law profiles in superposition, representing bulge
and disk components. These cannot, however, well describe the size of a source if the
profile is fragmented, a feature often exhibited in radio images. The Petrosian Ra-
dius (Petrosian, 1976) is arguably better able to estimate the overall size of a source
that does not fit a well behaved profile and can be used to gauge the maximum likely
spatial extent of the source. Optical surveys, like SDSS, also characterise the size of
sources using a several metrics, including a modified Petrosian radius. At radio wave-
lengths the galaxies have varying morphologies which are, in general, more diverse and
depend significantly on whether the source contains AGN cores, jets, lobes or star-
forming components. Many radio catalogues simply use 2D Gaussian elliptical fitting
tools to characterise their sizes, as described in Chapter 4. e-MERLIN data suffers
from a non-Gaussian ripple noise which was found to cause significant problems with
standard search algorithms. Legacy MERLIN analyses (Muxlow et al., 2005) used a
combination of Gaussian fitting and Largest Angular Size which is applicable to most
sources. Such a combination of techniques can produce results that are unconsciously
biased due to human factors. Gaussian fitting and Largest angular size measurement
methodologies have already been described in Chapter 4 and further elaboration is
unnecessary other than to reiterate that Gaussian fitting is often a poor representa-
tion of source dimensions, particularly if the source appears fragmented. A bespoke
combination of the methods listed above were developed to provide a quantification of
the useful attributes of each source, including largest angular size and hence integrated
flux density.

Defining the source size can often become a choice of definition as galaxies do not
have sharp boundaries. The methodology developed here utilises both the Petrosian
aperture, to eliminate neighbouring sources, followed by a LAS measurement to derive
the angular extent of the galaxy whilst attempting to compensate for biases caused
by ripple noise. The LAS has an advantage over the Petrosian radius in that, by
assuming that galaxies are disk-like in nature, their projection angle is irrelevant and
the angular size is same same regardless of the projection angle. The technique is
executed by machine to minimise subjective biases, but checked by a comparison with
the visual inspection technique used in Chapter 4.
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6.1.1 Petrosian Aperture

The Petrosian Radius, RP , is defined as the radius at which the average of the inte-
grated flux within that radius is equal to the profile flux at the same angular distance
from the galaxy’s centre. The flux ratio can be quantified as the Petrosian index ⌘:

⌘(R) =

´ R

0 I(R0)R0dR0

R2I(R)
=

hIiR
I(R)

(6.1)

where I(R) is the intensity of the source at radius R and hIiR is the mean intensity
within radius R. In practice it is necessary to adopt a Petrosian aperture deviating
from a ratio of ⌘ = 1 because the mean intensity is usually much lower than the local
intensity, ultimately generating a very small value of RP which fails to include the ma-
jority of the source. Hence, to integrate most of the flux of any given object, the value
of the inverted Petrosian index 1/⌘ is modified, i.e. typically 1/⌘(RP ) = 0.2 ! 0.4.
The photometry aperture is then extended to some multiple of Rp, i.e between 1.5 and
2 as demonstrated in Graham et al. (2008). So long as all measurements use the same
definition then the quantity provides a useful method of limiting the aperture for angu-
lar size measurement, without the human subjectivity inherent in visual inspection. A
significant advantage of the use of the Petrosian radius is its comparative insensitivity
to irregular morphologies and distance independence.A python program was written to
measure the Petrosian aperture of each source. The aperture is divided into discrete
annuli (see Figure 6.1) with each annulus width chosen such that it is comparable with
the synthesised beam-width, but not so large that the profile of extended sources is
smeared away. A running integral of the flux within each annulus is performed and
compared with the average flux within that radius. The radius at which the integral
drops below the running mean is noted and used as the defined value of RP for that
source. A factor 1.6 is applied to this value and defines an oversized region within
which the source is assumed to be confined. An example plot of axially integrated
flux density, how it compares to the running mean and the resulting Petrosian radius
RP , is illustrated in Figure 6.2. It was found that the value of ⌘ could be adjusted to
scale the Petrosian aperture by an arbitrary amount and hence required some ’calibra-
tion’ to determine the extent over which the ’size’ is quantified i.e. the proportion of
flux enveloped. Studies by Graham et al. (2008) indicate that the Petrosian method
can capture >80% of the flux depending upon ⌘ but it may include some additional
contamination beyond that. The Petrosian aperture is therefore only used for scop-
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Figure 6.1: An illustration of the technique used to define the Petrosian Aperture. The
profile flux density in each annulus r is compared with the running mean of the integrated
flux within radius r. The source need not be a regular shape to determine RP which mitigates
the problem of detecting neighbouring contaminants.

ing purposes, within which the LAS is determined. Consequently, the LAS is always
smaller than the Petrosian aperture.

6.1.2 Fitting LAS major and minor axis sizes

To identify the size of a galaxy, the LAS was identified as the most reasonable method
of ignoring the projection angle for SFGs. If a galaxy can be detected out to some
consistent isophote, then the size of a source can be defined by its largest dimension.
In an attempt to recover the LAS of every detectable source in the field, a methodology
was developed to search for isophote contours within the Petrosian aperture. However,
the non-Gaussian noise profile must also be considered, exhibited by the characteristic
ripple noise illustrated in Figure 6.3.
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Figure 6.2: The modified Petrosian aperture (of radius Rp represented by the vertical dashed
line) is computed and used to constrain the field size to avoid including neighbouring sources
that may be present the field edge. The slight negative bowl is caused by a lack of inner
baselines.

Figure 6.3: Exaggerated ripple noise surrounding a source within e-MERLIN data.

The non-Gaussianity causes the brightness of a source to vary due to its position
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amongst the ripples. This is illustrated in Figure 6.4 in which the amplitude Sp of a
Gaussian profile has been modified, by some factor �, by the ripple noise �, to yield
an observed flux SOBS

p .

Figure 6.4: An idealised representation of a source of true peak flux density, SP , with a
Gaussian profile observed amongst ripple noise. On the left the source is coincident with the
peak of a ripple, whereas the source on the right falls into a ripple trough. Both cause an
overestimate in the peak flux density S

OBS
P , related to a factor �� (Hales et al., 2012).

Consequently, to avoid spurious noise being incorporated into the integrated flux
density of the source, the outer isophote threshold needs to be modified according to
the S/N ratio of the source. The reason for this variation in the outer contour threshold
was investigated by Hales et al. (2012) in the building the flood-fill algorithm software
’BlobCAT’. Their simulations revealed that the outer contour threshold, Tf , varied
between a signal-to-noise ratio of 2.6 and 4.0 to recover real flux and minimise con-
tamination and was proportional to the signal-to-noise ratio of the peak amplitude of
the source. A similar approach is adopted here, with a varying � threshold related
to the peak flux density of the source. The background noise is derived by measuring
the pixels in the region immediately surrounding the Petrosian aperture. A contouring
algorithm is then applied, searching for the extent of the source based upon the S/N.
Studies were required to set the correct thresholds. Numerous tests on sources, previ-
ously identified by eye, refine the S/N threshold at which the extent of the galaxy is
judged to end and noise begin. In the case of this data, the outer contour threshold was
limited to 3.8� for bright sources and to a minimum of 2.5� for the faintest detected.
These are close to those values adopted in the BlobCAT software, and differ only due to
the specific noise profile. After careful trials on all 340 sources in the e-MERLIN field
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(already identified from the deep VLA catalogue compiled by Morrison et al. (2010)),
over 90 sources had to be rejected entirely as being over-sensitive to this threshold
variation and hence too unreliable. The methodology is illustrated in Figure 6.5.

As a test, the technique was refined using the legacy MERLIN+VLA map (described
in Chapter 4) which was measured by visual inspection, and reveals an automated LAS
distribution that closely resembled the one in Chapter 4 (see Figures 4.7 and 6.6). A
python program was written which reads the contiguous e-MERGE wide-field maps,
along with a list of coordinates, and measures, without user intervention or human
subjectivity, the following attributes of each source:

• LAS Major Axis (✓LAS).

• LAS Minor Axis (✓LASmin).

• Position angle (PA).

• Integral Flux Density (S⌫).

• Peak Flux Density (SPeak).

• Half-light radius (Reff ), Petrosian aperture (RP ), Compactness parameter.

The definition of the LAS of each source as well as the position angle is illustrated in
Figure 6.5. The greatest distance between pixels identified in outermost contour Tf at
the chosen sigma threshold is computed, and the width is defined as the sum of the
two vectors normal to the LAS length axis. It was found that the contours associated
with some of the lower flux sources become fragmented and contain little contiguous
emission. Only the islands within the ripple are usually identified, although a visual
inspection reveals that the source merely varies in intensity due to noise structure.
To determine the most complete integrated flux density for each source, an ellipse is
constructed from the LAS major and minor axes which envelope the source. The area
within the ellipse hence determines the integrated flux density of the source and is
computed by summation of all pixels enveloped, followed by division by the number
of pixels per synthesised beam (each pixel is measured in Jy/beam). The position
of the peak flux density is also located for comparison with the integral intensity, to
provide a measure of the amount of resolved flux per source. The stand-alone JVLA
L-band data was analysed simultaneously with the e-MERLIN map which was useful
to provide a more complete estimate of the LAS and integral flux. In cases where
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• Use Petrosian aperture to eliminate 
surrounding contamination.

• Measure Peak flux density per 
beam and RA DEC position.

• Measure Half-light radius.
• Measure RMS noise surrounding 

Petrosian aperture.

• Fit contours, only within 1.6 Rp, 
varying minimum threshold 
depending on S/N. Search within:

2.5� < Tf < 3.8�

• Construct LAS from major and 
minor axes.

• Measure Position Angle from 
north-south meridian.

Figure 6.5: Angular size measurement methodology.
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Figure 6.6: Petrosian aperture constrained contour fitting of the Legacy MERLIN+VLA data
for 169 sources reveals a distribution with a median size of 1.2 arcmin, peaking near 0.75 arcsec.
An expanded Petrosian aperture (1.6X) is used to minimise contamination from neighbouring
sources. The distribution is similar to the one obtained by rigorous visual inspection in Figure
4.7 .
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the LAS is smaller than the JVLA L-band beam (i.e. unresolved by the JVLA), the
e-MERLIN+Legacy dimensions are used. The analysis was expanded to include the
JVLA C-band data which measures integral flux densities for spectral index determi-
nation. A list of source attributes was in this way assembled for the latest e-MERLIN
+ legacy observations (presented in Appendix 1). Statistical findings for this first
data release from the e-MERGE survey are discussed in Section 6.3 following a brief
description of uncertainties.

6.2 Uncertainties

Quantification of the uncertainties in each measurement of flux density, which propa-
gates throughout derived values, is established using aperture photometry to determine
the rms noise profile surrounding each source. Measurement of the uncertainty of the
flux density depends largely on the noise structure of the surrounding region. The
presence of the characteristic ’ripple noise’ could mean that a source lies anywhere be-
tween a noise peak or trough and hence slightly modify the flux density measurement
as explained in section 6.1.2. Aperture photometry techniques attempt to mitigate this
effect by sampling the noise surrounding each source to determine the likely error in
measurement. The standard deviation of the sampled pixels surrounding the source el-
lipse, defined by ✓LAS and ✓LASminor, is divided by the square root of the number of beam
samples within the ellipse, yielding the uncertainty �S on its flux density measurement
S. This method extends to all JVLA measurements as well as the e-MERLIN+Legacy
observations to provide a quantitative estimate of the error attached to each source.
The uncertainty in spectral index ↵ is

�↵ =
1

ln(⌫L/⌫C)

s✓
�SL

SL

◆2

+

✓
�SC

SC

◆2

, (6.2)

where ⌫L and ⌫C are the observing frequencies at L and C bands respectively and �L is
the measured rms noise surrounding the source being examined. Besides the error in
flux density measurement (�S), there are several systematic errors to consider including
the following:

• Flux calibration errors.

• Beam-shape calibration error.
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Figure 6.7: Measurement of flux density using aperture photometry (not to scale). The ellipse
is determined using the LAS major and minor axes.
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Calibration errors are difficult to quantify in interferometric deep field datasets due to
differences in uv sampling and variability of sources themselves and is usually taken
statistically. A 3% error in amplitude calibration is considered typical and is assumed
within this study. The beam correction will also act to exaggerate the error for those
sources significantly displaced from the pointing centre. To account for these uncer-
tainties the error (�PB) was observed to be 3%, so the total flux error is assumed to
rise to 6% at the HPBW of the e-MERLIN array.

6.3 Size Distributions of e-MERGE galaxies

6.3.1 Angular Size Distributions

The new e-MERLIN observations represent the highest resolution wide-band data yet
obtained of the GOODS-North region at radio wavelengths and, in combination with
the now contiguous legacy MERLIN+VLA data, the most sensitive to date. The
increased sensitivity allows a greater number of sources to be recorded with increased
statistical reliability due to the greater signal to noise ratios. It was argued that LAS
yields the most appropriate method of describing the size of the source for this sort
of radio data, assuming that each galaxy is disk-like. This assumption fails for AGN
type galaxies whose apparent size depends critically on the projection angle but if
sources can be segregated into SFG and AGN groups then the linear size of SFGs
can be estimated, provided redshifts are also available. The LAS distribution for 248
measurable (Tf > 2.5�) L-band galaxies is presented in Figure 6.8. The median LAS of
all 248 usable sources was measured to be 1.04 arcsec and the mean 1.25 arcsec, whereas
the peak falls between 0.5 and 0.75 arcsec. The Petrosian aperture is a different metric
from the LAS, and depends greatly upon its parameters, but had a median diameter of
2.00 arcsec and a mean of 2.1 arcsec, as it intentionally includes more flux surrounding
the source.

Measurements of the angular size of galaxies in the deep field have been studied at
various wavelengths including optical/UV and in the radio bands, albeit at compara-
tively low resolution (the highest resolution of the VLA at L-band). The HST ACS
data arguably provides the highest resolution study to date and, because the angular
sizes of galaxies are expected to correlate at some level, then the size distribution trend
from that survey is also expected to be similar. Ferguson et al. (2004) used the HST
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Figure 6.8: The 1.49 GHz LAS source size distribution compiled from 248 sources of e-
MERLIN and JVLA L-band data.
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Figure 6.9: Optical largest angular size taken from the STAGES HST ACS Survey (Gray
et al., 2009). The optical size is assumed to approximate 2 ⇥ 5Reff .

ACS data to measure the sizes of galaxies in the GOODS fields as part of the STAGES
survey. They use the half-light radius Re to measure the sizes of sources, which assumes
a Sersic profile. This can be extrapolated to include the likely extent of the visible disk,
generally accepted to be about 5Re. Doubling this to yield a diameter results in the
distribution shown in Figure 6.9. The optical distribution has a similar shape to that
of the radio distribution, although the radio distribution exhibits an extended tail, but
not as extended as the radio LAS distribution. This is expected because the jets of
AGN are more prominent at radio wavelengths.

A key advantage of the e-MERGE survey is its high angular resolution and abil-
ity to morphologically distinguish galaxies and divide them into two main groups: one
whereby emissions are dominated by accretion and another in which emissions are dom-
inated by star formation processes. This is not a straightforward task and is usually
accompanied by an unquantifiable subjective error, but was carried out by Muxlow
et al. (2005), who divided them based on morphology as well as multi-band compar-
isons. They found that at least 35% of sources were AGN dominated. A technique
for classifying sources in a systematic way is formulated in Chapter 7, and using those
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Figure 6.10: Largest Angular Distributions resampled by the population probability of AGN.

techniques the population has been assigned probabilities being either AGN or SFG.
Sampling the population by probability of AGN or SFG (PAGN or PSFG), as described
in Chapter 7, reveals a change in the median angular size (✓median) as illustrated in
Figure 6.10. Once dubious source detections (Tf < 2.5) have been removed and the
probability of AGN sources above 50% have also been omitted, the median LAS of the
remaining 173 sources increases to 1.12 arcsec. Removing yet more of the AGN, leaving
just 100 sources, increases the median LAS to 1.18 arcsec. Although the median size
increases with increasing SFG probability, the tail of the distribution shortens as long
AGN jets are eliminated.

6.3.2 Linear sizes of sources

The linear size of radio emitting regions and their absolute luminosities can be deter-
mined only if their distances are established. Redshifts obtained from Barger et al.
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(2008), who compiled a catalogue of all available spectroscopic redshifts of the Hubble
Deep Field, can be used to determine the linear size and luminosity of galaxies in the
field. Many galaxies have no optically detected counterpart and therefore no optical
emission lines to study, neither are there photometric estimates. The number of red-
shifts recorded within the HDF (that crossmatch within 1 arcsec of those detected in
this study) are therefore only a subset. Once the SFG dominant galaxies are selected
from this subset (see Chapter 7), the number of sources reduces to a mere 70, and of
those only 61 have sufficient S/N to be usable. This represents only one third of all
those galaxies identified as SFG and, furthermore, it is expected that these omissions
will disproportionately discriminate against those of higher redshifts due to Malmquist
bias. An effort to obtain more redshifts was attempted using radiometric SED fitting,
comparison of integral flux densities at L and C bands as outlined in Chapter 1. How-
ever a major problem encountered was directly related to the measurement inaccuracy
in this method due to the relatively closely spaced frequencies between L and C bands
and hence a large error in the spectral index. The result included many sources that
appear to exhibit spectral indices outside the sensible range. Additional contributions
may also include:

• A proportion of SFGs containing AGN contamination.

• Systematic flux calibration errors in either the JVLA L-band or C-band data.

• Insufficient S/N.

The JVLA C-band datasets were reduced in separate blocks and hence the amplitude
calibration was replicated. Even if there were calibration errors in one block, the total
contribution to the error in integrated datasets would have been reduced. The L-band
data compare well with the legacy flux densities, although variability between a few
sources has been noted. Many of the sources lie near to the 5� detection limit in L-
band but dip well below this for C-band measurements. This produces an reduction
of the flux density within the C-band measurements due to the likely spectral index of
sources. It must be concluded that the measurement of the C-band data is too noisy to
yield sufficiently robust spectral indices for the weak sources. For example one source,
J123654+620745, categorised as SFG by morphology, has a measured spectral index of
�0.31 and yields a predicted redshift of z = 0.26, whereas Barger et al. (2008) records
it at z = 0.2022. However, since the spectral index errors lie within the ±25% (due to
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‘
Figure 6.11: J123654+620745 images in JVLA L-band (left) and JVLA C-band (right) with
e-MERLIN contours overlaid. Sources are fainter in C-band such that measurement error
dominates for the majority of faint sources yielding spectral index uncertainties of ↵ ± 25%.

flux measurement inaccuracies) it makes the predicted redshifts simply too uncertain to
be useful in distance calculations at the present time. This was confirmed by comparing
the predictions with all sources where redshifts are already established. Deeper radio
data may yield more success in the future. For the time being, the redshifts of sources
must be obtained either spectroscopically or photometrically, and at the time writing
include only one third of the sample of SFGs. However, by selecting bin sizes to
yield a reasonable redshift distribution, it was possible to estimate the source sizes vs
redshift, albeit with significant omissions. Two options for ’source size’ were available:
LAS or Petrosian Radius, recalling that the RP likely encompasses a greater extent
of galaxy but possible additional ripple noise. It is found that the median angular
size, as measured by the LAS, is in the region of one arc-second, in broad agreement
with Muxlow et al. (2005) with some scatter (see Figure 6.12). The Petrosian Radius,
being a larger metric than the LAS (even using ⌘ = 0.4), yields a value approximately
double in size. The derived linear sizes of galaxies are calculated based upon ⇤CDM

cosmology (⌦M = 0.3,⌦⇤ = 0.7, h = 0.7) with a distribution illustrated in Figure 6.13.
In addition, the concentration index, which is a ratio of the angular size encompassing
80% of flux to the angular size encompassing just 20% of the flux (C = log(r80/r20)),
provides a measure of the extended profile of each source. The raw size distribution
of the data using the e-MERLIN+VLA map is extracted and presented here. The
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Figure 6.12: The binned mean largest angular sizes of SFGs plotted against available redshifts.
The LAS varies around 1 arcsec. The error bars describe the scatter within each redshift bin.

Figure 6.13: The linear sizes of binned SFG sources (PSFG > 0.5) plotted against available
redshifts.
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galaxy sizes appear to rise until approximately z t 1 and then remain nearly constant
thereafter (see Figure 6.13). The trend is true for both LAS and Petrosian radius size
measurements.

The size of sources constrains the integral flux densities which, when combined with
redshift information, provide an estimate of the intrinsic luminosity of sources. The
evolution in luminosity is expected to be coupled with an evolution in the size of galax-
ies, and, therefore, the angular size distribution of galaxies as seen by us. The popular
theory is one whereby the existence of a dark matter halo attracts normal baryonic
matter, and the infall of surrounding matter gains sufficient angular momentum to pro-
duce a disk - a theory which appears to replicate the emergence of spiral galaxies using
N-body simulations. As cosmic time elapses, the absolute size of luminous galaxies
increases, thus it is expected that high redshift galaxies are locally smaller. However,
in the case of the radio observations, the size of the emitting region is smaller than
the optical size of the galaxy as only the components involved in active star formation
are detected. An added complication is due to the cosmological distance redshift re-
lationship which alters the perceived angular size and hence galaxy angular size and
evolution and cosmology are intertwined, leading to a frustrating degeneracy. The es-
timate of luminosity evolution and other derived quantities are presented in Chapter
7.

6.4 Summary of Angular Size Distribution

The high resolution imaging of the GOODS-N field using e-MERGE data has, for the
first time, generated a sub-arcsec sub-mJy description of the angular size distribution of
galaxies. The largest angular size distribution for all detected (Tf > 2.5�) e-MERGE
sources was detected to peak under 1 arcsec at ✓LAS  0.75, with a median placed
at ✓LAS = 1.04 arcsec. This is broadly in agreement with Muxlow et al. (2005).
Comparison with optical data yields a similarly shaped angular size distribution, and is
consistent with the view that the radio-emitting regions lie within the disk of galaxies.
The linear sizes of SFG dominated galaxies, calculated from available redshifts and a
⇤CDM cosmology (⌦M = 0.3,⌦⇤ = 0.7, h0 = 0.7), appears to verify this conjecture,
lying between 4 - 10 kpc. There is perhaps a weak dependence on redshift with smaller
sources placed nearby (z < 0.5) rising to a linear size approaching 11 kpc for z & 1.

The measured angular size of sources in this study has implications when consider-
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ing the optimisation of future radio telescope projects if morphological characteristics
are to be usefully resolved. For at the present time only e-MERLIN has baseline lengths
sufficiently large to yield the necessary angular resolution at L-band. The Square Kilo-
meter Array Phase II, having long baselines, would theoretically be equipped to delve
deeper with the angular resolution in order to morphologically distinguish between
AGN and SFR characteristics. The high angular resolution, a key diagnostic in dis-
criminating SFGs and AGN is explored further in the next chapter.
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Chapter 7

Source Classification and Flux Density
Distributions

One of the main objectives of the e-MERGE survey is to be able to identify galaxy
components to determine the amount of star formation occurring in the micro-Jy pop-
ulation of sources. Accomplishing this requires the ability to distinguish between the
two broad classes of galaxy. This chapter describes a technique based upon Support
Vector Machines. The results are utilised to determine relative prevalence of SFGs and
AGN in the field and are presented in the form of differential source counts. Derived
attributes include luminosities and star formation rates.

7.1 Classifying Galaxies

Discriminating between AGN and SFG components takes advantage of the emission
characteristics described in Chapter 1. These include the following:

• Component shape and size.

• Compactness.

• Spectral index.

• Evidence of IR or X-ray emissions.

These metrics were used in Muxlow et al. (2005) to classify sources into two categories:
AGN and SFG, which were also sub-divided based on a judgement of the ambiguity
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in the final classification adopted. The first and second points relate to morphology,
the principal discrimination advantage of high angular resolution e-MERLIN imaging.
The spectral index of sources is determined by comparing integral flux densities of
sources retrieved from the e-MERGE JVLA L-band and C-band data. The final point
takes advantage of the Radio/FIR correlation or the presence of extreme energies from
compact sources. The legacy data were analysed originally by Muxlow et al. (2005) and
Richards et al. (2007) who classified over 90% of the 92 detected sources and found that
approximately 70% of those identified as SFG also exhibited some X-ray emission. This
suggests that the X-ray discrimination technique is of poor reliability when used alone
and so the majority of source classifications utilised morphology. Compact components
are strongly suggestive of AGN activity, whereas a lumpy extended structure on galactic
scales indicates star forming regions. However, there exists a subset that may contain
both components. Some of these attributes are exhibited in the example sources shown
in Figures 7.1 and 7.2 with the principal type of emission characterised.

e-MERLIN images are of sufficiently angular high resolution to permit such mor-
phological discrimination. For fainter sources with lower S/N ratios, a reduced certainty
arises. It is necessary to use all measurements available, including LAS, Petrosian ra-
dius, compactness and spectral index collectively, to establish the character of a galaxy.
A significant problem is that human judgement is brought to bear on each source in-
dividually, potentially introducing subjective bias, making it difficult to attribute a
quantification of the certainty of any classification. The judgement is usually given a
label similar to ‘AGN candidate’ or ‘SFG candidate’ for example. Where considerable
uncertainty exists the source is usually designated as simply ‘Unclassified’. It is also
unknown whether biases towards particular attributes sway the ultimate classification.
It must also be questioned if definite classifications are appropriate at all, or whether a
continuum of AGN/SFG component ratios should instead be adopted for each object.
To test the robustness of the different parameters used to identify the classification of
galaxies more objectively, and to minimise human bias, the employment of machine
learning is used here.

7.1.1 Machine Learning

Machine learning has been utilised on previous occasions and compared within large
surveys (Gauci et al., 2010; Hocking et al., 2015), with many originally classified by
eye (Lintott et al., 2008), and appears to have a similar rate of success in correctly
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Figure 7.1: A source with an AGN character as classified by Muxlow et al. (2005). From top
left to bottom: e-MERLIN L-band image showing compact core, JVLA C-band also showing
compact component, X-ray emission, IR emission, the radially integrated source profile.
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Figure 7.2: A source with an starburst component classified by Muxlow et al. (2005). At first
this source appears to have similar attributes to the previously classified AGN source, with
one exception: the Petrosian profile is shallow even though there is a sharp component. This
‘lumpiness’ as well as the extended structure is suggestive of star-forming activity. This is
reflected in the compactness parameter and Petrosian Radius.
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identifying galaxy morphologies as visual inspection techniques. Authors are careful
to highlight that the success can only be as good as the set of data used to train the
machine - the training set. This is a robust set of data that has well determined and
relatively uncontaminated classifications.

Various methods for teaching a computer to learn diagnostic techniques have been
theorised but a full investigation of artificial intelligence methodologies is beyond the
scope of this thesis. For example, neural networking relies on mimicking the way the
brain learns to identify visual patterns by strengthening complex pathways of feature
detectors by a system of weighting. These can become quite robust given a large
amount of data. Drawbacks include the amount of computing power required to act
on each image, their non-mathematical nature and erroneous conclusions due to falling
into local minima. An alternative method, and the one used here, is the Support
Vector Machine (SVM), which instead utilises a multi-dimensional parameter space
(n � 1) of n types of the collected attributes (i.e. in this case angular size, spectral
index and infrared flux) and attempts to find the decision hyperplane that divides the
two sets. This is achieved by constructing a system of support vectors between the
attributes in each hyperspace dimension (see Figure 7.3). Only a single solution is
possible: the hyperplane within the parameter space maximising the distance between
the support vectors of the two characteristic sets. Once the hyperplane is calculated,
placing previously unclassified sources in the parameter space automatically assigns
a category, theoretically the category that their attributes most closely resemble. A
scoring system is then used to determine their displacement from the hyperplane and
is used to provide a measure of the certainty of the classification. The great advantage
in this technique is that multiple attributes of the source can be used in combination
to arrive at a conclusion about its likely classification, as well as testing whether some
measured attributes add any significant value at all. The SVM module used in this
project is implemented in python: SciKit Learn (Pedregosa et al., 2011). The module
allows integration within the existing python scripts and permits rapid studies to be
conducted. Because multiple variables are used, which alone may not yield an obvious
correlation other than some clumping, but together create a more powerful correlation
in a higher dimension.

A subset of the data is selected, based on the sources classified previously (by
Muxlow et al., Richards et al. and expanded by Guidetti et al.), which have good de-
tections, to be used as the training set. The training set is used by the machine learning
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Figure 7.3: Support vectors (left) with decision optimal hyperplane (right) within an example
2D parameter space. The dimensionality xn of the space depends upon the number of source
attributes.

algorithm to identify common attributes from the full gamut of measurements. Train-
ing the SVM to identify an AGN or a SFG involves identifying the most appropriate
set of measured attributes from the training set of classified sources. There is no limit
on the number of attributes that can be used, but too many can cause over-fitting so
it is better to contract them prior to use. The number and selection of attributes to
most effectively produce the most reliable classification were selected by trials. The
SVM was trained on the previously outlined robust training set by selecting from the
following attributes:

• Largest angular size.

• Petrosian radius.

• Compactness parameter.

• IR flux.

• X-ray flux.

• Peak flux density.

• Integrated flux density.
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For the process to work, there must be some correlation between the various attributes,
although it need not of course be a linear correlation, else a straightforward association
between attributes could be used as a discriminator directly. Figure 7.4 illustrates
that some correlation between the various measurements (such as LAS and Petrosian
aperture) exists but is insufficient alone. Only in ensemble do they produce a multi-
correlated delineated partition. A total of 61 sources were considered sufficiently robust
to train the machine and an array was constructed with the above attributes for each
source, as well as the a binary label representing whether it is an AGN or SFG dominant
galaxy. All sources have outermost contours that lie at the highest threshold (Tf ) and
all were assigned a classification of either SFG (+ve) or AGN (-ve) dominated based
on the classifications assigned by Muxlow et al. (2005); Richards et al. (2007); Guidetti
et al. (2013). These are inputted into the SVM to determine the hyperplane that best
separates the two groups, which takes just seconds on a modern personal computer.
Once the decision hyperplane had been determined, the same training set is then fed
back into the SVM again, i.e. placed into the parameter space, to gauge how well
the hyperplane correctly separated the source designations. The outcome of this is
a scoring system with SFGs having a positive label and AGN a negative label, with
the scoring system quantifying the amount of ’starburstness’ or ’SFG-like’ properties of
each source. The resulting histograms in Figure 7.5 illustrate how the decision function
responds to the training set, given various input attributes with the hyperplane located
at starburstness score zero. As well as observing a large fraction of true positives and
true negatives, it can be seen that a smaller fraction of sources are deemed to be SFGs
when they were previously judged in the training set as AGN (false positives) and vice
versa. The number of interlopers can be used to determine the True Positive Rate
(TRP) using:

TPR =
true positves

true positives + false negatives
(7.1)

and the False Positive Rate (FPR) using:

FPR =
false positves

false positives + true negatives
(7.2)

With these definitions, whereby each correctly identified source is given its appropriate
label, the TPR and FPR can be plotted against each other, with respect to a running
threshold, to produce the Receiver Operating Characteristic or ROC curve. These are
presented in Figure 7.6 as cumulative distributions. The area underneath the ROC
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Figure 7.4: Plotting attributes against each other reveals clumping, used by the SVM to
determine a higher dimensional hyperplane.
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Figure 7.5: Histograms illustrating how the SVM decision function responds to the 61 source
training set given different selection attributes, in this case in inclusion or not of the LAS.
Sources positive of the decision bisect (zero on the abscissa) are likely to have more Starburst-
SFG-like multi-parameter features than the more AGN-like (negative score values) to the left.

curve provides a useful measure of the number of true positives given that set of input
attributes, and hence the reliability of the trained machine. The attributes could be
included or not based upon studies. By examining the output of numerous such ROC
curves given the varying combinations of input attributes, it was observed that the
most dominant classifiers included:

• Compactness Parameter.

• Spectral index.

• Peak/Integral Flux Ratio.

• Petrosian Radius and LAS.

Those attributes with the least influence on classification included:

• X-ray flux.

• IR flux.

The latter two were at first surprising, but given the large overlap in multi-band flux
detections in both categories of galaxy (Richards et al., 2007) and the fact that most of
the galaxies identified by Muxlow et al. (2005) were categorised by morphology, their
influence on the SVM decision was smaller. It may also reflect the suspicion that many
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Figure 7.6: ROC Curves for SVM Training Set.

sources contain components from both types of emission, which is why IR and X-ray
are detected in both at varying intensities and that in this implementation only a crude
multi-band input is supplied, which does not include for example characteristics such
as IR colour or X-ray hardness values.

The absolute flux densities were found to have the tendency to bias the machine
learning algorithm by preferentially associating all bright sources as AGN and all dim
sources as SFG. However, it was important to make the trained set flux independent
so it can be applied to sources at any flux density. Consequently, the results of the
best trained machine include only morphological attributes and flux ratios between
L-band and C-band. The associated ROC curve for the best combination of attributes
yields an area of 92%. This equates to a large fraction of True Positives and minimises
the number false classifications. The decision bisect, located at starburstness zero,
represents the best fit division between the two classes, but it is noted from the training
set that a number of interlopers maybe spread over scores up to ±0.5 whereas the entire
range extends to ±2.

Using the best trained machine it was possible to reliably categorise the majority
of sources in the field, even many that appeared to be too difficult to classify by visual
inspection. A total of 248 sources (i.e. >70%) could be classified (or reclassified)
robustly using the SVM with 173 falling into the SFG dominated category and 75
falling into the AGN dominated category. This ratio of 2.3:1 is larger than the 61
source training set ratio of 1.65:1, but may reflect the suspicion that the number of
SFGs becomes more prevalent at lower flux densities which are probed more by the
deeper full data set (Smin ⇠ 20µJy) than the training set (Smin ⇠ 40µJy).
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Figure 7.7: The 248 SVM scored sources based upon the training set. The distribution is
bimodal as expected with a greater number of SFGs identified than AGNs. 92 sources could
not be classified reliably because of low signal to noise ratios of outer contours fell below
Tf = 2.5�.
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The separation of the dataset into two broad classes will have errors attached to
them, as there is evidently an overlap in the bimodal distributions, investigated later
in this chapter. All sources were examined by visual inspection but no sources ap-
peared to be falling obviously into the wrong category. Some of the SVM decisions are
presented in Figures 7.8 and 7.9. One conspicuously bright source (J123642+621331)
was identified as AGN by the SVM when originally classified as SFG dominated by
Waddington et al. (1999) using a spectroscopic analysis. The SVM score of -0.599,
however, places the source far enough away from the decision hyperplane to question
the initial classification. Recent VLBI observations 1 appear to confirm that this source
does indeed harbour an AGN component due the appearance of bright radio jets. The
redshift was also questionable for an SFG, being placed at z = 4.424, forcing it into
ultra-luminous ULIRG territory, although ambiguities in the line identification (OIII
or Ly↵) may place this source closer (z ⇡ 2). This source is henceforth reclassified
as AGN dominated for the remainder. The e-MERGE sources have been re-classified
using the SVM with results presented in Appendix I and the distribution of these clas-
sifications plotted in Figure 7.7. Whether the relative proportions of SFG and AGN
appear credible can be investigated by examining the differential source counts and
comparing them to previous studies within the flux density limits.

7.2 Differential Source Counts

Differential source counting is employed in the measurement of populations of galaxies,
like the e-MERGE survey, to reveal information regarding the evolution of sources over
cosmological scales. It involves binning populations of galaxies by their flux densities.
Taking �N/�S and normalising to a Euclidean Universe by multiplication of S2.5,
yields a simple method for presenting population change independent of the cosmology
(i.e. essentially assuming a classically flat non-expanding Universe). A full description
of relativistic number densities and the cosmological effect on source counting, indepen-
dent of any particular model, is given in Iribarrem et al. (2012). The differential source
counts presented in Figure 7.11, taken from Seymour et al. (2004) (who complied an
ensemble of studies as well as measuring sources obtained from the VLA), illustrate
that there appear to be two distinct ’humps’ or peaks in the distribution and indicate
that two broad populations of object may be involved. These are hypothesised to be

1J. Radcliffe (private communication).
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Figure 7.8: Previously unclassified source J123718+ 621133 narrowly categorised by the SVM
as weakly SFG dominated but with a score of just 0.264. It lies close to the decision bisect
and could arguable contain some AGN contamination, given the very faint X-ray and IR flux
detections.

191



Figure 7.9: Source J123621+621618 classified by the SVM as an SFG with a score 0.887. A
lack of X-ray flux appears to confirm the more positive starburst score.
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Figure 7.10: Source J123642+621331 re-classified by the SVM as an AGN dominant galaxy.
Top Left: L-band e-MERLIN+Legacy map. Top right: JVLA C-band map. Mid left: X-
ray with e-MERLIN contours. Mid right: HST image with e-MERLIN contours. Bottom:
Radially integrated profile.
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Figure 7.11: Differential source counts appear to demonstrate two distinct populations of
objects (Seymour et al., 2004). In the compilation of observations here the number of sources
per flux density interval has been normalised such that a horizontal (zero gradient) represents
no change in the number density of sources through in time for a non-expanding Universe.
The two ’humps’ that appear to make up the total distribution are believed to arise from
evolution in populations of SFG and AGN dominated emission mechanisms.

AGN and SFG dominated populations, which when added together produce the charac-
teristic shape of the differential source count plot (see Figure 7.11). The sloping nature
of the function also implies that a change in the luminosities or number densities, or
both, have occurred (part of the slope will be due to cosmological expansion effects
but this will apply equally to both populations). Reproducing the differential source
count distributions in Figure 7.11 involves perturbing the local luminosity functions,
representing the relative abundances of intrinsic luminosities of populations of each
type of galaxy, as a function of redshift. The modification in the luminosity function
can change the population in two possible ways:

• Modifying the number density per unit co-volume as a function of redshift (den-
sity evolution).
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Figure 7.12: Local luminosity functions for SFGs in the FIR (left Sedgwick et al. (2011)) and
the Radio (right Mauch and Sadler (2007)).

• Modifying the luminosity of the population as a function of redshift (luminosity
evolution).

To do achieve this it is first necessary to probe large populations of morphologically
identifiable nearby galaxies (i.e. near z ⇠ 0) to form a local luminosity distribution
for the two classes. Distance measurements for each galaxy can be found by ’standard
candle’ methods (Cepheid variables for instance) and luminosities computed. The
result for normal (i.e. SFG) galaxies is observed to follow

�(L) / L↵e�L ,

(Schechter, 1976; Saunders et al., 1990), which describes the number of galaxies per
unit volume per luminosity interval (i.e. falling between L and L+dL) and was origi-
nally based on optical observations. Luminosity functions have since been determined
across the electromagnetic spectrum. In the radio domain these are called Radio Lu-
minosity Functions (�0) which are band-specific (i.e. they sample a single part of the
SED). Nearby luminosity functions presented in Figure 7.12 illustrate that in both
the FIR and the radio bands, there exist far more low luminosity galaxies than high
luminosity galaxies. The similarity in the shape of the functions reflects the FIR/radio
correlation discussed in Chapter 1. The same is true within the AGN local luminosity
functions: an abundance of lower luminosity objects (see Figure 7.13). However, the
luminosity functions for AGN take a different form as they are composed of two char-
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Figure 7.13: Local Radio luminosity function for AGN (Mauch and Sadler, 2007)

acters: core and lobes/jets. . To determine the luminosity functions of more distant
galaxies directly requires redshift estimates, obtained spectroscopically or photometri-
cally. Instead, radio luminosity functions are sought as a function of redshift by fitting
observed differential source counts.

Evolution modelling carried out by Hopkins et al. (1998) and Seymour et al. (2004),
and later summarised by de Zotti et al. (2010) attempted to simulate the differential
source count distributions by altering the luminosity (or number density) of AGN and
SFG sources as a function of redshift. This is represented mathematically by dividing �
by (1+ z)Q for perturbing the luminosity of the population of galaxies, with Q param-
eterising the extent of the evolution. A more sophisticated perturbation parameterises
the function as a polynomial (see Equation 7.6). This is typically carried out for at least
three galaxy subsets: SFG, AGN flat-spectrum and AGN steep-spectrum. The SFGs
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Figure 7.14: Perturbing a local RLF as a function of redshift causes evolution in the popula-
tions of galaxies (assuming the SED remains the same) Carole Haswell (2002).

can themselves be split into subsets with the higher luminosity galaxies, or starbursts,
represented by a power law. When differential source counts are generated from these
models it is found that strong density evolution followed by strong luminosity evolution
in the AGN populations is required to simulate AGN number counts (Simpson et al.,
2012), with a peak at about z ⇠ 2. For this reason a more complicated evolution
is usually used which combines the effects of both. Luminosity evolution in the SFG
population of Q ⇠> 2.5 (Smolčić et al., 2008) is required to reproduce the SFG number
counts but, because of the large amount of scatter near the present flux limit, there
exists considerable uncertainty, causing problems in extrapolating predictions into the
micro-Jansky flux density regime. Additionally, the SEDs of each category of object
have been represented as simple power laws, an assumption that must, beyond some
redshift, become invalid. As an extreme example, a 5 (+2) GHz observation observing
a source placed at a redshift of z = 9, would actually be probing a 50 (+18) GHz
emission and lead to erroneous predictions for SFG population luminosities due to the
spectral curvature exhibited by the galaxy’s SED over that range. Although it is un-
likely that such redshifts are encountered at present surveys (including the e-MERGE
survey), a lesser effect will still exist for moderately high redshifts (z ⇠ 5) and care
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Figure 7.15: Exaggerated illustration using an SED power law approximation in source count
modelling which incorrectly attributes a recorded increase in flux to a luminosity evolution.
The error increases as a function of redshift - here a 5GHz observation causes a 2-fold under-
prediction in flux at a redshift of z ⇠ 5.

must be taken in defining the scope of the evolution model (see Figure 7.15). Once
appropriate evolution models have been formulated, they can be used to extrapolate
deeper and used to create numerical simulations of the deep radio sky, such as the
S-Cubed database (Wilman et al., 2008). Changes in population density are usually
explained by merger scenarios and/or active or inactive emission states.

7.2.1 Generating Differential Source Counts from e-MERGE
data

The flux densities obtained from each of the sources detected in the e-MERGE data
are binned into several flux intervals covering the full range of integral flux densities
measured. These are usually arranged logarithmically. In the e-MERGE survey the flux
densities are obtained from the JVLA L-band measurements to minimise uv sampling
losses as e-MERLIN tends to resolve away the most extended of sources. The number
of sources in each flux bin is divided by the flux density interval before being multiplied
by the representative flux density raised to the power of 5/2 to normalise the plot to a
Euclidean Universe. The representative flux density of each bin is calculated by finding
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the arithmetic mean of the flux densities for sources within the bin, with an spread
error bar representing the standard deviation of the fluxes. A normalised differential
source count distribution is generated and presented in Figure 7.16.

Figure 7.16: Differential Source Count for e-MERGE galaxies. Integral fluxes are derived
from the ellipse LAS constraints. 1� error bars are derived from measurement flux density
uncertainties from each source and from poisson statistics added in quadrature.

If the sources are crudely separated into SFG and AGN classifications along the
SVM bisect (SFG = {Score > 0.0}, AGN = {Score < 0.0}) then then two source
counts can be plotted independently (see Figure 7.17) already clearly demonstrates a
diverging evolution between the two selections. Errors were estimated and arise from
two dominating factors:

• Errors in the flux density measurements.

• Errors due to low number count statistics and cosmic variance.

The flux density measurement error is dominated by the noise, as many sources are of
low S/N (Tf < 3.8�). The rms noise was determined by measuring the region immedi-
ately surrounding each source using aperture photometry methods. Low number count
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uncertainties are derived from Poisson errors. There is also an additional error due to
clustering, or cosmic variance, which can be determined from the fractional clustering
variance:

�2
clustering =

1

hni + �2 (7.3)

taken from de Zotti et al. (2010), where �2 = 2.36⇥10�3⌦�0.8 and ⌦ is the survey area
in deg2. However, for the GOODS-N field, chosen because clustering is not evident,
this contribution is negligible compared with the other errors. For well defined sources
the uncertainties are a smaller fraction of the measured flux density and the source is
unlikely to fall into an adjacent flux bin. However, for sources with large fractional
errors it is possible that it could indeed fall into one of the bins at either a higher or
lower flux.

To investigate the consequence of the uncertainties, each source was perturbed
assuming a Gaussian distribution of width �flux based on the calculated error, and
then differential source counts recalculated hundreds of times. This has the effect of
sometimes pushing some sources into adjacent bins depending upon whether the flux
or counts are perturbed up or down. The process was repeated to produce a variation
in derived values which cascade throughout the calculations. The total error in source
counts within each bin due to the spread includes the Poisson error to yield

�2 = �2
flux + �2

N . (7.4)

There are additional errors that remain unquantified: those errors arising from sources
that have not been detected due to insufficient signal to noise ratios. This is understood
by considering detection thresholds used in surveys designed to minimise false positives,
for example an S/N ratio of at least 3. This is equivalent to a 98% probability of the
detection actually lying below 5�. However, it also works in the opposite direction, in
that sources with true fluxes that should peak above the threshold may fall below the
threshold due to a conspiracy of noise. For Gaussian noise statistics the probabilities
can be calculated exactly, however, in the case of non-Gaussian noise (as exhibited by
a radio interferometer) combined with a non-Gaussian distribution of the luminosity
of sources, this cannot easily be quantified. Instead, previous studies have attempted
to ‘boost’ the counts at low flux levels by attempting to estimate how many sources
must have been omitted by injecting low level sources into the data set and trying
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to detect them again blindly using a peak detection algorithm such as SAD. This is
not attempted here because e-MERLIN has not yet been used to locate sources as the
e-MERGE observations simply are not yet sufficiently deep. Instead, the differential
source counts are compared with the results of an alternative methodology recently
carried out by Vernstrom et al. (2014) known as the probability of deflection or P (D)

method.

7.2.2 Probability of Deflection P(D)

Vernstrom et al. (2014) derived the differential source counts using the Probability of
Deflection or P(D) (Scheuer, 1957) method directly from VLA images. The technique
makes the assumption that each pixel within the dirty map contains the sum of sources
that are detected throughout the entire synthesised beam. Thus if the point spread
function is known exactly, as well as the noise characteristics of the image, then it is
possible to derive the differential source counts directly without ever counting any in-
dividual sources (Condon, 1984). The result is a prediction of the total number density
to a much deeper sensitivity than would be otherwise possible using traditional count-
ing techniques. Their findings (shown in Figure 7.18) cannot as yet determine whether
the sources are AGN or SFG and it therefore remains for astronomers to estimate the
ratios of SFG to AGN sources using traditional counting techniques from high angular
resolution imaging. It is noted by Vernstrom et al. that the derived differential source
counts compare well with the model proposed by Condon in 1984 which is built on the
premise that the source counts are equal to the sum of two classes of galaxies, AGN
and SFGs. They also noted that clustering of sources (achieved by simulation) makes
no significant difference to the predicted source counts. A comparison of the Vernstrom
result with the e-MERGE differential source counts can hence be used to provide an
estimate of the number of sources omitted within each flux density bin.
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Figure 7.18: The total differential source counts calculated at 1.4GHz using P(D) analysis
of 3 GHz VLA data (transformed to L-band) taken from (Vernstrom et al., 2014). The
widely scattered results of other studies are also plotted in black for reference as well as the
predictions of other models. The ’best fit node’ line represents the total expected differential
source counts from all sources from the P(D) measurement.
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Figure 7.19: The e-MERGE L-band differential source counts compared with the Vernstrom
P(D) analysis (dashed line) reveals some scatter with a general count loss.

The comparison (Figure 7.19) indicates that a greater number of sources have been
omitted at the lowest flux density ranges, as anticipated. This is attributed to a
combination of incomplete uv sampling and insufficient depth to measure each source.
There is also likely be a loss in sources at the upper flux density range due to the very
small survey area. The Vernstrom P(D) prediction lies well above the 1� error bars
for measured e-MERGE counts in the lowest flux density bins and therefore cannot be
attributed to a simple error in flux measurement or normal scatter. The e-MERGE
survey is therefore considered to be incomplete, an expectation that will persist until
the bulk of the observations have been made. For the time being the Vernstrom analysis
provides an estimate of the number of sources omitted from the e-MERGE data and
hence the necessary correction factors. The three lowest flux density points lie outside
the error bars and hence correction factors for them are derived by dividing values
into the P(D) result (see Table 7.1). It is obvious that this will cause those values to
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Flux Density Bin (µJy) Number Count Correction Factor from P(D)
20 - 30.0 2.8

30.0 - 56.8 1.9
56.8 - 85.9 1.4

Table 7.1: e-MERGE number count correction factors derived from a comparison to the
results of Vernstrom et al. (2014).

automatically agree with the P(D) prediction. However, an assumption is made here
that these correction factors can be applied equally to the separated source counts:
AGN and SFG SVM classifications. These corrected and separated populations (see
Figure 7.20) can then be compared with luminosity evolution models.

Figure 7.20: Corrected e-MERGE differential source counts from SVM separated along the
SVM bisect. The counts at low flux densities have been corrected such that the sum of each
bin is equal to the results of the Vernstrom P(D) analysis.
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Figure 7.21: Corrected differential source counts for e-MERGE galaxies crudely separated
into AGN or SFG dominated categories at the SVM bisect. These count corrected points are
compared with example luminosity evolution modelling predictions made by Seymour et al.
(2004) with a luminosity evolution of Q = 3.3.
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7.2.3 Deriving Probabilities from SVM Data

Dividing the source counts into two groups using the crude method of ’either-or’ ne-
glects the probabilistic reality of classifying galaxies. It does not allow for the likelihood
that a single galaxy may include a combination of both emission mechanism compo-
nents, or that interlopers have strayed and have been erroneously identified. There
is an increasing body of evidence that all galaxies contain embedded AGN that may
be in active or quiescent states (de Zotti et al., 2010). To take these possibilities into
account it is necessary to assign a probability based upon the certainty of each classi-
fication. The machine learning method enables this if the SVM score can be correctly
calibrated. This is possible given the assumption that the original training set has a
high number uncontaminated AGNs and SFGs. These can be plotted separately as a
function of their SVM assigned scores and Gaussian distributions fitted representing a
continuous probability distribution (see Figure 7.22).

Figure 7.22: Fitting Gaussian Distributions to the Training Set to Determine Source Proba-
bilities.

Once Gaussians are fitted to each of the two categories, then the probability of a
source being either an AGN or a SFG can be determined directly from its score. The
probability of a source being an AGN is related to the ratio of the Gaussians, G, at
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each score point:
PAGN =

GAGN

GAGN +GSFG
(7.5)

and of being SFG:
PSFG =

GSFG

GAGN +GSFG

which generates the probability curves illustrated in Figure 7.23. A brief comparison of
a key attribute (the LAS) with selected AGN probability does not produce an obvious
size correlation as there is considerable overlap in angular size and galaxy type.

Figure 7.23: Probability of AGNs and SFGs from Calibrated Starburstness Scores.

The probabilities are used to modify the differential source counts by examining
each source and assigning a weighting fraction to the count. In this way a source
with a high positive ’starburstness score’ retains its count, but one with a low score,
close to the interloping bisect for example, becomes down-weighted near to 50%, and
those with negative scores yield an even smaller contribution. This method removes
the sharp binary problem of assigning classifications and instead each source retains
elements of both such that when they are binned together the total source counts remain
unchanged. It is now possible to present the components of the entire population of
measurable galaxies and compare them with differential number count simulations.
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Figure 7.24: Probability of AGN vs LAS does not alone produce a direct correlation.

7.2.4 Comparison with simulations

The differential source counts can now be presented as SFG components and AGN
components separately for comparison with simulations which sum to yield the results
of the Vernstrom P(D) study. The simulations here are based upon parameterised
luminosity functions of actual observations. It has been historically simpler to deter-
mine the luminosity functions of AGNs at higher redshifts due to their larger intrinsic
luminosities, although some uncertainty still remains at the lowest flux densities. The
shape at the brightest end of the differential source counts however is well characterised
and has been parameterised as a function of redshift being split into both steep spec-
trum and flat spectrum components, i.e. the AGN jets/lobes and the AGN cores. The
following describe the density of sources between luminosities L and L+ dL:

�(steep)


L

L?(z)

�
= 10�6.91

(
L

L?(z)

�0.69
+


L

L?(z)

�2.17)�1

, (7.6)

where LogL?(z) = 26.22 + 1.26z � 0.286z. For the flat spectrum core AGNs:

�(flat)


L

L?(z)

�
= 10�8.15

(
L

L?(z)

�0.83
+


L

L?(z)

�1.96)�1

, (7.7)

where LogL?(z) = 26.36+1.18z�0.28z2 (Rowan-Robinson et al., 1993). A differential
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source count simulation for the AGN was constructed based upon the above luminos-
ity functions by generating a virtual survey, taking into account the current ⇤CDM

cosmology (see Figure 7.25). A ’concentric shell’ technique for building the simulation
can be summarised as follows:

• The Universe is divided into hundreds of small redshift interval shells �z from
z = 0.0001 to z = 5.

• The co-moving volume is computed for each �z.

• The luminosity functions above are used to derive the density of galaxies between
L and L + �L by cycling through all luminosities within realistic ranges (1020 �
1035WHz�1) with intervals �L.

• The densities � are converted into the number of sources by multiplication of the
co-moving volume determined by �z.

• The sources are converted into flux densities using the luminosity distance rela-
tionship.

• The process is repeated for both types of AGN.

• The sources are binned according to their flux densities.

The binned sources are then converted to differential source counts and Euclidian
normalised to a survey area of 1 steradian. The simulation allows freedom to change
the luminosity evolution parameters as necessary. The simulation could be extended
to include the SFGs using a Schechter function but this is deferred until after the
AGN comparison. The simulated AGN steep and flat spectrum differential source
counts are presented in Figure 7.26. Comparing the simulation of the AGN counts
with the probability weighted e-MERGE counts (see Figure 7.27) reveals remarkably
good agreement.
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Figure 7.25: The simulation of number counts requires co-moving volumes to be calculated for
each redshift interval, based upon cosmological parameters. The flux density S of the spread
of luminosities is determined using the luminosity distance DL. Co-moving volumes are
calculated for each redshift interval do determine the spatial density of sources per Mpc3. A
⇤CDM model assumed and thus assumed to be embedded in the Hubble flow. The simulation
is isotropic (top) but normalised to a survey cone of 1 steradian (bottom).
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Figure 7.26: The results of the simulation of the AGN differential source counts using existing
luminosity functions for both jets/lobes and cores. The jets/lobes dominate the number
counts.
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Figure 7.27: Comparison of the probability weighted e-MERGE AGN component counts with
the AGN simulation. Top: With P(D) correction factors. Bottom: Without P(D) correction
factors.
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The two lowest flux bins between 20µJy and 58µJy appear to deviate from the
simulation when the correction factors are applied. This could be interpreted as one,
or a combination, of factors:

• Though based upon observed AGN luminosity functions, the simulation is incor-
rect as it fails to include an apparent sudden upturn in the AGN population at
low flux densities (< 60µJy).

• The simulation is essentially valid, and the correction boosting based upon the
P(D) result is not applicable to the AGN population, meaning that the AGNs
are all well represented even at the lowest flux densities.

If the simulation is false at low flux densities then the upturn in the population of
AGN would point to a new population of ’radio quiet’ AGN, previously undetected.
However, a combination of the two factors may be the most probable explanation, as
it seems unreasonable to assume that all AGN components have been detected, but it
is also not unreasonable that even more spatially extended SFGs have been omitted. If
the AGN figure is replotted without any Vernstrom correction factors, then one finds
that the counts are slightly lower than the simulation, which indicates that the latter
is the more likely explanation. The SKA Simulated Skies (S3) semi-empirical model
based upon Wilman et al. (2008) includes such a radio-faint population of AGN (see
Figure 7.28).

The reason for the large scatter, observed in numerous studies (plotted in Figure
7.18), has often been attributed to calibration errors between surveys, omission of
sources or simply errors in measurement that are either underestimated or overesti-
mated. It is also likely to be a result of incorrect correction factors used to offset the
count omissions. To compensate the corrective boosting, the SFG population would
need to be boosted further, however there is no certain way of deciding from the present
data just how the correction factors should be proportioned.

If the Vernstrom P(D) predictions are assumed to be accurate, at least within these
flux densities, then the SFG counts must be equal to the difference between the true
AGN component counts and the P(D) result, plotted in Figure 7.29. Retaining the
equally proportioned correction factors shows that the results so far from the e-MERGE
survey are in general agreement with the residual between the Vernstrom P(D) result
and the AGN differential source counts.
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Figure 7.28: The S-Cubed Simulation includes a radio faint population of AGN.

Figure 7.29: e-MERGE source counts based upon SFG components derived from SVM
probabilities. The residual of the AGN counts from the Vernstrom P(D) result is plotted for
reference as well as evolution modelling from Seymour et al. (2004).

215



Comparing this with the SFG evolution models obtained previously, a general un-
derestimate in the amount of luminosity evolution in the starburst population has
been assumed. Models perturbing a Schechter function by a multiplication of (1 + z)Q

could perhaps be regarded as over-simplistic, as for the case of AGN it is probably
more appropriate that a complicated redshift dependent function should be assumed,
although the degeneracy between density and luminosity evolution make this difficult
to fit with the present data. Pure luminosity evolution historically yields values of Q
anywhere between 2 and 4.1 (Seymour et al., 2004). These first results from the e-
MERGE survey would tend one to lean towards the higher luminosity evolution values
in SFGs which more greatly affect lower flux densities and increase the relative propor-
tion of SFGs over AGNs. This is because SFGs are generally more extended than AGN
sources. Only with increasing numbers of characterisable sources, to be obtained when
the e-MERGE survey matures, will this question be closer to a more robust resolution.

7.2.5 Comparison with other methods of classifying sources

Another method of classifying radio sources is based upon the radio-FIR correlation
described in Chapter 1, which relies on the tight correlation in the observed fluxes
in the radio and IR in star forming regions of galaxies. Those galaxies that differ
significantly in accepting flux ratios are often attributed a non-star forming mechanism
of emission. Source emission exhibiting an excess in radio flux compared with its IR
counterpart is attributed to non-star forming processes. A useful quantifier of the
amount of correlation between the radio and IR flux is the Q-factor introduced in
Chapter 1. This can be plotted for all sources used in this study with classification
probabilities labelled. One of the problems with the q24 classification method is,
particularly, in cases of very low flux density (such as those examined in this study),
for which the correlation appears to be less robust (Beswick et al., 2008), although
there could be errors in flux density measurement. Those radio-faint AGN that are
omitted from being identified as AGN by q24 hence require morphological classification.
The plots in Figure 7.30 illustrate that whilst several bright AGN would appear to be
obvious candidates, there are many more which would, due to their lack of radio excess
flux densities, not be so obvious. It is therefore necessary to obtain high resolution
radio imaging in all cases. Only a fully integrated multi-attribute sample of radio data
can yield a classification, and even then only a statistical one.
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Figure 7.30: Q24 plots demonstrate that attributing classification based on FIR/Radio cor-
relation alone can lead to a number of omissions and is considered a blunt discriminator
tool for the radio-faint population. Incorportating morphological characteristics decreases
the probability of miscategorising sources.
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7.3 Luminosities and star formation rates

Luminosities can be derived from the integral flux density measurements obtained di-
rectly from the e-MERGE survey, provided that the distance (i.e. redshifts) for sources
are known. Luminosities can be used to derive Star Formation Rates (SFR), capitalis-
ing on the radio-FIR correlation (Lisenfeld et al., 1996), using relationships developed
by Rowan-Robinson et al. (1993); Hopkins et al. (1998) and others to transform the
radio luminosities into supernova creation rates which can be extrapolated using an
Initial Mass Function (Salpeter, 1955; Kroupa, 2001; Chabrier, 2003) into SFRs (Cram
et al., 1998; Haarsma et al., 2000). This assumes that the Radio-FIR relationship is
valid at high redshift for which there is some evidence (Garrett, 2002). The SFR
per unit (co-moving) volume was first plotted for large samples of galaxies by Madau
(1998), in which a non-varying source SED was assumed to derive a luminosity to con-
vert to a SFR for each galaxy. This was followed up more recently by Hopkins (2007);
Seymour et al. (2008) who adopt a LCDM cosmology,2 correcting for the expansion of
the Universe to obtain the SFR per co-moving volume measured in M�yr�1Mpc�3.

Figure 7.31: The mean L-band luminosity of SFGs plotted against redshift. The scatter in
sources is represented by the error bars, revealing several outliers clearly under-sampled in
flux density.

2The Lambda Cold Dark Matter (LCDM) model of the Universe includes a cosmological constant
to produce an accelerating expansion but is geometrically ’flat’ i.e. ⌦⇤ + ⌦M + ⌦k = 1 where ⌦k = 0.
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7.3.1 Star Formation Rates

The star formation rate can be estimated directly from the L-band luminosities using
the assumptions described in Chapter 1 (Section 1.2.4) utilising Equation (1.19). Using
this methodology SFRs were determined for sources binned by redshift and yield the
star formation rates presented in Figure Figure 7.32 on page 219.

Figure 7.32: The Starburst SFR Plotted against Redshift.

The star formation rate is perhaps better presented as a global space density so
that it can be compared as a function of cosmic time. Indeed, one of the primary goals
of the e-MERGE survey is to determine the star formation history of the Universe, a
non-trivial problem, but it is logical to assume that the star formation rate peaked at
some cosmic epoch. However, the degeneracy between cosmological parameters and
the evolution of galaxies is an obstacle that requires astronomers to either:

• Assume a cosmology of the Universe and derive the star formation rate or galaxy
evolution parameters, or

• Assume the nature of galaxy evolution to help derive cosmological parameters
such as expansion rates.

This calculation is perhaps premature but a SFR global density plot has been calculated
by determining a co-moving volume in which to bin sources within redshift intervals.
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The incompleteness of redshift information available at the present time for the field is
however a significant obstacle. The ⇤CDM model is adopted here using the following
cosmological parameters: h = 0.7, ⌦M = 0.3 and ⌦⇤ = 0.7, which determine the
expansion rate and defines the comoving volume intervals.

The total star formation rate per unit volume of space is determined by summing
all the SFRs and dividing by the comoving volume that they are embedded within
(the ’Hubble flow’). This is calculated using the luminosity distance and angular size
relationship (Hogg, 1999).

Figure 7.33: e-MERGE uncorrected star formation rates per comoving volume omitting nu-
merous high-redshift sources. The final plot is must be deferred until the e-MERGE survey
matures.

There will exist a number of correction factors that need to be applied in the future
to the SFR per unit volume plot shown in Figure 7.33 to account for the number
of sources lost at high redshifts. The generation of a global density SFR plot can in
principle be derived by extrapolation of the integrated Schechter function over VC from
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Lminto Lmax with an ever increasing Lmin as a function of redshift. If it is assumed that
there is no density evolution in the SFG population (and only luminosity evolution),
then the number density ⇢ of sources will not change per co-moving volume, VC , and
the luminosities of galaxies can be calculated as a function of redshift. The calculation
is therefore deferred until the SFR evolution is more robustly determined.

7.4 Summary

The high angular resolution of the e-MERLIN observations has led to the development
of a classification methodology, using robust designations of sources from previous
GOODS-North studies to train an SVM machine learning algorithm. The number of
sources that could be classified robustly using this technique was 248 out of a total
of 340 VLA detected sources > 20µJy. 70% of classifiable sources (Tf > 2.5�) are
determined to be SFG dominated (PSFG > 0.5), an increase over previous studies, and
revealed by component separated differential source counts which statistically trace the
component emission on a probabilistic basis.

An estimate of the number of sources omitted at low flux densities, derived from
P(D) comparisons, yields correction factors ranging between 1.4 and 2.8. Equally
distributing the correction factors to both AGN and SFG dominated sources revealed
agreement with AGN source count simulations with the exception of the very lowest
flux densities. It is more likely, it is argued from the extended nature of SFGs, that
the correction factor applies to an increase in the number of starburst galaxies at the
lowest flux densities. SFRs for SFG sources with associated redshifts were derived and
a preliminary SFR density plot generated, although a robust result will not be available
until the e-MERGE survey matures.
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Chapter 8

Conclusions and Future Work

In this thesis, various new and existing methodologies have been developed to process
the first tranche of observations from the e-MERGE survey. Not only do these meth-
ods generate the deepest radio images ever produced of the GOODS-North region,
they demonstrate that the e-MERLIN array, complemented by vital observations by
the JVLA, is well placed to unravel the star formation contribution of the sub-mJy
population of deep field galaxies, a key objective of the e-MERGE survey. The new
techniques have enabled a rapid but comprehensive analysis of this first set of data.
These methodologies act as a roadmap for the remaining observations of the e-MERGE
survey and include both the image processing stages as well as deep field analysis using
machine learning. This chapter summaries both the innovative technical developments
and the results from the first analyses of the data products, including:

• Wide-Band Primary Beam Correction.

• High-Speed Wide-Band Wide-Field Imaging.

• Source Extraction using Largest Angular Size.

• Source Angular Size Distribution.

• Galaxy Classification using Support Vector Machine Learning.

• SFG Linear Size Measurement.

• Comparison to Galaxy Luminosity Evolution Modelling.

223



8.1 Technical Innovations

8.1.1 Wide-Band Primary Beam Correction

In Chapter 3 a method was developed to simulate the primary beam of an inhomo-
geneous array of telescopes based upon aperture illumination projections. The full
bandwidth of the array is taken into consideration to generate an integrated or fre-
quency dependent beam function. This technique was applied to the e-MERLIN array
to generate a primary beam model for L-band, and can be extended to simulate the
beam at any e-MERLIN band, or for that matter any other non-homogeneous array
(including the European VLBI Network for example). The model is used to determine
parameters for automatic beam correction within the latest version of the e-MERLIN
pipeline.

The relative sensitivity weighting for each telescope can be adjusted which, due to
the inhomogeneity of the array, alters the resulting primary beam, with the largest
influence on the beam-shape being the sensitivity weighting of the Lovell telescope.
Future extensions to the model will include dynamic weighting to provide optimisation
of baseline sensitivities as a function of time. The utilisable primary beam width of
the e-MERLIN array, with the Lovell telescope included, is nominally 15 arcmin at L-
band using recommended relative telescope sensitivity weightings. The primary beam
prediction is used within the high speed imaging technique, summarised below.

8.1.2 High-Speed Wide-Field Wide-Band Imaging

Chapter 3 also included the development of a high-speed wide-band wide-field imaging
technique to produce rapid imaging from large wide-band datasets. This can mitigate
the effects of w -projection limitations, and confusion due to bright outlying sources,
as well as the induced spectral index due to the relative differences in primary beam
across the field of view as a function of observing frequency. The resulting methodology
is up to to two orders of magnitude faster than conventional deconvolution techniques
that consider these effects. The caveats include a small, quantifiable, increased level of
smearing within the image. However, so long as the width of the image is chosen with
care, smearing distortions can be kept acceptably small. The routine is incorporated
into the latest version of the e-MERLIN pipeline, and has already been used to produce
wide-field maps not only for this project but also for the SuperCLASS project for
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Figure 8.1: Spectral representation of the generation of 3 maps with 3 differing assumed
spectral index optimisations. Fitting for the minimum measured amplitude error yields a way
to derive the intrinsic spectral index for each source relatively quickly.

cataloguing purposes. Its application is expected to be used in all wide-field e-MERLIN
projects as a method of generating extremely rapid results.

Planned future refinements will address sub-optimal cleaning due to the varying
intrinsic spectral indices of sources, which was not considered a priority at this early
stage in the project. The effect can be taken into account by repeating the deconvolu-
tion using three different assumed spectral indices and adjusting the synthesised beam
for each spectral window accordingly, on top of the synthesised beams already modified
to account for the primary beam spectral correction.

Deconvolution with an incorrect spectral index assumption leads to incomplete
cleaning and hence an increase in flux density within the side-lobes, resulting in a
proportional decrease in the peak amplitude of the source (i.e. an amplitude error).
Measuring the amount of negative flux within the side-lobes therefore provides a mea-
sure of the amplitude error. At least three maps are required, each assuming a different
intrinsic spectral index, to remove the possibility of degeneracy in solutions. The spec-
tral index of the source can be derived by interpolation if the dependency can be
understood. This is best investigated by simulation. The imaging time is increased,
but will still remains significantly shorter than alternative methods. The proposed
method is illustrated in Figure 8.1, in which the intrinsic spectral index of the example
source could be derived from the amount of amplitude error. For example, the ampli-
tude error in the maps derived from flat and negative spectral indices would appear
comparable, whereas the amplitude error in the map derived assuming a positive spec-
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tral index would appear significantly larger. This will not generate an optimised image,
merely knowledge of how to re-clean each source optimally, or to adjust the derived
flux density in each source.

8.1.3 Source Classification using Support Vector Machines

The application of a machine learning method to determine the likely classification
of sources in the field was successfully tested. The motivation for machine assisted
classification is summarised below:

• Minimise human bias from individual source classification which has hindered
past surveys.

• Permit the future classification of thousands of sources rapidly.

• Remove binary type classification of galaxies and replace it with a probabilistic
quantifiable result.

The number of galaxies in the sample was small enough to examine by visual inspection.
Instead of representing each source with a binary style classification, i.e. AGN or SFG,
a probability is now attached to each source based upon the score value derived from
the SVM methodology and comparison to the training set. This has both statistical
and physical justification because sources may have characteristics of both types of
emission, or have morphologies that cause interloping.

Consequently, it became possible to include star formation component emission
from almost every measurable galaxy in the field (galaxies with very low PSFG values
having negligible contributions) and statistically should produce a more robust pic-
ture of star formation history. Differential source count comparisons revealed excellent
agreement with luminosity function models (when normalised to the latest P(D) pre-
dictions), which increased confidence in the classifications produced. It is the intention
that the methodology be applied to the e-MERGE survey when observations reach
maturity.

8.2 First e-MERGE Data Products

The application of the methodologies described in Chapter 3 have enabled the gen-
eration of the first wide-field maps from the e-MERGE survey at L-band. These
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data, in combination with the legacy MERLIN+VLA data, have generated a wide-
field map some 15 arcmin in diameter with a sensitivity at the pointing centre equal
to 2.4µJy/bm. These data, in combination with data taken from the JVLA in both
L-band and C-band, have enabled measurements of the sub-mJy population of galaxies
at high angular resolution, including angular sizes, classification by morphology and
source count statistics.

8.2.1 Source Size Distribution

The source size distribution was analysed in two stages: the legacy data was at first
examined to determine the size distribution of the brightest 178 sources in the field
(Wrigley et al. in prep.) and, with subsequent addition of the first tranche of e-
MERGE data, this was increased to a total of 248 sources that had good detections
(Tf > 2.5�).

Selecting sources on the basis of their probable classification reveals that the median
source size increases with increasing certainty of SFG components, with sources with
PSFG > 0.5 accounting for almost 70% of all measurable sources. The median Largest
Angular Size at L-band of all 248 measurable sources in the 15 arcmin e-MERGE field
is:

• ✓median{SL > 20µJy} = 1.05 arcsec with a peak near to 0.75 arcsec.

Using sub-sets based upon probability of SFG components alters the median LAS:

• ✓median{PSFG > 0.5} = 1.115 arcsec, for 173 sources, and,

• ✓median{PSFG > 0.9} = 1.178 arcsec, for 100 sources.

The angular size of sources influences the design of future surveys, and in particular
the instruments that can probe with the required angular resolutions. Given that
the peak angular sizes for the whole population lie between 0.5 and 0.75 arcsec, a
radio interferometer with synthesised beam sizes between 0.1 and 0.25 arcsec would be
desirable to extract morphological information. In comparison, Phase 1 of the SKA
project will have nominal angular resolution around 0.6 arcsec at L-band, and will be
unable to morphologically resolve these sources for classification purposes.
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8.2.2 Linear Size of Sources

The largest angular sizes of sources were used in combination with redshift information
where available, to determine the linear size of SFG dominated sources in the field.
These were determined, using ⇤CDM cosmology (⌦M = 0.3,⌦⇤ = 0.7, h = 0.7), to be
in the range of 4 -11 kpc, i.e. within the optical extent of galaxies.

8.2.3 Prevalence of increasing numbers of SFGs at Lower Flux
Densities

Using a combination of probabilistic source selection from SVM, differential source
counting and semi-empirical sky simulations, using the first data products from the
e-MERGE survey, this study appears to confirm the increasing prevalence of Starburst
galaxies at lower flux densities (> 20µJy), indicated by an increase in luminosity evo-
lution in the SFG population. Although the amount of evolution is not yet quantified
it appears larger than previous predictions. A small increase in the AGN population
is also observed in the 20 � 60µJy range, but this only exists with the application of
correction factors derived from P(D) studies, and may be biasing the results. Until
the remaining e-MERGE observations have been taken, this remains an outstanding
question.

228



Appendix I

Source Attributes
The following tables describe key attributes collected from all sources examined. They
include sources that could not be classified but are included for completeness. Red-
shifts, where available, have also been included, sourced from Barger et al. (2008)
and others. An extended electronic version of the table, including peak flux densities,
source peak positions and other metrics, is available.

Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123547+621151 3.0 -1.96 0.37 37.2 5.3 0.28 1.13

123547+621354 0.882 3.0 -1.31 1.57 49.8 3.1 2.35 1.0

123548+621058 0.033 3.8 -0.39 0.09 67.6 4.8 1.05 1.13

123549+621513 0.13 3.75 1.37 2.91 51.5 4.2 0.17 1.13

123549+621537 0.158 3.8 0.7 0.31 68.4 5.2 0.71 1.13

123550+621041 1.0 1.5 -0.94 15.04 2.7 2.3 0.03 0.13

123551+621457 0.036 3.75 -1.13 0.09 63.0 3.8 1.64 1.25

123553+620930 3.75 -0.31 2.4 28.2 4.2 0.67 1.13

123553+621037 0.042 3.0 -1.29 0.37 27.1 3.3 1.7 1.25

123553+621338 0.39 3.8 -1.05 0.46 35.5 4.2 1.02 1.0

123554+621043 0.065 3.0 -1.99 0.34 230.7 13.2 2.54 1.5

123554+621337 0.206 3.75 -1.56 0.12 28.4 4.0 0.6 0.88 0.881

123555+620902 0.868 3.8 -1.14 0.07 169.4 4.1 1.61 0.88

123555+621506 0.0060 3.75 -3.36 4.77 18.0 4.8 0.07 2.5

123556+621556 0.954 3.8 0.77 0.18 40.9 3.9 0.82 1.5

123558+621354 0.013 3.75 -2.21 0.35 36.6 3.3 0.18 1.0

123558+621537 0.043 3.8 -1.02 0.06 180.0 4.6 1.21 0.88

123559+620952 0.0090 3.75 -3.39 3.89 26.1 5.2 0.08 1.13

123560+621537 3.8 -1.35 7.5 546.8 30.4 6.07 0.13

123560+621550 0.021 3.8 -1.64 0.06 637.8 35.6 2.54 1.5

123600+621047 0.136 3.8 -0.51 0.06 112.5 3.8 0.92 1.0 2.002

123600+621053 0.01 3.75 -3.35 2.46 28.0 5.0 0.12 1.13

123602+621126 0.044 3.8 -0.3 0.07 90.5 3.3 0.64 1.0 0.913

123603+620947 0.041 3.8 -0.63 0.13 37.6 4.3 1.11 1.13

123603+621111 0.06 3.8 -1.05 0.06 124.5 3.5 1.47 1.0 0.638

123604+620812 0.716 3.8 0.35 0.12 60.2 5.1 0.95 1.0

123604+621620 0.076 3.8 -0.98 0.11 82.0 3.9 0.88 1.25

123605+621552 0.012 3.75 -1.66 0.64 29.4 3.3 0.98 1.38

123606+621003 0.021 3.75 -1.01 0.24 24.7 3.6 1.17 1.25

123606+621148 0.175 3.75 -3.65 2.62 16.6 4.4 0.02 0.63

123607+620951 0.277 3.8 -0.94 0.06 165.1 6.0 1.04 0.88 0.6379

123607+621021 0.145 3.8 0.16 0.17 69.1 5.5 0.52 1.0 2.33

123607+621329 0.194 3.8 -0.75 0.09 69.2 4.0 1.09 1.0 0.4353

123607+621551 3.75 -2.68 1.76 14.7 3.6 0.68 1.38

123608+621036 0.927 3.8 -0.6 0.06 190.4 5.2 0.9 0.38 0.681

123608+621543 0.0070 3.75 -4.04 4.26 24.4 4.7 0.05 0.88

123608+621553 0.237 3.8 -1.21 0.14 44.0 3.8 1.09 0.75 0.4593

123609+621144 0.335 3.75 -1.17 0.1 74.2 3.7 2.1 1.13

123609+621251 3.75 -3.31 0.85 22.0 3.6 0.08 1.13

123609+621431 0.542 3.75 0.05 1.33 21.2 3.9 0.57 1.13 0.8495

123609+621435 0.04 3.0 -1.77 0.15 102.8 5.2 2.42 1.63
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Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123609+621436 0.019 3.0 -1.79 0.18 211.0 10.6 2.55 1.75

123610+621350 0.018 3.75 -2.53 33.05 11.7 4.3 1.5 1.0

123610+621422 0.0090 3.75 -2.07 0.13 26.6 3.4 0.09 1.13

123611+620811 0.07 3.8 -0.69 0.2 50.8 4.0 0.54 1.25

123611+621421 0.246 3.75 -1.41 0.13 83.9 4.1 2.15 1.13

123611+621652 0.091 3.8 -1.19 0.06 89.3 3.8 1.87 1.25

123612+620900 0.272 3.0 -1.23 0.15 97.2 5.2 2.69 1.5

123612+621139 0.552 3.75 0.23 0.09 59.6 3.0 2.04 1.25 0.275

123612+621140 0.0060 3.8 0.34 0.21 39.6 3.9 0.61 2.5 0.275

123612+621439 0.035 3.0 -2.47 3.54 13.1 4.2 1.13 1.0

123612+621619 0.0 3.75 -3.72 1.72 31.1 4.0 0.12 1.63

123615+621135 0.024 3.0 -2.27 13.4 22.3 4.9 0.76 1.13

123616+620643 0.083 3.8 -0.48 1.9 45.7 4.6 0.29 1.0

123616+620946 0.143 3.8 -0.86 0.42 36.7 4.3 0.65 1.0 1.263

123616+621008 0.683 3.75 -0.36 0.68 20.9 3.6 0.53 1.13 0.337

123616+621108 0.139 3.8 -0.61 2.14 27.8 4.0 0.34 1.13

123616+621514 0.108 3.75 0.52 0.91 39.2 3.8 0.49 1.0 3.61

123617+620703 0.064 3.8 -2.26 33.73 126.6 7.4 2.09 1.25

123617+621011 0.108 3.8 -0.63 0.09 46.4 5.2 0.92 1.0 0.845

123617+621530 0.018 3.75 -1.95 0.08 23.3 2.9 0.02 0.88

123617+621551 0.0090 3.75 -2.92 0.71 17.3 3.7 0.1 1.88

123618+621541 0.785 3.8 -0.22 0.06 215.4 5.1 0.58 0.38 1.993

123618+621551 0.355 3.8 -1.08 0.05 143.6 4.1 1.27 0.5 1.87

123618+621635 0.032 3.75 -1.52 2.11 21.7 4.8 1.26 1.63 0.679

123619+621004 0.025 3.0 -2.07 0.18 27.0 4.0 1.74 1.25

123619+621253 0.039 3.8 -1.21 0.05 74.7 3.5 1.18 0.88 0.473

123620+620639 0.038 3.75 -1.26 0.17 38.1 4.2 1.54 1.13

123620+620844 0.49 3.8 -0.71 0.06 121.2 4.6 1.65 1.0 1.0178

123620+621238 0.047 3.75 -2.18 0.49 15.1 2.9 0.07 1.25

123620+621730 0.955 3.0 -2.59 32.1 20.9 4.1 1.12 0.88

123621+620711 0.01 3.75 -1.34 0.18 47.2 5.3 0.06 1.13 1.1497

123621+621109 0.021 3.8 -1.13 0.15 54.3 5.0 0.69 1.38 1.014

123621+621208 0.256 3.75 -1.17 3.85 13.4 5.0 0.54 1.63

123621+621618 0.061 3.8 -2.65 1.07 25.5 4.8 0.44 1.13 0.6813

123621+621708 0.642 3.8 -0.39 0.07 152.7 4.9 0.52 0.63 1.993

123622+620654 0.998 3.8 -0.5 0.06 261.0 5.4 1.66 0.38

123622+621545 0.687 3.75 -0.91 0.2 29.8 3.8 1.13 1.25 0.6471

123623+620946 0.226 3.8 -0.92 0.09 44.8 4.5 1.66 1.13 0.7479

123623+621346 0.042 3.75 0.79 2.39 26.6 4.4 0.32 1.5

123623+621527 0.877 3.8 -0.07 0.14 36.2 3.5 0.91 1.13 2.583

123623+621630 0.034 3.8 -1.33 0.06 67.4 4.7 1.34 1.0 2.4

123623+621755 0.0080 3.75 0.67 1.34 40.5 3.8 0.37 2.25

123624+620649 0.951 3.8 0.44 0.18 42.1 3.9 0.9 1.25

123624+621017 0.132 3.8 -1.97 0.12 283.5 13.0 2.57 1.25

123624+621643 0.979 3.8 -0.65 0.05 400.2 6.3 0.66 0.38 1.918

123624+621837 0.014 3.75 -3.53 5.72 20.1 4.2 0.08 1.25

123625+621548 0.013 3.75 -2.74 0.32 20.3 3.7 1.34 0.88

123625+621743 0.084 3.8 -0.32 0.18 64.6 4.1 0.6 1.0

123625+621911 0.055 3.0 -1.16 0.29 27.6 4.2 0.99 1.0

123626+620602 0.896 3.75 -1.01 0.11 21.3 3.0 0.07 0.88

123627+620606 0.024 3.75 -1.36 0.15 35.1 3.8 0.03 0.88

123627+620835 1.0 3.8 -0.09 0.29 35.4 3.9 1.09 1.0 1.4653

123629+620616 3.75 -2.39 2.74 38.3 4.6 0.98 1.25

123629+621046 0.078 3.75 -1.33 0.05 282.7 12.2 3.58 1.88 1.013

123629+621614 0.0080 3.8 -3.6 8.49 16.5 3.9 1.66 1.38

123630+620646 0.895 3.75 -0.8 39.72 22.3 5.1 0.37 0.75 0.798

123630+620851 0.011 3.75 -2.43 0.13 38.0 4.1 0.99 0.88 0.84

123630+620924 0.346 3.8 -0.96 0.14 34.6 4.0 1.49 0.88 0.953

123631+620958 0.038 3.8 -1.23 0.05 139.5 3.6 0.97 1.0

123631+621114 0.062 3.8 -1.31 0.17 21.4 3.9 1.49 1.38 1.0124

123632+620644 0.107 3.75 0.96 0.45 39.9 3.5 0.78 1.38

123632+621105 0.994 3.8 0.89 1.11 26.2 4.1 0.49 0.63

123632+621604 0.983 3.75 -2.45 3.96 13.4 0.8 2.74 1.88

123632+621659 0.022 3.75 -2.19 7.56 33.8 1.8 2.83 3.13 0.437

123632+621715 0.899 3.0 2.52 41.42 23.3 3.6 0.32 1.0

123633+620621 0.045 3.75 -2.93 4.22 16.7 5.0 0.04 1.38

123633+620760 0.02 3.8 -1.66 0.12 63.3 4.8 1.64 1.5 1.9939

123633+620835 0.151 3.75 -0.06 0.35 28.5 4.6 0.53 1.25

123633+621409 1.0 3.0 -0.82 0.42 16.7 3.4 0.85 1.25
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Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123634+620628 0.013 3.75 -2.12 0.19 41.0 4.7 0.03 0.88

123634+621006 0.012 3.8 -2.08 0.09 29.8 4.1 1.29 1.25 1.016

123634+621213 0.095 3.8 -1.54 0.04 128.3 4.5 1.93 0.88 0.456

123634+621241 0.055 3.8 -1.27 0.04 131.2 3.9 1.4 0.75 1.219

123634+621401 0.517 3.8 -0.78 0.3 19.6 3.5 0.55 1.0

123634+621419 0.27 3.75 -3.36 5.22 12.2 3.3 0.01 0.25

123634+621431 0.011 3.75 -3.47 2.37 18.5 4.0 0.11 1.13

123634+621433 0.045 3.0 -3.01 4.1 103.0 4.1 2.39 1.25

123635+621224 0.072 3.0 -1.48 0.22 21.0 4.3 1.6 1.13

123635+621421 0.101 3.75 -0.31 1.91 22.5 3.0 0.27 1.0

123635+621628 0.061 3.75 -0.75 0.09 38.1 4.0 1.29 1.25

123635+621924 0.061 3.8 -0.87 0.1 78.9 3.6 1.05 1.0

123635+621926 0.069 3.8 -1.07 0.16 64.3 4.5 0.98 1.13

123636+620704 0.442 3.75 -1.4 24.6 21.1 4.8 0.5 0.88

123636+620707 0.0070 3.75 -6.22 173.85 17.6 5.7 0.04 1.0 0.276

123636+620708 0.0070 3.75 -3.68 1.05 28.4 4.1 1.19 1.0 0.952

123636+621155 1.0 3.0 -0.45 0.65 2.7 1.8 3.09 1.75

123636+621424 0.158 3.8 -0.7 0.06 45.7 3.6 0.92 0.75 2.011

123636+621436 0.0070 3.8 -3.86 1.05 29.9 3.5 0.44 1.13 1.018

123637+620852 0.075 3.8 -0.98 0.06 59.7 3.7 1.15 0.88

123637+621135 0.938 3.75 -2.25 0.44 30.9 2.2 2.7 2.88

123637+621320 0.028 3.8 -1.47 0.07 46.3 4.1 1.27 1.13

123638+621117 0.032 3.75 -0.19 3.64 23.1 4.8 0.33 1.25

123638+621747 3.0 -0.47 0.56 350.0 17.5 4.8 1.38

123640+621029 0.941 3.0 -2.02 1.06 115.2 4.7 3.86 1.13

123640+621250 0.0060 3.75 -2.52 0.09 37.8 3.4 0.06 1.13

123641+621011 0.367 3.8 -0.2 0.08 38.2 4.1 1.59 1.38 1.958

123641+621129 0.013 3.75 -1.89 0.14 19.8 2.8 0.02 1.25

123641+621833 0.882 3.8 -0.6 0.06 308.8 5.7 0.57 0.25 1.1456

123642+620948 0.266 3.8 -0.5 0.07 68.9 3.7 0.63 0.88 0.518

123642+621331 0.834 3.8 -0.76 0.04 409.8 5.8 0.59 0.25 4.424

123642+621546 1.0 3.8 -0.5 0.05 165.5 3.9 1.14 1.13 0.857

123642+621720 0.0 0.4 1.38 2.5 3.1 0.25 0.13

123642+621722 0.12 3.0 -0.88 0.09 25.8 3.2 1.12 0.75

123643+620934 0.124 3.8 -0.82 0.12 36.5 4.2 1.07 1.13

123643+620959 0.851 3.75 -0.69 5.87 16.3 3.7 0.15 0.5

123644+621133 0.998 3.8 -0.46 0.04 694.2 12.0 1.59 12.0 1.05

123644+621250 0.038 3.0 -1.23 0.06 25.3 3.8 1.42 1.13

123644+621451 0.438 3.8 0.52 3.11 31.8 4.3 0.23 1.0 2.095

123644+621706 0.179 3.75 -0.81 3.71 20.9 4.7 0.67 1.25

123645+621901 0.041 3.75 -1.87 0.76 39.7 4.1 1.04 1.0

123646+620754 0.144 3.75 -0.65 0.08 44.2 3.9 1.45 1.13 1.433

123646+620825 1.0 0.0 0.44 0.31 3.0 2.7 0.75 0.38

123646+621405 0.898 3.8 -0.01 0.05 257.6 6.5 0.52 0.38 0.961

123646+621449 0.129 3.8 -1.11 0.04 100.9 3.5 1.33 1.0 1.7

123646+621527 0.011 3.75 -2.01 0.06 33.9 4.1 0.37 1.13 0.8511

123646+621630 0.036 3.8 -1.01 0.05 90.7 4.1 1.68 1.25 0.502

123646+621940 0.07 3.75 -0.16 0.09 36.2 3.7 1.36 1.38

123647+620833 0.035 3.8 -0.89 0.06 74.5 3.8 0.95 1.0 0.9712

123647+621049 0.023 3.8 -2.68 3.4 17.0 4.0 1.4 1.38 0.94

123647+621227 0.998 0.0 -3.41 2.18 12.5 3.8 0.0 0.0

123647+621446 0.098 3.75 -1.68 0.05 174.9 6.6 2.17 1.38

123648+620633 3.0 -0.51 1.22 19.2 3.6 0.91 1.13

123648+621120 0.256 3.0 -2.22 113.2 14.1 4.5 0.33 0.63

123648+621426 1.0 3.75 -2.21 9.26 14.7 3.5 0.98 1.25

123649+620922 0.998 3.75 -0.14 0.05 11.2 3.7 0.12 0.88

123649+620932 0.065 3.75 -3.96 5.78 12.1 3.6 0.1 1.38 0.517

123650+620738 0.516 3.8 -0.25 0.06 266.8 3.9 0.65 0.38 1.6095

123650+620802 0.436 3.8 1.51 3.58 28.2 3.8 0.2 1.63 0.559

123650+620845 0.087 3.8 -0.61 0.08 78.8 4.2 0.67 1.13 0.434

123650+621313 0.158 3.8 -1.48 0.05 137.5 4.3 2.08 1.0 0.475

123651+620529 3.75 1.14 1.91 46.0 4.5 0.25 1.0

123651+621031 0.035 3.8 -1.12 0.05 79.9 4.1 1.18 1.0 0.41

123651+621052 0.731 3.75 -2.31 0.45 16.7 3.1 0.77 0.38

123651+622017 3.75 -0.53 3.37 35.8 3.9 0.52 1.88

123652+620644 0.0080 3.75 -1.61 0.09 48.1 3.5 0.0 1.13

123652+621221 0.063 3.8 -0.83 0.05 56.1 3.7 1.23 1.38 2.7

123652+621226 3.75 -2.36 9.0 13.4 4.1 1.6 1.0 1.0857192464

123652+621504 3.0 -3.0 4.27 15.1 3.6 1.57 1.5
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Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123653+620647 0.013 3.75 -3.31 5.32 22.5 4.4 0.08 1.0

123653+621140 0.111 3.8 0.01 0.13 60.5 4.0 0.48 1.0 1.275

123653+621355 0.382 3.0 -0.79 0.1 11.0 3.9 1.66 1.13

123653+621444 0.855 3.8 0.12 0.04 174.6 4.3 0.67 0.38 0.321

123653+621808 0.048 3.8 -0.51 0.06 78.1 3.8 0.96 1.0 0.253

123654+620548 3.0 -2.03 3.95 34.1 4.2 1.67 1.13

123654+620745 0.114 3.8 -0.31 0.07 49.4 3.9 1.36 1.25 0.2022

123655+620535 0.011 3.8 -1.28 0.14 59.2 5.5 1.1 1.38

123655+620804 0.011 3.75 -3.57 0.77 19.9 3.8 0.04 1.13

123655+620819 0.18 3.75 -0.73 0.26 26.7 3.9 0.53 0.88

123656+620808 0.045 3.8 -1.24 0.06 97.6 5.2 1.51 1.0 0.792

123656+620917 0.025 3.8 -1.12 0.05 68.7 3.8 1.13 1.13 0.419

123656+621938 3.8 0.53 1.46 35.4 3.4 0.28 1.0

123657+621208 0.548 3.8 -0.4 0.2 32.6 3.5 0.74 1.0

123657+621408 0.016 3.75 -2.1 0.11 18.6 3.5 0.04 0.88

123657+621513 0.043 3.8 -1.41 0.14 22.1 3.6 1.12 1.13

123658+620958 1.0 3.75 -0.72 0.25 8.7 1.4 4.19 0.25

123658+621455 0.066 3.0 -0.36 0.07 27.9 2.5 0.91 1.0

123659+620932 0.011 3.8 -1.23 0.18 24.1 3.7 0.95 1.38

123659+621833 0.883 3.8 -0.89 0.06 4400.5 63.6 0.56 0.25

123700+620910 0.978 3.8 -0.69 0.05 281.0 6.1 0.74 0.38

123700+620952 0.047 3.75 -1.11 0.17 28.8 4.6 0.97 1.0

123700+621450 0.124 3.75 -1.27 0.07 37.7 3.9 2.0 1.25 0.761

123700+621617 0.859 3.75 -0.51 0.12 36.0 3.4 1.4 1.0

123701+621030 0.167 3.75 -1.65 2.45 15.0 4.4 1.06 1.0

123701+622008 0.212 3.75 -2.51 4.16 26.6 5.1 0.53 0.88

123702+621025 3.75 -2.26 0.95 22.7 3.9 0.9 1.0

123702+621146 0.016 3.8 -0.77 0.04 57.9 3.4 0.98 1.25 1.52

123702+621735 3.8 -1.0 1.93 41.2 4.8 0.47 1.88

123703+620833 0.09 3.8 -2.08 0.2 23.2 3.0 0.13 1.13

123703+621302 0.016 3.75 -1.8 0.07 27.0 3.0 0.35 1.13

123703+621402 0.706 3.8 -0.95 0.05 26.5 3.3 1.92 0.88 1.2463

123703+621427 0.31 3.0 -1.7 0.85 115.3 4.5 2.75 1.38 3.214

123703+621544 1.0 3.75 -0.6 1.26 15.0 3.0 0.87 1.38

123704+620755 0.182 3.8 -0.14 0.08 39.7 3.6 1.45 1.25 1.253

123704+621158 0.748 3.8 -0.54 0.13 36.6 3.1 0.84 1.38

123704+621446 0.184 3.8 -2.99 34.57 14.5 3.6 1.09 1.0 2.214

123705+621429 0.379 3.8 0.54 2.33 22.2 3.4 0.36 1.0

123705+621601 0.033 2.5 -2.25 0.24 25.6 3.7 1.73 1.0

123705+621951 0.666 3.8 0.93 0.2 71.6 4.3 0.46 1.13

123706+621154 0.081 3.75 -0.57 0.08 24.2 3.7 1.24 1.25 0.902

123706+621851 0.134 3.75 -4.4 22.58 19.5 4.2 0.33 0.75

123707+620722 0.084 3.8 -1.79 0.16 65.1 4.2 1.45 0.88

123707+620932 0.026 3.75 -3.17 1.94 13.4 4.5 0.09 1.63

123707+621408 0.043 3.75 -2.19 0.12 24.4 4.2 0.73 1.0 2.48

123707+621729 0.0080 3.75 -2.65 1.49 15.8 5.7 0.01 1.5

123708+621029 0.017 3.8 -2.17 0.13 26.7 4.0 1.68 1.25

123708+621056 0.034 3.8 -0.82 0.07 53.9 4.3 0.97 1.0 0.422

123708+621122 0.12 3.8 -0.92 0.07 41.1 3.9 1.36 1.0

123708+621410 0.08 3.8 1.04 3.05 33.6 3.6 0.13 1.0

123708+621659 0.032 3.8 -1.07 0.07 46.6 3.7 1.2 1.0 0.4577

123709+620838 0.596 3.8 -0.23 0.05 187.9 4.1 1.11 0.75 0.907

123709+621051 0.093 3.75 0.56 2.7 29.0 4.2 0.35 1.13 0.4113

123710+620754 1.0 3.0 1.63 1.65 15.7 4.1 0.84 1.0

123710+620841 0.109 3.8 -0.63 0.06 87.5 3.7 1.22 1.13 0.902

123710+620859 0.0060 3.75 -5.12 7.58 17.0 3.5 0.04 1.25

123711+621331 0.136 3.8 -1.58 0.04 435.1 17.6 2.64 1.38 1.112

123711+621928 0.688 3.75 -2.12 0.68 16.7 4.7 0.05 1.5

123712+621035 0.196 3.75 -0.77 0.39 17.6 4.3 0.86 1.13

123712+621212 0.0070 3.75 -2.88 0.24 29.2 4.9 0.08 1.0

123712+621326 0.17 3.8 -0.71 0.06 47.4 3.9 1.29 1.0 1.99

123713+620851 0.121 3.8 -1.39 0.17 40.8 4.6 1.39 1.0

123713+621546 0.174 3.75 0.43 5.19 20.9 3.9 0.15 1.25 0.9363

123713+621953 3.75 -2.56 1.91 147.9 9.0 2.08 1.0

123714+621604 0.0070 3.75 -2.44 0.1 36.1 3.2 0.39 1.38 0.9375

123714+621826 0.999 3.8 -0.71 0.06 582.4 8.9 0.9 0.25

123715+620804 0.031 3.75 -2.51 0.99 22.7 4.5 0.05 1.0

123715+620823 0.962 3.8 -0.3 0.06 1974.3 33.9 0.71 0.38

123715+621617 1.0 3.75 -0.31 0.45 30.0 3.8 0.84 1.13 1.522
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Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123716+621213 0.673 3.0 -1.97 2.68 46.4 2.1 2.49 1.0

123716+621512 1.0 3.8 0.17 0.05 149.7 3.8 0.72 0.38 0.23

123717+620804 0.038 3.8 -1.54 0.15 44.1 4.0 1.27 1.0

123717+621007 0.064 3.8 -1.3 0.06 64.8 3.7 1.35 1.0 0.411

123717+621643 0.136 3.8 -0.46 0.1 56.6 5.1 0.91 0.88 0.557

123717+621733 0.949 3.8 -0.68 0.06 306.4 6.6 0.7 0.38 1.146

123717+621824 0.091 3.75 -0.48 0.26 31.5 3.8 0.83 1.63 0.839

123718+620828 0.029 3.8 -1.42 0.07 92.9 5.6 1.23 1.0

123718+621133 0.141 3.75 0.29 3.66 23.4 3.5 0.24 1.13

123719+620657 1.0 3.75 -0.71 2.31 23.7 3.8 0.96 1.0

123720+620741 0.436 3.8 0.3 0.08 129.6 4.2 0.48 0.63

123720+620903 0.339 3.8 0.93 0.17 62.7 3.5 0.54 1.13

123721+620708 0.723 3.8 -0.22 0.07 264.5 5.9 0.64 0.5

123721+621130 0.989 3.8 0.18 0.05 337.5 7.2 0.68 0.38 1.56

123721+621346 0.135 3.75 -0.76 0.2 30.9 4.4 0.65 0.88 1.019

123722+621035 0.998 3.8 -0.38 0.12 45.3 2.4 2.05 1.13

123722+621216 0.015 3.0 -1.04 0.09 26.8 3.4 1.0 1.5

123722+621927 1.0 3.0 -4.06 10.24 78.9 4.9 2.59 1.0

123723+620910 3.75 -1.66 2.87 13.0 0.9 3.23 0.13

123723+621357 0.07 3.75 -5.68 110.46 14.7 3.8 0.07 0.38

123724+621304 1.0 3.0 -1.74 0.48 16.3 1.7 5.02 0.63

123724+621714 0.992 3.75 -2.31 21.66 14.6 4.2 0.01 0.13

123725+620856 0.016 3.8 -0.24 0.1 69.2 4.0 0.53 1.5 0.984

123725+621006 0.0070 3.75 -2.3 0.06 26.2 3.8 0.07 1.63 0.36

123725+621850 0.02 3.75 -1.87 0.32 30.4 4.0 0.02 1.0

123726+620725 1.0 3.75 -0.93 20.1 9.3 4.2 0.97 0.13

123726+621128 0.873 3.8 -2.12 0.05 12602.4 605.4 5.34 2.5 1.2653

123727+620823 0.229 3.8 0.82 1.41 45.5 4.3 0.28 0.88

123727+621419 0.563 3.75 -2.0 6.38 16.9 4.1 1.06 1.75

123727+621714 0.073 3.0 -1.09 0.43 24.0 3.9 1.33 1.13

123728+620826 0.83 3.75 -1.34 0.39 14.1 2.5 0.06 1.13

123728+621035 3.0 -2.23 0.94 13.0 3.6 0.01 0.13

123728+621124 3.8 -0.21 4.19 28.3 4.2 0.21 1.0

123728+621855 3.0 -1.38 1.56 28.0 4.3 1.03 1.0

123731+620942 0.182 3.75 -4.4 1841.95 101.9 5.5 3.29 1.25

123731+621153 0.787 3.8 0.04 0.12 42.7 3.8 0.58 0.88

123731+621259 0.953 3.8 -0.76 0.07 105.2 6.0 0.92 0.38

123731+621620 0.0060 3.75 -3.25 0.41 32.6 3.7 0.02 1.25 0.975

123733+620919 0.0080 3.75 -3.33 1.35 28.3 3.1 1.15 1.13

123733+621013 0.095 3.8 -0.98 0.21 34.2 4.4 1.25 1.13

123734+620931 0.027 3.8 -0.46 0.07 40.8 5.1 1.06 1.25 0.189

123734+621723 0.017 3.8 -3.0 0.89 46.6 4.7 1.99 1.38 0.6402

123735+620807 0.0060 3.75 -4.61 14.03 33.6 3.8 0.21 1.13

123735+620941 0.626 3.75 0.52 0.28 29.2 3.7 0.6 0.88

123736+621056 0.0080 3.75 -2.97 1.66 17.8 3.9 0.87 0.88

123736+621058 0.011 3.75 -2.41 0.23 38.7 3.8 0.11 1.0

123736+621805 0.062 3.0 -3.01 36.39 15.5 5.1 1.86 0.5

123737+621205 0.998 3.75 1.46 5.53 16.5 3.3 0.61 1.5

123737+621429 0.123 3.8 -0.42 0.23 58.3 4.1 0.63 0.88

123738+620828 0.108 3.8 -1.73 0.2 100.2 4.6 1.48 0.88

123738+620920 0.122 3.8 -0.88 0.59 48.4 5.0 0.76 1.25

123738+621041 0.011 3.75 -2.73 0.79 25.4 3.8 0.03 1.0

123738+621737 3.0 -0.85 2.36 18.8 3.8 1.44 1.13

123739+621455 0.125 3.0 -0.92 0.13 18.9 4.0 1.81 1.13

123739+621559 0.043 3.75 -1.48 0.19 20.6 3.5 0.01 1.13

123741+620911 0.127 3.75 0.66 0.34 45.6 4.2 0.42 1.13

123741+621200 0.909 3.75 -2.81 2.3 53.2 3.1 3.46 1.38

123741+621221 1.0 3.75 0.63 0.54 20.8 3.5 0.86 1.25

123741+621232 0.308 3.75 -1.55 0.06 23.6 2.7 0.02 0.5

123741+621251 0.526 3.8 -0.69 0.07 144.9 3.9 1.12 0.88

123741+621517 3.75 -0.71 36.28 6.6 1.3 3.06 0.25

123742+621224 0.204 3.75 -1.87 0.61 19.4 3.6 0.04 0.88

123742+621418 0.237 3.75 -2.14 3.69 90.9 5.0 2.19 1.0

123742+621518 0.2 3.8 -0.14 0.07 107.9 3.3 1.14 1.13 0.07

123743+621557 0.567 3.8 -0.66 0.25 60.1 5.1 0.66 1.0

123745+621219 0.266 3.75 0.66 0.56 44.2 4.3 0.57 1.0

123746+621435 0.323 3.75 0.83 2.21 25.8 4.5 0.45 1.13 0.2995

123746+621457 0.307 3.8 0.74 0.55 57.9 3.5 0.62 1.13 0.9115

123748+621442 0.668 3.0 0.3 0.17 43.6 3.7 0.51 0.5
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Source ProbAGN Tf (�) ↵ �↵ S(µJy) �S(µJy) Rp(arcsec) LAS(arcsec) z

123750+621143 0.015 3.75 -2.29 0.08 28.6 4.5 0.07 1.38

123750+621206 0.014 3.0 -1.65 0.13 23.8 3.6 0.0 1.13

123750+621359 0.062 3.8 -0.94 0.19 51.6 5.6 0.99 1.13

123750+621401 0.043 2.5 -1.78 0.75 130.9 7.7 2.39 1.88
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Appendix II

e-MERGE Source Plots

Sources identified in the GOODS-North field and observed in the e-MERGE survey
are included for reference in this appendix. These are all the highest angular resolution
images, with 0.2 arcsec beam, derived from e-MERLIN + Legacy data.
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Index

G
Great Observatories Origins Deep Survey,

27

H
Hubble Deep Field North, 27

P
Particle exponent, 34

R
Rayleigh-Jeans Law, 36

S
Spectral Energy Distribution, 30

Supernova remnants, 30, 32
Synchrotron radiation, 33

Synchrotron self-absorption, 35
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