Optimization under uncertainty of thermal storage based flexible demand response with quantification of residential users’ discomfort
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Abstract — This paper presents a two-stage stochastic programming model for provision of flexible demand response (DR) based on thermal energy storage in the form of hot water storage and/or storage in building material. Aggregated residential electro-thermal technologies (ETT), such as electric heat pumps and (micro-) combined heat and power, are modeled in a unified, non-technology specific way. Day-ahead optimization is carried out considering uncertainty in outdoor temperature, electricity and hot water consumption, dwelling occupancy, and imbalance prices. Building flexibility is exploited through 1) specification of a deadband around the set temperature, or 2) a price of thermal discomfort applied to deviations from the set temperature. A new expected thermal discomfort (ETD) metric is defined to quantify user discomfort. The efficacy of exploiting the flexibility of various residential ETT following the two approaches is analyzed. The utilization of the ETD metric to facilitate quantification of the expected total (energy and thermal discomfort) cost is also demonstrated. Such quantification may be useful in the determination of DR contracts set up by energy service companies. Case studies for a UK residential users’ aggregation exemplify the model proposed and quantify possible cost reductions that are achievable under different flexibility scenarios.

Index Terms — Demand response, electric heat pump, combined heat and power, thermal energy storage, user comfort, energy service company.

NOMENCLATURE

A. Acronyms

ASHP Air Source Heat Pump
CHP Combined Heat and Power
DA Day Ahead
DHW Domestic Hot Water
DR Demand Response
ETD Expected Thermal Discomfort
ETDC Expected Thermal Discomfort Cost
EHP Electric Heat Pump

ESCo Energy Service Company
ETT Electro Thermal Technology
ICE Internal Combustion Engine
mu monetary unit
PDF Probability Density Function
SE Stirling Engine
SH Space Heating
TES Thermal Energy Store

B. Indices

s scenario index, from 1 to \( N_s \)
i time step index, from 0 to \( N_i \)
b dwelling index, from 1 to \( N_b \)

C. Parameters

1) Resource

\( \tau_b \) binary heater type indicator (1 for electricity consuming, 0 for electricity generating)
\( p_{b\min} \) min electrical power of unit (kW)
\( p_{b\max} \) max electrical power of unit (kW)
\( \rho_{s,lb} \) ratio of heater thermal output to electrical input
\( \eta_b \) combined heat and power unit electrical efficiency
\( T_{b,\text{set}} \) set temperature of dwelling (°C)
\( \delta_{b,\text{low}} \) max down-variation from set temperature (°C)
\( \delta_{b,\text{high}} \) max up-variation from set temperature (°C)
\( R_b \) thermal resistance of dwelling (°C/kW)
\( C_b \) thermal capacitance of dwelling (kWh/°C)
\( x_{b\max} \) max temperature of TES (°C)
\( x_{b\min} \) min temperature of TES (°C)
\( r_b \) thermal resistance of TES (°C/kW)
\( c_b \) thermal capacitance of TES (kWh/°C)

2) Consumer Energy/Occupancy Scenario Profiles

\( l_{s,i,b}^{\text{DHW}} \) domestic hot water load (kWh)
\( E_{s,i,b} \) non-heating (base) electricity load (kWh)
\( \theta_{s,i,b} \) binary indicator of active occupancy

3) Price/Temperature Profiles and Parameters

\( \lambda_t^{\text{h}} \) day-ahead electricity import price (£/kWh)
\( \lambda_t^{\text{e}} \) day-ahead electricity export price (£/kWh)
\( \mu_{s,i}^{\text{b}} \) imbalance electricity import price (£/kWh)
\( \mu_{s,i}^{\text{e}} \) imbalance electricity export price (£/kWh)

\(^1\) Includes energy costs, network charges, and other relevant retail costs as applicable.
\[ y \quad \text{gas price (£/kWh)} \]
\[ \varphi^* \quad \text{penalty for deficient temperature (£/(C-h))} \]
\[ \varphi^+ \quad \text{penalty for excess temperature (£/(C-h))} \]
\[ T^{\text{out}}_{st} \quad \text{outside temperature (°C)} \]
\[ p_s \quad \text{scenario probability} \]

I. INTRODUCTION

DISPATCHABLE generating assets have traditionally been the main source of flexibility in electricity systems. However, there is a need for incorporating new sources of flexibility in system operation [1], such as demand response (DR). DR is defined as any action on the demand side of the meter in response to price signals [2]. Any device which features some storage (of the end product or within a process) has the potential to provide flexibility for DR purposes [3]. Therefore of particular interest, for DR applications, are electro-thermal technologies (ETT). These include electric (resistive) heating, electric heat pumps (EHP) and combined heat and power (CHP). Such technologies have substantial thermal storage potential (in physical stores such as hot water TES or in dwelling materials exploiting embedded thermal inertia), and thus are a major source of potential flexibility.

The problem of optimization of storage-type customers under time-varying prices, in particular the complexity introduced by inter-temporal constraints, has long been recognized [4]. A key observation on this topic has been that benefits from operating storage are only realized if the price difference between storage charge and discharge periods exceeds losses associated with storage [3]. This observation drives the need to understand the physical basis of relevant storage resources and their associated losses and inertia. In this respect, with regards thermal modeling of dwellings, electrical analog models [5], which feature equivalent thermal resistances and capacitances, have been proposed as a suitable option. It should be noted that this option also provides the potential for linear optimization, as a model for the relevant decision-making process. For maximum scalability such models have been reduced to single-node lumped-system models [6]. With regards to modeling of TES, less work has been conducted (despite the developments that are making TES increasingly interesting [7]). Nevertheless, also for TES, there is a wide range of modeling approaches, from multi-nodal to single-node models [8]. However, it is notable that, in the current literature, a systematic unified model of both dwelling and TES, suitable to fully explore the benefit and interactions of such storage resources, does not exist. Moreover, when dealing with thermal storage based resources, technology specificity appears to be another limit. In fact, most of the current literature refers to a specific technology. This includes [3] and [7] pertaining to electric resistive heating, [4], [5] and [8]–[10] to air-conditioning for cooling, [12] to EHP for heating, and [13] to CHP for heating. However, limiting to one specific technology precludes the study of the complementarity of different ETT, such as EHP (consuming electricity when heat is needed) and CHP (producing electricity when heat is needed). This limitation also does not allow the study of relevant optimal portfolio analyses, considering the possibility of DR through day-ahead (DA) or real-time arbitrage among different energy vectors\(^1\) [14].

Besides shifting between energy vectors, thermal storage based resources may also offer DR from curtailment or shifting in time of the final energy service [15]. Exploitation of such flexibility necessitates the consideration of user preference [16] (equivalently comfort [17] or utility [18]). Such preference may be expressed as limits on service levels [16], [19]–[21], or through specification of the value of the energy service to be incorporated into a generalized cost objective function [6], [12], [22]–[24]. Focusing particularly on generalized cost approaches, [22] includes, in addition to monetary cost, costs related to waiting (for appliance operation). Similarly, [24] defines a transfer coefficient which can be conceived of as a measure of the willingness of the user to shift their appliance consumption in time. Another component of the objective can be a cost associated with thermal discomfort, as implemented in [6], [12], [23]. Outside of mathematical programming approaches, heuristic based methods have also been employed. In [17], for example, a demand aggregator seeks to deliver a given amount of demand reduction with minimal loss of user comfort, using genetic algorithms.

Following a level of service approach, flexibility in the heat stored in dwelling materials may be exploited by allowing the temperature to vary within a certain deadband. However, this will result in the dwelling temperature usually, assuming a cost minimization objective, tending towards the lower bound [9]. To counter this effect, penalties on deviation of the temperature from the set temperature may be combined with the temperature bounds to enable a cost/comfort multi-objective optimization. These non-monetary penalties may be based on the predicted mean vote method, such as in [10], [25]. However, such measures are not completely generalizable as they are designed for measuring the comfort of large groups of people over extended periods of time [26]. A popular, more general, alternative approach is to explicitly place a price on deviations of the dwelling temperature from the set temperature (which may vary by dwelling and time). Such a price is often termed the “price of discomfort”. This kind of approach is, for instance, followed in [6], [12], [23]. Notwith-
standing the difficulty of determining an appropriate price for thermal discomfort, this approach may be considered practical. More specifically, in [6] a mu/(°C)² coefficient is applied to the square of the deviation of the dwelling temperature from the set temperature for each dwelling class and time period. However, given that quantification of the price of discomfort may need to be clearly integrated into a contract between the party exploiting the flexibility (a “flexibility aggregator”, such as an ESCo, or energy retailer) and the dwelling occupants, such a price coefficient may be inadequate. This is due to the failure to explicitly consider the duration of the deviation and therefore its comfort level impact, which will be crucial in specifying acceptable service levels in DR contracts. In [23], the price coefficient has unit mu/°C which, although more intuitive than the unit mu/(°C)² in [6], similarly does not explicitly consider the length of the deviation. In [12] these weaknesses are addressed though specification of the price of discomfort coefficient in the form mu/(°C-h). However, the application of this coefficient to the absolute value of the deviation precludes specification of different values for up/downward deviations. Also the approaches in [12], [23] preclude a price of discomfort which varies over time and across dwellings. Therefore, current approaches which consider the value of thermal comfort in exploitation of dwelling flexibility may be considered incomplete. Hence, such approaches may be unsuitable as a basis for specification of contracts between users and flexibility aggregators.

On the above premises, this work formally describes a comprehensive techno-economic model for aggregation of generic ETT with thermal storage (in the form of TES and/or dwelling material) for DR optimization, in a DA market context, with consideration of thermal comfort. The proposed model incorporates ETT and storage with dynamical equations, so as to allow linear optimization. Given the high degree of uncertainty inherent in the operation of ETT (primarily dictated by thermal requirements, as well as in market prices), a two-stage stochastic programming approach is employed [27]. This represents a simplification of the most comprehensive approach, a multi-stage framework. Under the assumption that uncertain parameters change relatively little during the considered period, the two-stage approach can be considered to provide a good estimate of the result of a full multi-stage problem. Additionally, the two-stage approach may be considered more practical given the complexity of a multi-stage approach. The stochastic programming approach includes consideration of the effect of uncertainty in outdoor temperature (a major determinant of space heating load), DHW load, base electricity load, occupancy and imbalance prices. This provides a full consideration of uncertainty affecting DR from ETT. Optimization is undertaken by a balancing responsible party fulfilling both a retailer (for inflexible base electricity demand) and ESCo role (providing thermal comfort and DHW to dwelling occupants).

Thermal discomfort is quantified using a new expected thermal discomfort (ETD) metric. The ETD metric is intended as a standard metric focused on the loss of energy service, rather than energy itself. Through application of a price of discomfort, such a metric can, as will be demonstrated, be incorporated into an ESCo optimization to produce more efficient results than alternative methods for exploiting flexibility. Further, the ETD can serve as a standard basis for determining user compensation for lost comfort, via the expected thermal discomfort cost (ETDC) measure, in DR contracts. This represents a different direction for specification of remuneration for space conditioning related DR contracts. Such contracts, in the past, have largely been specified based on available electrical power [28], [29], with no explicit appreciation of lost thermal comfort.

Following initial modeling carried out in [30], the formalization of a linear, non-technology specific unified stochastic programming model of both dwelling and TES, which enables appreciation of the complementarity of electricity consuming and generating ETT, is the major novel contribution of this paper. The consideration of all available storage (as opposed to previous limited approaches [6]–[8], [31]), in a stochastic fashion, considering the complexity of multiple scenarios and of inter-temporal constraints dictated by storage operation, is also a significant contribution. A further contribution lies in the explicit consideration of occupant thermal discomfort, via the ETD metric, for more efficient exploitation of flexibility and determination of compensation for lost comfort in DR contracts.

The remainder of the paper is organized as follows. Section II details the optimization problem formulation. Section III introduces and details case studies, showing the application of the formulation to a residential scenario with dwelling heating units and TES. Section IV provides the concluding remarks and bridges to future work.

II. PROBLEM DESCRIPTION

The problem described is that of a balancing responsible retailer-ESCo. The retailer-ESCo retails electricity for fulfillment of base electricity demand, while exercising direct control over ETT and TES to provide thermal comfort to contracted standards. In this work the contract between the dwelling occupants and the retailer-ESCo specifies a deadband (which may in case be zero) at times of active occupancy. Prices are specified for thermal discomfort (payable by the retailer-ESCo to the dwelling occupant, in the form of £/(°C-h)) for deviations below or above the limits of the specified deadband. Such an arrangement might be considered contentious given the necessity of sharing potentially sensitive data on building energy usage between the dwelling occupants and the actor fulfilling the retailer-ESCo role [32]. However, given the growing importance for society of CO₂ reduction (which in turn motivates reduction in energy consumption and hence interest in the ESCo model [33]) it can be expected that such concerns will be mitigated appropriately. This will enable the retailer-ESCo access to the required information. Concerns may also be counteracted by the potential rewards available (in terms of CO₂ reduction for society and bill reduction for the consumer).

Each dwelling has a thermal load (SH and DHW) and a (non-heat related) “base” electrical load, all subject to uncertainty. The retailer-ESCo’s objective is to minimize the expected cost over the day considering DA market purchases, imbalance costs (additional cost for balancing its position which it might incur in real time due to demand forecast uncertainty), gas purchases, and payments to dwelling occu-
pants for violation of contracted thermal comfort standards. Intra-aggregation balancing is assumed to be possible (e.g., in line with microgrid applications [34]), with import and export prices applied, to the aggregation’s net import/export. The dwellings’ thermal demand is served by an (electricity consuming or generating) ETT. The retailer-ESCo may create flexibility in each dwelling, to respond to uncertainty, through exploitation of a TES and/or through heat storage (thermal inertia) in building material. TES and dwellings are modeled as lumped systems [6], with one equivalent thermal resistance (modeling heat losses) and one thermal capacitance (modeling thermal inertia). Uncertainty in some problem parameters (see Section III.B) is modeled through use of scenarios, and the problem is cast as a two-stage stochastic optimization problem [35]. More specifically, decisions on DA purchases are made in the first (day-ahead) stage, while recourse decisions (ETT and TES set-points and imbalance settlement purchases) are made at the second stage (real time). Scenarios to model the relevant uncertainties can be formed with reference to parameter forecasts or through utilization of past records (or a combination of both). If past records are used, scenario reduction [35, 36] may be required to reduce the number of scenarios, in order to reduce model run-time to practical levels.

Energy prices include all relevant additional costs (such as network charges). In this respect, the formulation allows for separate directional (import and export) DA and imbalance prices. This is done so that some of these additional costs can be applied differently to import and export prices and in order to accommodate double and single pricing arrangements for imbalance prices.

A. Retailer-ESCo’s Objective Function

The retailer-ESCo’s objective (1) is to minimize its overall expected (day ahead and imbalance) electricity and gas costs over the day while maintaining contracted levels of thermal comfort (violations of which are penalized). Relevant uncertainties are considered. These are modeled through $N_s$ scenarios, each with probability of occurrence $p_s$.

$$
\text{Min} \left\{ \sum_{s=1}^{N_s} \left[ \xi^T D^r - \lambda^T_i D^l \right] + \sum_{s=1}^{N_s} p_s \left[ \xi^T_i l^r_s - \mu^T_i l^l_s + \gamma^T_i G_s + \sum_{b=1}^{N_b} O_s \left( \theta^T_t x_{s,i,b} + \phi^T_i T_{s,i,b} \right) \right] \right\}
\tag{1}
$$

B. ETT/TES Modeling

A key feature of the proposed formulation is the conceptualization of the ETT/storage resource. In this formulation the thermal load ($L^T_{s,i,b} + L^D_{s,i,b}$) is always non-negative, but the accompanying ETT electrical variable $H_{s,i,b}$ will be either non-negative (for electricity consuming ETT) or non-positive (for electricity generating ETT) for each dwelling, depending on the technology type. Hence, an electricity consuming ETT and electricity generating ETT can be modeled in the same way, differentiated only by the ratio of the thermal output to the electrical input $\rho_{s,i,b} - \rho_{s,i,b}$ will take a positive value for an electricity consuming ETT (e.g., an EHP) and a negative one for an electricity generating ETT (e.g., a CHP).

Limits on the operating range of each ETT are described in (2) and (3). $P^\text{min}_{b}$ and $P^\text{max}_{b}$ are the electrical consumption power limits of the technology, which are transformed into heat energy limits by the application of $\rho_{s,i,b}$ and the time step duration $l$. Since $H_{s,i,b}$ and $\rho_{s,i,b}$ may be non-negative or non-positive, the formulation of (2) avoids the need for technology specific constraints:

$$
\rho_{s,i,b} P^\text{min}_{b} \leq H_{s,i,b} \leq \rho_{s,i,b} P^\text{max}_{b}
\tag{2}
$$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. In line with most heating system arrangements, heat passes from the ETT to the TES and then to the dwelling/DHW loads. Heat input from the ETT is specified by the second term on the right hand side of (3), followed by terms for inadvertent loss$^4$ and SH and DHW loads. Constraint (4) limits the SH load to non-negative values:

$$
X_{s,i+1,b} = X_{s,i,b} + \rho_{s,i,b} H_{s,i,b} - X_{s,i,b} (\theta^T t_{s,i,b})^{-1} - L^{SH}_{s,i,b} - L^{DHW}_{s,i,b}
\tag{3}
$$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. $L^{SH}_{s,i,b} \geq 0$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. $L^{DHW}_{s,i,b} \geq 0$

Energy content limits of the TES energy level, $X_{s,i,b}$, are related to the minimum/maximum TES temperature, as described in (5).

$$
\left( \frac{X^\text{min}}{X^\text{max}} - T_{s,i,b} \right) \leq X_{s,i,b} \leq \left( \frac{X^\text{min}}{X^\text{max}} - T_{s,i,b} \right)
\tag{5}
$$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. The dwelling system is modeled in (6). The state of the dwelling is determined by its temperature $T_{s,i,b}$. The heat loss is described via the indoor-outdoor temperature differential and the dwelling resistance value:

$$
T_{s,i+1,b} = T_{s,i,b} + (T^{SH}_{s,i,b} - (T_{s,i,b} - T^{out}_{s,i,b}) (R^H_{s,b})^{-1} + X_{s,i,b} (\theta^T t_{s,i,b})^{-1}) (C^H_{s,b})^{-1}
\tag{6}
$$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. The limits on a dwelling’s state (temperature) are described in (7). The basis of the limits is the set temperature of the dwelling $T^{set}_{s,i,b}$. As the set temperature is only required when the dwelling is occupied, the binary parameter $O_{s,i,b}$ is used to switch the constraint off when the dwelling is unoccupied. Without loss of generality $\delta^\text{low}_{s,b}$ and $\delta^\text{high}_{s,b}$ define the deadband around the set temperature, which may also be conceived of as limits on the storage capability of the dwelling, and therefore a measure of its flexibility. $T^{+}_{s,i,b}$ and $T^{-}_{s,i,b}$ define the surplus and deficit temperature respectively, which are penalized, as appropriate, in the problem objective (1).

$$
O_{s,i,b} (T^{set}_{s,i,b} - \delta^\text{low}_{s,b}) \leq O_{s,i,b} (T^{+}_{s,i,b} - T^{-}_{s,i,b} + \delta^\text{high}_{s,b}) \leq O_{s,i,b} (T^{set}_{s,i,b} + \delta^\text{high}_{s,b}) - T^{-}_{s,i,b} \geq 0
\tag{7}
$$

For all $s = 1$ to $N_s$, $i = 0$ to $N_i$, $b = 1$ to $N_b$. Equalities (9) and (10) set the initial (at time step 1, also equal to the first time step of the next day) and final states of the dwelling temperature and TES energy variables to be equal. Such constraints are necessary so that results are not

$^3$ Note that $P^\text{min}_{b}$, $P^\text{max}_{b}$ and $\rho_{s,i,b}$ take non-negative values for electricity consuming devices, and non-positive values for electricity producing devices (producing non-negative/non-positive values for heating electricity consumption $H_{s,i,b}$ respectively).

$^4$ As the TES energy content is measured relative to the dwelling temperature, the full loss term can be simplified as $\frac{1}{2} (\theta^T t_{s,i,b} C^H_{s,b} - T_{s,i,b}) (R^H_{s,b})^{-1} = X_{s,i,b} (\theta^T t_{s,i,b} C^H_{s,b} - T_{s,i,b})^{-1}$. 
distorted through the setting of high temperatures at the start of the scheduling period and/or low temperatures at the end of the scheduling period.

\[ T_{s,0,b} = T_{s,N_b} \]

\[ X_{s,0,b} = X_{s,N_b} \]

For all \( s = 1 \) to \( N_s \), \( b = 1 \) to \( N_b \).

C. Energy Balance and Market Trading Constraints

Equation (11) balances economic and physical electricity variables considering flexible ETT and inflexible (base) electricity consumption:

\[ D_i + I_{s,i} = \sum_{b=1}^{N_b} \left( H_{s,i,b} + E_{x,i,b} \right) \]

For all \( s = 1 \) to \( N_s \), \( i = 0 \) to \( N_i \).

Key to note is that it is the net physical consumption/generation of the aggregation that is considered in (11). This implicitly allows the aggregation to self-serve electricity load, where possible. This may be especially attractive given a difference in import/export prices which will motivate arbitrage across time periods to increase self-consumption and reduce grid import.

Constraint (12) sets the DA import and export energy values to be non-negative, while (13) sets the net DA energy purchase equal to the DA import and export purchases. Constraint (14) sets the imbalance import/export energy values to be non-negative, while (15) sets the net imbalance energy purchase equal to the imbalance import and export purchases.

\[ D_i^L, D_i^R \geq 0 \]

\[ D_i^L - D_i^R = D_i \]

\[ I_{s,i}^L, I_{s,i}^R \geq 0 \]

\[ I_{s,i}^L - I_{s,i}^R = I_{s,i} \]

For all \( s = 1 \) to \( N_s \), \( i = 0 \) to \( N_i \).

In order to account for gas consumption by gas-powered electricity generating ETT (e.g., CHP), (16) calculates gas usage of the aggregation as derived from the ratio of the electrical output \( H_{s,i,b} \) to the electrical efficiency \( \eta_b \) (assumed constant with different operation levels). The constraint is applied only to electricity generating ETT by means of the binary technology indicator \( \tau_b \).

\[ G_{s,i} = -\sum_{b=1}^{N_b} \left( 1 - \tau_b \right) H_{s,i,b} \eta_b^{-1} \]

For all \( s = 1 \) to \( N_s \), \( i = 0 \) to \( N_i \).

III. CASE STUDY APPLICATIONS

Several case study applications, involving an aggregation of fifty well-insulated residential flat dwellings, are considered. The retailer-ESCo procures (and, in case, sells) wholesale electricity at market prices, considering participation in the DA wholesale market. Non-energy costs (e.g., network charges, metering costs, customer services, taxes) are added to the import price of electricity. For comparison purposes, a ‘No storage’ test is defined. The results for each aggregation case (i.e., ETT selection) in the ‘No storage’ test are compared to a gas boiler load following case, to demonstrate comparison with the common present situation. The analysis will then consider several tests on the effect of utilizing TES and dwelling storage potential to minimize expected operational costs. According to the considered test, thermal storage is exploited through either a) specifying a deadband around the set temperature (up/down or up only), with no price/penalty for deviations from the set temperature within this deadband, and a £1000/(°C·h) penalty for deviations outside this deadband; or b) specifying a price of thermal discomfort (€/(°C·h)), set to be the same for upward and downward deviation from the set-point for these case studies, which is applicable to any deviation from the set temperature. The resultant ETDC is payable by the retailer-ESCo to the occupants, as part of the DR contract. Results are presented firstly considering only the expected energy costs. Subsequently expected thermal discomfort costs are presented. Analysis is undertaken for typical shoulder (spring/autumn, March-May and September-November), winter (December-February) and summer (June-August) days, which are used to calculate the annual expected costs. The five aggregation cases considered are shown in Table I. The fourteen storage tests, plus the ‘No storage’ test, are shown in Table II. Flexibility parameters in the tests are arbitrary (the possibilities in reality are many, likely to vary widely between dwellings and poorly understood), but serve to usefully demonstrate the comparative results from the different approaches and sensitivity to the flexibility parameters. For exhaustive consideration, further investigation (including determination of flexibility parameters) would be required. All tests are repeated four times with different occupancy, base electricity, DWH and building parameters, so as to nullify any bias related to parameter selection. Time step length is set to 30 minutes (corresponding to the length of the UK trading period), producing 48 time steps for each day modeled.
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TABLE I

<table>
<thead>
<tr>
<th>Aggregation cases</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stirling engine CHP (SE)</td>
</tr>
<tr>
<td>2</td>
<td>Air source heat pump (ASHP)</td>
</tr>
<tr>
<td>3</td>
<td>SE/ASHP (equal mix)</td>
</tr>
<tr>
<td>4</td>
<td>Internal combustion engine CHP (ICE)</td>
</tr>
<tr>
<td>5</td>
<td>ICE/ASHP (equal mix)</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>DESCRIPTIONS OF THE TESTS, WITH ASSOCIATED TEST NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td>No storage</td>
</tr>
<tr>
<td>Deadband around set temperature</td>
</tr>
<tr>
<td>+/−2°C</td>
</tr>
<tr>
<td>+/−1°C</td>
</tr>
<tr>
<td>+2°C</td>
</tr>
<tr>
<td>+1°C</td>
</tr>
<tr>
<td>Price of thermal discomfort</td>
</tr>
<tr>
<td>£1/(°C·h)</td>
</tr>
<tr>
<td>£0.5/(°C·h)</td>
</tr>
<tr>
<td>£0.1/(°C·h)</td>
</tr>
</tbody>
</table>

A. Resource Parameter Synthesis

Each resource is composed of three parts: the ETT, the dwelling, and, in case, the TES. ETT are defined by their operating limits \( P_{b}^{max} \) and \( P_{b}^{min} \) and performance parameters \( P_{s,i,b} \) and \( \eta_b \). \( P_{b}^{max} \) is set such that the ETT is able to heat the dwelling during design conditions (assumed here \( T_{s,in}=4°C \) and \( T_{s,ol}=21°C \) for all \( s = 1 \) to \( N_s \) and \( b = 1 \) to \( N_b \) while supplying the maximum possible DWH demand. \( P_{b}^{min} \) is set to 0 for all \( b = 1 \) to \( N_b \). For ASHPs the
performance parameters are taken from the brochure of a commercially available model [37]. COP values are given for 0°C (1.97) and 20°C (3.51). From these values a linear COP/outdoor temperature function is derived. For SE units \( \eta_b=0.13 \) and \( \rho_{s,lb}=-6 \) for all \( s=1 \) to \( N_s \), \( i=0 \) to \( N_i \) and \( b=1 \) to \( N_b \) (thermal/electrical efficiency of 78%/13%). For ICE units \( \eta_b=0.24 \) and \( \rho_{s,lb}=-2.83 \) for all \( s=1 \) to \( N_s \), \( i=0 \) to \( N_i \) and \( b=1 \) to \( N_b \) (thermal/electrical efficiency 68%/24%).

Each dwelling is defined by a series of set-point controls and operating limits, and by dwelling characteristics, which are consistent across all tests. The set-temperatures \( T_{set}^{TSE} \) are set according to a pseudo-random process based on the distribution of observed set-temperatures [38]. The dwelling operating limits are defined by \( \delta_{low}^b \) and \( \delta_{high}^b \), which are both set equal to 0 for all \( i=0 \) to \( N_i \) and \( b=1 \) to \( N_b \) as a default. The dwelling characteristics \( (R_b^b \) and \( C_b^b \)) are derived as in [30].

The TES are defined by their operating limits and characteristic parameters. The operating limits \( (\lambda_{b,\text{max}}^b \) and \( \lambda_{b,\text{min}}^b \)) vary with the ETT unit used. Upper (lower) limits are 80°C (55°C) for CHP units and 55°C (40°C) for an ASHP for all \( b=1 \) to \( N_b \). The characteristic parameters of the TES \( (R_b^b \) and \( C_b^b \)) are derived from a brochure for a commercially available range of heat stores [39] \( (R_b^b=568 \ \text{°C/kWh}, \ C_b^b=0.3483 \text{kWh/°C} \) for all \( b=1 \) to \( N_b \)). For all tests the same resource parameters are used so that results are comparable across tests.

### B. Scenario Formulation

At the DA stage, uncertainty exists in several sets of parameters, namely: DHW load, active occupancy, and outside temperature (determinants of demand for heat); base electricity load (which affects the aggregation diversity and the market for generated electricity); and imbalance prices for deviations from the DA position. Of particular note is the uncertainty in outside temperature and imbalance prices given the coincidence of such parameters across the aggregation. Any party utilizing an approach such as described here would undoubtedly develop bespoke methods utilizing extensive historical information. For the purposes of this work scenarios are formulated as described below.

#### 1) Temperature Profile Scenario Formulation

For this work three outdoor temperature scenarios were formed using synthesized forecasts and information on forecast accuracy. A central scenario is set to the forecast (emulated by selecting a representative temperature profile from past records). High/low scenarios are set by constructing a probability density function (PDF) for the actual-forecast temperature deviation variable, using data on the day ahead forecast accuracy statistics [40], and assuming a normal distribution. The temperature profile for the high/low scenarios are then set according to the derived PDF, given probability 0.9/0.1, respectively. The scenarios are then assigned user defined probabilities; 0.6 for the central forecast and 0.2 for the high and low forecasts. The utilized profiles for winter and shoulder seasons (heating not required in the summer season) are shown in Fig. 1.

#### 2) Price Profile Formulation

Imbalance price scenarios are formed using past records (from the relevant season/day of week from UK data from the period 01/01/2009-31/07/2012) of imbalance price [41] (import/export) deviation from the DA (import/export) price [42]. A simultaneous backward reduction algorithm [43] is used to reduce the scenarios to find the ten most representative sets of imbalance price deviations for each season. These sets of deviations are then applied to the DA price to produce the imbalance price scenarios required for the optimization. Utilised price data is referenced online [44].

The ten imbalance price scenarios are combined with the three outdoor temperature scenarios to form thirty scenarios, in total. The gas price was taken as the prevailing retail gas price, £0.038/kWh.

#### 3) Consumer Energy/Active Occupancy Scenarios

To adequately model the variability of consumer energy/occupancy profiles, a consistent set of base electricity, DHW, and active occupancy profiles for each dwelling is randomly assigned to each scenario. Dwelling active occupancy \( (O_{s,lb}) \) and base electricity demand \( (E_{s,lb}) \) are synthesized utilizing the residential electricity model found in [45]. The accompanying DHW demand \( (L_{s,lb}^{DHW}) \) profile is synthesized using a bespoke tool, as described in [46].

### C. Results

The first set of results compare expected energy and discomfort costs for the ‘No storage’ test, for the various aggregation cases, to a gas boiler load following case (i.e., the standard technology and control policy currently employed in the UK). In the load following case heating is operated when there is an active occupant to maintain the target temperature (a simplification on the usual hysteretic approach, maintaining temperature between two points rather than at one specific temperature). This enables the advantages of the proposed cases over the current situation to be understood. Secondly results are presented for the storage tests, considering expected energy and discomfort costs.

#### 1) ‘No Storage’ Tests

Fig. 2 shows the expected energy costs for each case for the ‘No storage’ test. The greatest expected energy cost savings, compared to the gas boiler/load following case, are in the CHP (ICE and SE) cases. Although the relative perfor-
mance of the given heating technologies is the primary factor in the cost savings, the application of non-energy costs to imported energy but not exported energy, which rewards self-consumption of electricity, also contributes. An important point of note is that the ASHP/CHP case studies are not directly comparable to the gas boiler case. This is because in the ASHP/CHP cases thermal comfort is guaranteed (see (7)), while there is no such guarantee in the gas boiler load following case. For complete comparison of the cases presented in Fig. 2, the ETD metric is required. The ETD metric measures the expected difference between required and delivered thermal comfort, i.e., the deviation of the indoor temperature from the set-point, integrated over time. For the gas boiler case in Fig. 2 the ETD is 5957°C·h/year, while in the other presented cases, it is 0°C·h/year.

2) Storage Tests-Expected Energy Cost

Fig. 3 and Fig. 4 show the results, in terms of expected energy cost for the No TES tests (tests 1-7) and 300 liter TES tests (tests 8-14) respectively. The tests based on definition of a non-zero deadband consistently produce lower expected energy costs than the price of discomfort cases. Both with and without presence of a TES, expected energy costs are least for all aggregation types in the +/−2°C tests followed by the +/−1°C tests. Expected energy costs are similar, with and without TES, in the +2°C and +1°C tests. This is due to the dwelling thermal conductance being such that storing more than 1°C of heat in the dwelling material is economically inefficient (for the given case). For the price of discomfort tests, expected energy costs are correlated with the price of discomfort, as lower prices enable more comfort to be traded for energy. Notable, however, is the relatively insignificant difference in expected energy costs for the three price of discomfort tests, given presence of a TES (see Fig. 4), as opposed to notable differences in the No TES tests. This is because the potential value from deployment of storage is limited so that the marginal reduction in expected energy costs decreases with every additional ‘unit’ of storage.

While, in the tests demonstrated, the full potential energy cost reduction is not achieved, the marginal reduction does become nearly insignificant. Also of note are the lower expected energy costs in the No TES tests compared to the TES tests for some aggregations involving CHP plant. This is due to the tension between the value brought by the flexibility of TES and the extra cost associated with the TES heat loss, which is greater for TES attached to CHP plant, given the higher temperature of heat storage. This effect is most marked for cases which assign low price of thermal discomfort (including tests 1-4 and 8-11), as the flexibility of the TES has higher potential value in the tests with higher price of thermal discomfort. This means that the value produced by the addition of the TES outweighs costs associated with the attendant heat loss.

3) Storage Tests- Expected Discomfort Cost

For tests 5-7 and 12-14 the ETDC is shown in Table III. Notable is the clear difference between the No TES and TES tests. This is a consequence of the previously highlighted limited total available benefit of storage. Such information may be useful in any business case assessment for TES deployment, as the business case for any TES deployment clearly may vary dependent on the price of discomfort of the dwelling occupants.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>ANNUAL AVERAGE ETDC PER DWELLING FOR PRICE OF DISCOMFORT TESTS, BY AGGREGATION TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No TES</td>
</tr>
<tr>
<td>Price £/(°C·h)</td>
<td></td>
</tr>
<tr>
<td>ICE</td>
<td>£0</td>
</tr>
<tr>
<td>ICE/ASHP mix</td>
<td>£4</td>
</tr>
<tr>
<td>SE/ASHP mix</td>
<td>£2</td>
</tr>
<tr>
<td>SE</td>
<td>£0</td>
</tr>
<tr>
<td>ASHP</td>
<td>£2</td>
</tr>
</tbody>
</table>

Although no price of discomfort is specified in the deadband tests (and hence there is no payment from the retailer-ESCo to the occupants for any deviation from the set-point) it
is instructive to consider the possible value of lost comfort to the occupant. In this case, the ETDC may be considered a measure of the un-monetized transfer of benefits from the occupants to the retailer-ESCo. Fig. 5 shows these results for the No TES test, given various values for the price of discomfort (the results of the equivalent TES tests (8-11) is omitted here given their indiscernible similarity at the given scale). In the most extreme case (for an ICE aggregation test 8 with a price of discomfort of £1 and test 12) adoption of the price of discomfort approach (total expected costs £385) over the deadband approach (costs and disbenefits of £6509) reduces the total costs/disbenefits by 94%.

Fig. 5. Expected cost of energy and discomfort for the No TES tests (tests 1-4), by aggregation type.

IV. CONCLUSION

This paper presents a physically based model which is applicable to both electricity consuming and electricity generating ETT. The model physically characterizes the main elements of storage associated with ETT, namely a TES and the dwelling material. This enables assessment of the ability of such resources to optimize operation through utilization of the flexibility from the available storage potential. Explicit consideration is given to thermal comfort of dwelling occupants through the introduced ETD metric. Market participation is modeled through DA market trading with imbalance responsibility. The problem is formulated as a two-stage stochastic problem.

The presented case study, of a retailer-ESCo optimizing various cases (varying by ETT and flexibility) of a portfolio of 50 residential flats, illustrates how the presented model can determine the expected energy and discomfort costs for a variety of cases. The power of the model lies in the ability to identify and quantify specific effects of a given case. Particular findings of note include: the substantial cost reduction resulting from the introduction of an optimized ETT, which is achieved despite the accompanying decrease in ETD; the decreasing marginal benefit of increasing flexibility, suggesting a saturation point for flexibility benefits; tension between operational benefits and costs from inclusion of a TES, as thermal losses from heat storage at high temperature weigh down on benefits; the superior efficiency (in terms of retailer-ESCo costs and benefits) of exploiting flexibility through specification of a price for thermal discomfort; the limited sensitivity of ETDC to the presence of a TES, given employment of the thermal discomfort price approach, which is particularly relevant for TES business case appraisal; and the substantial transfer of benefits from dwelling occupants to a retailer-ESCo given employment of a deadband around the set temperature. It should be noted, however, that the numerical results demonstrated are case specific and should not be generalized.

Further development of the presented model includes integration into a tool for determination of contract terms for exploitation of flexibility through utilization of the ETD metric, reducing run-times by reducing complexity and general efficiency, and moving to a full multi-stage approach. Other markets, such as for ancillary services, may be investigated too.
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