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This thesis examines debt maturity and trade ciadiublic and private firms. It consists
of three essays that try to answer the followingsgions: Does the IPO decision affect the
debt maturity structure of a firm? Do private firoise more or less trade credit than public
firms? Does the supplier’s listing status affesttrtade credit provision?

The first essay investigates the effect of anahpublic offering (IPO) on the evolution of

debt maturity structure using a sample of U.S. dinthat went public during the period

1998-2011. | find that firms decrease their short-terabtdoy 19% in the first two years

after the IPO and decrease it post-IPO, by aboutrégdive to the pre-IPO level. These
results continue to hold in a sample of new debues, in a difference-in-difference

regression of IPO and non-IPO firms, in a treatntegtession to account for endogeneity
of the IPO decision, and in an instrumental vagat#gression to control for the joint

determination of leverage and debt maturity. Furtesults show that the decline in short-
term debt post-IPO is consistent with the asymmatriformation and agency costs of
equity theories and inconsistent with the agencstcof debt theory. | also find that the
IPO effect on debt maturity was magnified during thcent financial crisis.

The second essay explores the use of trade crgdiublic and private firms using a

sample of U.S. firms during the period 1995-201%dEnce shows that private firms use
more trade credit by about 40.4% than public firmikis result is robust to models

accounting for sample selection and for the endeiggmassociated with a firm’s decision

to go public. In line with the asymmetric informati and credit constraints theories,
private firms that are young, have more growth opputies, and fewer tangible assets
rely more on trade credit than their public coupaets. Compared to private firms, public
firms are faster in adjusting toward their targadée credit due to their lower adjustment
costs. | also find that during the recent financidis, public firms increased their reliance
on trade credit, while, suppliers granted privatag less trade credit.

The third essay examines the supply side of traglditc more specifically, the impact of a
supplier’s listing status on its trade credit psien using a sample of U.S. firms during the
period 1994-2012. The findings show that publimBrprovide nearly a quarter more trade
credit than their private counterparts. | proposat tthis is because public firms have
higher financial capability, better ability in hdimd) the trade credit process, and in
enforcing payments and contract terms, than prifiates. | rule out that the endogeneity
of the listing decision and the observable diffesmnbetween public and private firms
have driven my earlier results. Additional testewlthat firm characteristics, industries
types, and level of competition, have a significanpact on the level of trade credit
provided by public and private firms. The resultsoaindicate that both types of firms
provided less trade credit during the recent fimgrarisis.
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Chapter 1
Introduction

1.1. Overview of Empirical Studies

Debt maturity and trade credit are two importanpooate financial policies. The
debt maturity structure is another facet of theitehptructure decision. Choosing between
short-term debt and long-term debt involves a t@ifidoetween their costs and benefits
and has implications for other financial policigda(ford, Klasa, and Maxwell, 2013
Firms also consider their assets life, agency casdgmmetric information, and taxes
levels that they face in determining debt matupijicies?

The importance of the trade credit policy stemsnfrihe significant use of trade
credit by firms as both borrowers and suppliers20i4, according to the U.S. flow of
funds, accounts payable (accounts receivable) aofi-fimancial firms was worth
US$ 2,037.1 billion (US $2,542.7 billion). For therrowing firm, trade credit is also a
useful substitute for bank credit under adverseroemnomic conditions (e.g., Nilsen,
2002; Love, Preve, and Sarria-Allende, 2007). Om dther hand, firms provide trade
credit because they have a lending advantage aweveational lenders, for instance,
through their frequent interactions with customems)trolling of supplies, and their ability
to re-sell the goods in case of customer default (Schwartz, 1974)Additionally, the
use and provision of trade credit has an econotyisaynificant effect on shareholders’
wealth @ill, Kelly, and Lockhart, 2012, 20)3

This thesis presents three essays on debt matamitly trade credit policies in
publicly listed and privately held firms. Specifiya my papers investigate three
interrelated questions, namely (i) the effect of IR® on a company’s debt maturity
structure, (ii) the use of trade credit in publigprivate firms, and (iii) the impact of the

supplier’s listing status on its trade credit psion.

! See (Myers, 1977; Brick and Ravid, 1985; Flann&8g6; Diamond, 1991).
2 There are other reasons for providing trade crediich are discussed in details in Chapter 4,%.13
12



Most U.S.-based studies on debt maturity and taddit have been devoted to
public firms due to the limited availability of @abn privately held firms, although the
latter firms comprise a substantial proportion iomE in the U.S. economy. Based on
Forbes magazine (2013), nearly all of the 27 mmllioms in the U.S. are privately held,
more specifically, out of the 5.7 million firms Wwitemployees, only 0.06% of firms are
publicly listed, with the rest being privately hél@hough the vast majority of U.S. firms
are private, we know little about their debt matguand their use of trade credit. The thesis
addresses this important gap in the literatureXayrening a large sample of private firms.
My work is motivated by the availability of a relaly new database, S&P Capital 1Q,
which provides data on both public and private §irend thus allows researchers to
overcome the data limitations regarding the Idtters.

The three papers in this thesis are also motivdigda growing literature
documenting significant differences in various aogte financial policies between public
and private firms, including leverage (Brav, 20B@ynh, Paligorova, and Petrunia, 2012),
payout ratios (Michaely and Roberts, 2012), caddihgs (Gao, Harford, and Li, 2013),
investments (Mortal and Reisel, 2013; Asker, FMensa, and Ljungqvist, 2015), and
innovations (Ferreira, Manso, and Silva, 2014; Gésy, and Li, 2014; Acharya and Xu,
2015). What this literature shows is that the doemted differences in the financial
policies between the two types of firms are driimntheir differences in the following
dimensions: asymmetric information, access to eglemarkets, financial constraints,
bargaining power with lenders, credit quality, amgency costs (Pagano, Panetta, and
Zingales, 1998; Scherr and Hulburt, 2001; Brav, 208chenone, 2010; Saunders and
Steffen, 2011; Michaely and Roberts, 2012; Gao,fdtdy and Li, 2013). Since, these

dimensions are known to affect debt maturity amdercredit (e.gMyers, 1977; Flannery,

®In 2010, U.S. private firms accounted for 52.8%agfyregate non-residential fixed investment, 68ct%
private-sector employment, 58.7% of sales, and%4&0aggregate pre-tax profits (Asker, Farre-Me@sel,
Ljungqvist, 2015).
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1986; Diamond, 1991Petersen and Rajan, 199Hjll, Kelly, and Lockhart, 201R a
potential difference is expected in the policieshef two firm types.

1.2. The Effect of an IPO on a Company’s Debt Matuty Structure

The first essay examines the effect of the listlegision on the evolution of debt
maturity over the life cycle of a company. Previgiadies document that immediately
after an IPO, firms use less debt because theyatgron more equity raised in the stock
markets (Pagano, Panetta, and Zingales, 1998; AsidrKumar, 2011). However, there is
a lack of research on whether the debt maturitycire also changes post-IPO, although it
is an equally important capital structure decigjery., Johnson, 2003; Brockman, Matrtin,
and Unlu, 2010). In addition, firms’ debt maturgtructures have significant impacts on
their investments and cash holdings (Aivaziar, and Qiu2005a, bHarford, Klasa, and
Maxwell, 2013. Moreover, despite the large number of U.S.-bastdiies on debt
maturity, the literature has focused on public fir(a.g., Barclay and Smith, 1995; Barclay,
Marx, and Smith, 2003; Johnson, 2003; Datta, Iskaifithtta, and Raman, 2005;
Brockman, Martin, and Unlu, 2010). The debt mayudt private firms has been given
little attention due to the scarcity of data on LpBvate firms. Scherr and Hulburt (2001)
is the only study that investigates the determmanthe debt maturity structures of small
(private) firms but it uses a small sample basedsanvey data and does not provide a
comparative analysis of public and private firms.

My essay aims to fill these gaps by investigatimg ¢ffect of an IPO on the debt
maturity structures of U.S. firms that went pubdieer the period 1998-2011. Based on
agency theories and asymmetric information moddigpothesize that firms will use less
short-term debt post-IPO. First, according to tgerey theories (Myers, 1977), firms’
growth opportunities will be utilized following ai?O, thus reducing their need to hold
short-term debt to mitigate the under-investmemtbam. Firms may seek to invest in
long-term innovative projects post-IPO, accordimgthe matching principle between

maturity of assets and liabilities, these projestisuld be financed using long-term debt

14



(Myers, 1977; Ortiz-Molina and Penas, 2008). In itokd, post-IPO, managerial
ownership decreases, leading to weaker intereghraknt between shareholders and
managers. Hence, managers will have an incentivelyanore on long-term debt to avoid
the monitoring associated with short-maturity débatta, Iskandar-Datta, and Raman,
2005). Second, based on the asymmetric informatioaels, the level of information
asymmetry faced by a firm decreases following aB, |Bhus reducing the need for using
short-term debt as a signaling device (Flanner86)19A better informational environment
post-IPO also leads to stronger bargaining powet seduced financial constraints
(Schenone, 2010; Saunders and Steffen, 2011), Igmeeger access to long-term debt.
According to Diamond’s (1991) model, firms with loand high credit quality rely on
short-term debt while those with medium creditngsi use long-term debt. Following an
IPO, a firm’s default risk is likely to decreasedats credit quality improves, allowing it to
use more long-term debt.

Consistent with the above hypothesis, my findinfgsasthat in the IPO and IPO+1
years, firms reduce their short-term debt ratiaabgut 7%, which represents nearly a fifth
of the short-term debt ratio pre-IPO. On averagst4PO the short-term debt ratio drops
by 2.5% (or 7% relative to the pre-IPO level). Tdessults continue to hold when |
consider a sample of new debt issues and furthgorpe a difference-in-differences
analysis. Next, | investigate the drivers of thelae of short-term debt post-IPO and find
that the IPO effect on debt maturity is only evidensmall and high-growth firms, which
is consistent with the argument based on asymmetfarmation theory. My findings
further show that only high-leveraged firms ananfr with a high dilution ratio reduce
their short-term debt post-IPO, which is incongistevith the argument based on the
agency costs of debt but is in line with the argatimsed on the agency costs of equity.
Additional tests rule out the concern that the ptét endogeneity associated with the
listing decision and the simultaneity bias duete foint determination of leverage and

debt maturity may have an impact on the baselisglt® Lastly, | document that the IPO

15



effect on debt maturity was most pronounced duthng financial crisis of 20672008
because firms preferred to hold less short-ternt tielavoid refinancing risks, especially
during a period of credit shocks.

The contributions of this essay are three-foldsthir to the best of my knowledge,
my paper is the first to examine the effect of tR® on debt maturity. My results
complement prior non-U.S. research on the effeth@fiPO on leverage (Pagano, Panetta,
and Zingales, 1998; Alti, 2006; Lemmon, Robertsj Zender, 2008; Aslan and Kumar,
2011), as well as a few studies that briefly obsettve link between IPOs and cash
holdings (Von Eije, 2012; Bouwman and Lowry, 2012ao, Harford, and Li, 2013).
Secondly, this essay contributes to the limitedrditure on the debt maturity of U.S.
private firms (Scherr and Hulburt, 2001), by inwgsting the debt maturity of a large
sample of IPO firms from when they were privatewben they became public. The
findings on the effect of the IPO on the evolut@ndebt maturity over the life cycle of a
company complement the finding of Custddio, Fearemnd Laureano (2013) on the
evolution of debt maturity of the average publrenfi Thirdly, my study extends the recent
body of literature documenting differences in sal/eorporate financial policies between
public and private firms; here | provide novel eande regarding a new corporate financial
policy, namely debt maturity.

1.3. The Use of Trade Credit in Public and Privatd-irms

The second essay aims to study another source af-tehm finance that is
considered to be a substitute for short-term debt, trade credit. Specifically, it first
investigates whether private firms rely more omér@&redit than public firms. Second, it
explores whether firms have a target level of tradeit, and if so, whether public and
private firms have different adjustment behaviéigally, it examines whether the macro-
economic conditions, proxied by the recent finahcisis, have differential effects on the

use of trade credit by public and private firms.
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A comparison of different aspects in the use afidraredit by public and private
firms allows me address several important omissiorike literature on trade credit. First,
| examine the argument that trade credit is an mapo form of financing for firms with
limited access to external capital markets, puvérd by Petersen and Rajan (1997), Bias
and Gollier (1997), Berger and Udell (1998), ansifan and Love (2003), but has not yet
been tested using data on private firms. Therelimiged number of non-U.S. papers that
have examined the dynamics of trade credit (Garetael and Martinez-Solano, 2010a, b),
although in studies of capital structure and casldihgs Brav (2009) and Gao, Harford,
and Li (2013) document different adjustment mecémasi of public and private firms.
Prior research shows the effect of crises on tleeafidrade credit by public firms (e.g.,
Love, Preve, and Sarria-Allende, 2007; Garcia-Apji@nand Montriol-Garriga, 2013).
My essay examines the effect of the financial srimn trade credit policies not only in
public firms but also in private firms: | explorethe crisis had differential effects on the
levels of trade credit used in the two firm types.

My main hypothesis is that private firms demand entiade credit than public
firms, because they have higher degrees of asynumatformation, and financial
constraints, more limited access to external markand lower credit quality (Pagano,
Panetta, and Zingales, 1998; Scherr and Hulbuél 2Brav, 2009; Michaely and Roberts,
2012; Gao, Harford, and Li, 2013). Using data o%.lpublic and private firms for the
period 1995-2012, my findings show that the leieghacounts payable in private firms is
40.4% higher than that in their public counterpartsonfirm the robustness of my results
by using a transition sample of IPO firms, whichpleto control for the potential sample
selection issue. | also run a treatment regreskioaccount for the endogeneity of the
listing decision and further employ propensity scoratching techniques to account for the
observable differences between public and priviatest The results survive these tests and,
in addition, are robust to using further controtigbles, as well as using an extended

sample and alternative measures of trade credit.
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My additional results show that private firms tlaaé younger, larger, have more
growth opportunities, and fewer tangible assetsrmeee trade credit than similar public
firms. These results are consistent with the argurtieat young, high-growth, and low-
tangibility firms demand more trade credit becatissy face high degrees of asymmetric
information and credit constraints. Next, in linéhwmy prior expectation, public firms
move faster toward target trade credit than theurape counterparts as they seem to face
lower adjustment costs. Interestingly, my resutisuiment that private firms were granted
significantly less trade credit, while public usetbre trade credit during the recent
financial crisis. These results are more in linéhvai supply-side story, according to which
suppliers were financially affected by the finahaasis (Love, Preve, Sarria-Allende,
2007) and became less willing to extend trade ttedirivate firms.

Similar to the first essay, this essay also addght literature documenting
important differences in corporate financial p@ikbetween public and private firms. Here,
| provide novel evidence on the difference in tise of trade credit by public and private
firms. The findings complement earlier survey stsdof trade credit in small and medium-
size firms (Petersen and Rajan, 1997; Berger anell,Ut998; Giannetti, Burkart, and
Ellingsen, 2011). To the best of my knowledge, gaper provides the first evidence of the
different speed of adjustment to the target levetaxle credit of public and private firms,
thereby adding to a very small number of non-U&peps (Garcia-Teruel and Martinez-
Solano, 2010a, b; Bafios-Caballero, Garcia-Teruet] &lartinez-Solano, 2014) and
contributing to studies documenting different tardeverage and cash adjustment
behaviors of public and private firms (Brav 2009ad; Harford, and Li, 2013). My
evidence of the differential effects of the finalarisis on the use of trade credit by public
and private firms adds to existing findings regagdpublic firms in Love, Preve, Sarria-

Allende (2007) and Garcia-Appendini and Montriolrga (2013).
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1.4. The Impact of the Supplier’s Listing Status ornts Trade Credit Provision

Having documented the difference in the use ofetragkdit by public and private
firms in the second essay, | now turn to explore shpply-side of trade credit. More
specifically, my third essay examines whether thgpser’s listing status has an impact on
its trade credit provision. The existing U.S.-bastddies are mainly focused on the
determinants of trade credit and the contract teivtian and Smith, 1992; Long, Malitz,
and Ravid, 1993; Petersen and Rajan, 1997; Ng,hSmitd Smith, 1999; Cufat, 2007;
Molina and Preve, 2009Giannetti, Burkart, and Ellingsen, 201Ktapper, Laeven, and
Rajan, 2012; Murfin and Njoroge, 2015). Howevegrthis a limited understanding of
whether the supplier's access to stock marketsfiés trade credit provision. Compared
to private firms, public firms have greater accs&xternal markets, lower asymmetric
information, lower financial constraints, and highkargaining power (Brav 2009;
Schenone 2010Hill, Kelly and Lockhart, 2012;Gao, Harford, Li 2013; Fabbri and
Klapper, 2013Acharya and Xu, 20155uggesting a potential difference in their prawisi
of trade credit. The literature on the effect af thacroeconomic conditions on the supply
of trade credit (Choi and Kim, 2005; Love, Preved&arria-Allende, 2007; Garcia-
Appendini and Montriol-Garriga, 2013) has been dwted by studies of public firms.
Nevertheless, there could an asymmetric crisiscefia the level of trade credit provided
by private firms. For the reasons discussed alibng essay examines the supply of trade
credit in both public and private firms and howvas affected by the recent financial crisis.

My main hypothesis is that public firms provide mher level of trade credit
because they have greater financial capabilitytebetbility in handling the trade credit
process, and in enforcing payments and contractstethan private firms. Using a sample
of U.S. public and private firms over the perio®492012, | find that public firms indeed
provide a significantly higher level of trade crettian their private counterparts. Next, |
carry out a number of robustness tests in whialiclude alternative control variables to

address the omitted variable bias and conduct pepity score matching analysis to
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control for the observable differences between ipudnhd private firms. To deal with the
concerns about the potential endogeneity of thegpublic decision, | also estimate a
treatment regression. The results continue in thalsestness checks.

Next, the findings indicate that, consistent witi prior expectations, public firms
that are large, have low tangibility, high salegatibty, high bargaining power, and are
high growth options provide more trade credit thlagir private counterparts. Large and
low-tangibility firms should grant more trade credhecause of their higher financial
capability. Firms with high sales volatility proednore trade credit to smooth the demand
for their goods. Firms with high bargaining powerdahigh growth opportunities offer
more trade credit because they have better abilitgrce payments and more incentives to
attract customers respectively. Further resultsvsti@t public firms provide more trade
credit than private firms in differentiated andwee industries, but less trade credit in
retail and wholesale, standardized, and conceutiathustries. These results highlight the
importance of the product market dynamics in deteimg the supply of trade credit. |
further find that both firm types provided lesddgacredit during the financial crisis.

The findings of this essay contribute to the litera on trade credit by providing,
as far as | am aware, the first systematic evidemcthe impact of suppliers’ listing status
on their trade credit provision. The results aso aklated to studies examining the supply
of trade credit by U.S. small suppliers (Peterses Rajan, 1997¢Giannetti, Burkart, and
Ellingsen, 2011Murfin and Njoroge, 2015). Here, my study providesel large-sample
evidence on the trade credit offered by private. @irshs. The evidence on the effects of
the financial crisis on the level of trade creddmied by public and private firms addresses
the existing gap in the literature regarding thesgion whether the financial crisis had
differential impacts on trade credit provision hybpic and private firms. Additionally, it
extends previous works that focus only on publim§; see Choi and Kim (2009)pve,
Preve, and Sarria-Allende (2007), and Gafpgpendini and Montriol-Garriga (2013). My

findings on the effects of the market dynamicstanlevel of trade credit offered by public
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and private firms contribute to existing evidenck tbe effects of product market
characteristics on the supply of trade credit usiog-U.S. data (McMillan and Woodruff,
1999; Johnson, McMillan, and Woodryff2002; Fisman and Raturi, 2008abbri and
Klapper, 2013and U.S. SMEs survey datai@nnetti, Burkart, and Ellingsen, 2011

1.5. Thesis Structure

The thesis structure follows the format acceptethieyManchester Accounting and
Finance Group, Manchester Business School. It allolapters to be incorporated into a
format suitable for submission and publication ieepreviewed academic journals.
Therefore, this thesis is structured around thregays containing original research in
Chapters 2, 3, and 4. The chapters are self-cattaine., each chapter has a separate
literature review, answers unique and original tjoas, and employs a distinct analysis
with different datasets. The equations, footnotakles, and figures are independent and
are numbered from the beginning of each chapteye Rambers, titles, and subtitles have
a sequential order throughout the thesis.

The rest of the thesis continues as follows. Chiaptevestigates the effect of an
IPO on debt maturity structure. Chapter 3 examthesuse of trade credit in public and
private firms. Chapter 4 provides new evidencel@niipact of a supplier’s listing status
on the level of trade credit it offers. Chapterobdudes.

In Chapters 2, 3, and 4, | use the third person ue) rather than the first person
(I, my), as these chapters are in the form of stibohi accepted, or working papers co-

authored with my supervisors.
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Chapter 2
Debt Maturity and Initial Public Offerings

Abstract

We investigate the effect of an initial public offeg (IPO) on the evolution of debt
maturity by tracking a sample of U.S. firms thatnivpublic over the period 1998011.
Our findings reveal a significant and increase ébtdmaturity post-IPO. The short-term
debt ratio drops by nearly a fifth in the first twears after the IPO. These findings are
economically significant and robust to controlliigr the endogeneity in the listing
decision. However, the lengthening of debt matupibgt-IPO is only evident in small and
high-growth firms, and primarily shown in highlyviered firms. This finding lends more
support to asymmetric information models than tlesobased on the agency costs of debt.
There is some support for the argument based omdkacy costs of equity as the IPO
effect on debt maturity is only significant forrfis with a high dilution ratio. Finally, the
IPO effect varies with macroeconomic conditionshesincrease in debt maturity post-IPO

was most pronounced during the recent financialri
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2.1. Introduction

This paper investigates the effect of an IPO ondislet maturity structure of U.S.
firms, tracking these firms from when they werevate to when they went public.
Understanding debt maturity choice and its evoiubwer the life cycle of a company is of
importance to financial management because anygehemdebt maturity will affect real
corporate behavior, including the level of investin@Aivazian, Ge, and Qiu2005a,b),
especially in periods of credit and liquidity shecfAlmeida, Campello, Laranjeira, and
Weisbenner, 2011; Custédio, Ferreira, and Laure@0d3). Moreover, debt maturity
structure is related to other financial policies;ls as leverage and cash holdirtdarford,
Klasa, and Maxwell (2013how that firms with a large proportion of shoréurity debt
tend to have large cash reserves in order to netigse refinancing risk associated with
short-term debt. Studying the evolution of debtumat in the periods pre- and post-IPO is
also of great interest as it involves the IPO, oh¢he most important events in the life
cycle of a company often associated with significdranges in corporate behavior.

An IPO can be viewed as an information-releasingnévthat changes the
information structure of a company, especially wilgards to its relationship with lenders
(Schenone, 2010). One of the most important motfeedirms to go public is to gain
access to external financial markets. As a resetearch has examined the impact of a
firm’s listing decision on its financial policiesogt-IPO. For example, it is well-
documented that immediately after going public frrely less on debt financing because
they can raise capital in the equity markets (Pag&anetta, and Zingales, 1998; Aslan
and Kumar, 2011). However, little attention hasrbeevoted to the question of how a
firm’s debt maturity evolves after the IPO. Thisassignificant omission because debt
maturity is also an important capital structureisiea jointly determined with leverage
(see Barclay and Smith, 1995; Stohs and Mauer, ;198i6nson, 2003; Datta, Iskandar-
Datta, and Raman, 2005; Antoniou, Guney, and Pdu@@86; Brockman, Martin, and

Unlu, 2010).
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It is important for the shareholders of an IPO fiarknow whether there will be a
change in the debt maturity structure post-IPQitiere are costs and benefits of switching
between debts of different maturities. For instanghile short-term debt typically has
lower interest rates, is relatively easier to neget and requires less collateral than long-
term debt, it exposes the firm to the refinancing &quidity risks. The refinancing risk
associated with short-term debt arises when maieditions change, causing the firm to
borrow at a higher interest rate (Froot, Schanistand Stein, 1993). The liquidity risk, as
highlighted by Diamond (1991), is the risk of therfowing firm losing the control rent
when lenders are reluctant to renew the debt afdowngrade to the firm. Further, firms
relying heavily on short-term debt may be forcededl important assets at fire-sale prices
when they are unable to roll over their short-tei@bt contracts (Brunnermeier and Yogo,
2009; Choi, Hackbarth, and Zechner, 2014). Accardonthe matching principle (Myers,
1977), a firm that maintains a high proportion lodg-term debt in its capital structure will
tend to invest mainly in short-term projects (OMplina and Penas, 2008), which are less
innovative and may affect the firm’s long-term merhance.

We hypothesize that the proportion of short-terrhtde a firm’s capital structure
will decline after the firm goes public. Our hype#is is motivated by two lines of
argument based on agency theories and asymmetdmmiation models. First, once a
company goes public, its growth opportunities vk utilized, which alleviates the
concern about underinvestment incentives and rediheeneed for holding short-term debt
as a solution to this agency problem (Myers, 19The maturity of assets might increase
post-IPO if firms seek to invest in long-term inative projects. This change in asset
maturity structure leads to a similar shift in detdturity toward greater reliance on long-
term debt, as predicted by the matching princiMgdrs, 1977; Ortiz-Molina and Penas,
2008). Following an IPO, managerial ownership daeses due to the dilution effect,
resulting in weaker interest alignment with shatéérs. This, in turn, will create an

incentive for managers to entrench themselves blyexging short-term debt and avoiding

24



the external monitoring that it provides especially poorly governed firms (Datta,
Iskandar-Datta, and Raman, 2005).

Our second argument is based on theoretical moafeldebt maturity in the
presence of asymmetric information. According tarfdery’s (1986) signaling model, a
private firm that processes favorable (privatepinfation about its prospects should use
short-term debt to signal its quality to creditorBo the extent that informational
asymmetries are reduced post-IPO, the newly lifited will have less incentive to use
short-term debt as a signaling device. Reduced m®fric information post-IPO also
means that public firms become less constrained reawé stronger bargaining power
(Schenone, 2010; Saunders and Steffen, 2011), ingpyreater access to debt of longer
maturities. In Diamond’s (1991) model, firms witmivate information choose debt of
different maturities, i.e., those with high and lagk ratings borrow short term while those
with medium risk ratings borrow long term. As avatte firm goes public, its default risk is
likely to decrease while its credit quality imprev@Pagano, Panetta, and Zingales, 1998;
Saunders and Steffen, 2011). This implies that a@itelPO, the average firm is likely to
use less short-term debt.

Using data from the S&P Capital 1Q database foarae of U.S. firms that went
public over the period 1992011, we document a significant shift toward londgebt
maturity post-IPO, which is consistent with our tehhypothesis. The mean short-term
debt ratio drops significantly from the pre-IPO déwf 36% to the post-IPO level of
27.5%. Controlling for changes in firm charactecst our regression analysis shows a
2.5% decrease in the short-term debt ratio post-lA@ IPO effect on debt maturity is
strongest in the first few years after the IPOni&Sireduce their short-term debt ratio by
nearly 7% in the IPO and IPO+1 years, which repressa significant decrease of nearly a
fifth (19%) compared to the pre-IPO level. Our tesare robust to tests (1) adopting the
incremental financing approach that uses a sanfphfew debt issues and (2) employing
the difference-in-differences estimator that act¢sufor omitted time trends in debt
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maturity, and unobserved differences in the charetics of IPO and non-IPO firms.
Overall, these findings provide strong support éor prediction that upon becoming
public, firms will lengthen the maturity of theielt.

We next find that the decline in the short-termtdaltio is only observed in small
and high growth firms, which is consistent with thegument based on asymmetric
information. Small and high-growth firms, those tthgpically face greater asymmetric
information, promptly switch to more long-term deist a result of reduced informational
asymmetries following the IPO. However, there ielievidence to support the argument
based on the agency costs of debt as the lengthehufebt maturity post-IPO is only seen
in high-growth firms, and is primarily observedthose with high leverage. High-growth
firms and highly levered firms face high agencytsad debt, which they should mitigate
by maintaining a high proportion of short-term deBur evidence does not support this
prediction as we find thatthese firms use signiftgaless short-term debt after the IPO.

Our additional tests controlling for IPO-relatechcdcteristics show that the effect
of the IPO on debt maturity is only relevant fanfs with a higher dilution ratio, i.e., those
with a more severe conflict of interests betweenagars and shareholders. This finding is
consistent with the argument based on the agenstg @b equity because managers with
weaker interest alignment with shareholders woulkfgy to reduce external monitoring
associated with short-term debt. We also find thateffect of the IPO on debt maturity
remains significant, regardless of the intended ois¢he IPO proceeds. This finding
suggests that our results are not restricted twapgof firms that simply use the proceeds
from equity capital to retire debts. This is algoline with our earlier evidence obtained
using the incremental financing approach.

We subject our results to a number of robustnests #@nd model specifications.
First, one major concern about our analysis isttatiPO decision is endogenous and can
be affected by unobserved firm factors that arateel to debt maturity. We deal with this

endogeneity concern using a treatment regressiom. n@ain results are robust to this

26



model specification as we document a significardlide (7.6%) in the short-term debt
ratio post-IPO. Second, we address the possililiéy debt maturity and leverage, two
interrelated capital structure decisions, are diamglously determined. Using two-stage
least squares regressions (2SLS) and alternateiments for leverage, we obtain results
consistent with our baseline findings. Finally, eeamine whether the IPO effect on debt
maturity varies with macroeconomic conditions. Whlfthat this effect was magnified by
the credit shocks associated with the recent fiahrarisis of 2007#2008. Since the
financial crisis was a credit crunch, during whittte refinancing and liquidity risks
associated with short-term debt were amplified, ffr@s had even greater incentives to
reduce their short-term debt usage.

Our study provides novel evidence of the impacamflPO on debt maturity and
contributes to three bodies of literature. In tR©lliterature, we highlight an important
impact of the listing decision on corporate finahgiolicies. A few recent studies have
started to document a potential association betwedfO and leverage (Pagano, Panetta,
and Zingales, 1998; Alti, 2006; Lemmon, Robertsj Zender, 2008; Aslan and Kumar,
2011). However, only two non-U.S. studies by Pagdtanetta, and Zingales (1998) and
Aslan and Kumar (2011) have formally tested thectfbf an IPO on leverage. In the cash
holdings literature, the association between IP@ e@ash has also been observed but has
not been formally examined (Von Eije, 2012; Bouwnaead Lowry, 2012; Gao, Harford,
and Li, 2013). To the best of our knowledge, we theefirst to study the impact of the
listing decision on debt maturity structures.

In the debt maturity literature, most U.S.-baseseaech has focused on public
firms (Barclay and Smith, 1995; Barclay, Marx, @ehith, 2003; Johnson, 2003; Datta,
Iskandar-Datta, and Raman, 2005; Brockman, Maatial, Unlu, 2010). Due to the scarcity
of data, Scherr and Hulburt (2001) is the only gtexlamining the determinants of the debt
maturity structures of small (private) firms. Hoveeythe authors use a small sample of
private firms collected from the National SurveySrhall Business Finances (NSSBF) in
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only two years 1987 and 1993. Using newly availatdéa provided by S&P Capital 1Q,
we analyze a much larger sample of IPO firms olkergeriod 1994-2012, tracking them
from when they were private to when they becamdi@umportantly, the objective of our
analysis is to examine the effect of the IPO deaisin the evolution of debt maturity over
the life cycle of a company. Hence, our study camnmants the recent finding regarding the
secular decrease in the debt maturity of the aeepadplic firm documented by Custddio,
Ferreira, and Laureano (2013).

Finally, our findings add to the recent surge gbgra studying differences in the
corporate financial policies of public and privdiens, including leverage (Brav, 2009;
Huynh, Paligorova, and Petrunia, 2012), payoubsatMichaely and Roberts, 2012), cash
holdings (Gao, Harford, and Li, 2013), investme(ifortal and Reisel, 2013; Asker,
Farre-Mensa, and Ljungqgvist, 2015), and innovati@®ao, Hsu, and Li, 2014; Acharya
and Xu, 2015). More recently, Brav (2009) and HuyyRhligorova, and Petrunia (2012)
compare the capital structures of private and pufiims in the UK and Canada,
respectively. Although both studies document aediffice in the debt maturity structures
of private and public firms, the focus of their bysas is the leverage decisib@ur paper
takes a different approach as we examine the ingdatie IPO decision on debt maturity
using a transition sample of U.S. firms that wenegte but subsequently went public. Our
study contributes to this growing research agendddzumenting the first systematic US
evidence of the impact of the listing status ontae#turity structure.

The remainder of the chapter proceeds as follows. réview the literature and
develop our main hypothesis in the next section.tkiée describe our data in Section 2.3
and discuss the methodology in Section 2.4. Weigeounivariate and multivariate results
in Section 2.5. We investigate what is respondiiiiéhe change in debt maturity post-IPO

in Section 2.6. We deal with sample selection amtbgeneity concerns in Section 2.7. In

! For example, Brav (2009) only performs a univarianalysis in which he compares the debt maturity
structures of public and private firms in the UK.
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Section 2.8, we examine the IPO effect on debt rtatunder different credit conditions.
We conclude in Section 2.9.
2.2. Literature Review and Hypothesis Development

2.2.1. Literature on Debt Maturity

Most studies in the literature investigate the debturity choice of either private
or public firms with only a few examining both typef firms. Nevertheless, there is
growing international evidence that private firnesdd to use more short-term debt than
public firms. Using a sample of predominantly utdds firms in Europe, Giannetti (2003)
shows that listed firms have longer debt maturtgnt their unlisted counterparts. In a
univariate analysis of the debt maturity of UK fgpBrav (2009) finds that private firms
use more short-term debt and leverage than pubhitsf This result is consistent with
Huynh, Paligorova, and Petrunia’s (2012) recerdifigs for Canadian firms. Analyzing a
sample of small (private) U.S. firms, Scherr andbdat (2001) show that small (private)
firms have shorter debt maturity than the publimé examined by earlier studies. Similar
evidence is also documented for Italian unlistea$i (Magri, 2010).

The findings that private firms use more short-teteit than public firms can be
explained in two ways. The first explanation is dzh®n agency theories and concerns
differences in the growth opportunities and assatunity structures of public and private
firms. The second regards differences in asymmétficrmation, financial constraints,
bargaining power, and credit quality. First, prevdirms tend to have higher growth
opportunities and thus face higher agency costslalft due to the underinvestment
problem (Garcia-Teruel and Martinez-Solano, 200@ydan, Deloof, and Ooghe, 2008;
Magri, 2010). This underinvestment incentive aribegause managers in high-growth
firms acting in the interest of shareholders aelyi to pass up positive-NPV projects as
the payoffs from these projects would partially raecto debt-holders (Myers, 1977). To
mitigate this problem, private firms should usersterm debt that expires prior to the

timing of investment and thus enables shareholdergain the full payoff from the
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investment. Next, private and small firms tend ferate with shorter-lived assets than
public and large firms (Scherr and Hulburt, 20@3sed on the matching principle, assets
with short lives should be financed with debt om#ar maturities (Myers, 1977),
suggesting that private firms should have shortebtdmaturity than their public
counterparts. From a different agency perspecpiveate firms are less likely to be known
by lenders, who would prefer the discipline of em&# monitoring and renegotiation
associated with short-term debt (Magri, 2010).

Second, due to a lack of transparency and disdoseguirements, private firms
have higher degrees of asymmetric information thair public counterparts. Hence,
those with favorable private information about th@ospects have incentives to use short-
term debt as a costly and credible signaling dethe¢ cannot be mimicked by firms with
unfavorable information (Flannery, 1986). Addititipgaas a consequence of asymmetric
information, private firms tend to be financiallyorstrained and suffer from weak
bargaining power (Saunders and Steffen, 2011), wuice them to rely heavily on short-
term borrowings. Further, private firms are gergnaskier than their public counterparts.
According to Diamond’s (1991) model, firms with higisk ratings may be refused the
option of long-term borrowings because of the rasyladverse selection problem that
would see these firms choose very high-risk prejesee Scherr and Hulburt, 2001,
Garcia-Teruel and Martinez-Solano, 2007). Peel @2@0so observes that private firms,
which have low liquidity and more volatile cashvity, are susceptible to financial distress
and thus rely heavily on short-term borrowings.

While prior research has focused on either listedurdisted firms as reviewed
above, it has not studied the evolution of debtumtyt over the life cycle of firms.
Custddio, Ferreira, and Laureano (2013) are th&t f investigate the evolving debt
maturity structure over time. Using a sample of .Up8blic firms, they document an
increase in the short-term debt ratio of the avefagn over time, and find the new listings

phenomenon to be responsible for this increase. olfjective of our study is different
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from that of Custddio, Ferreira, and Laureano (2Gi8we examine the evolution of debt
maturity over the life cycle of IPO firms, with adus on studying the short-term and long-
term effects of the IPO event on the debt matufityice. Put differently, we are interested
in examining the (time-series) change in the deatunity of the average transition firm
pre- and post-IPO, while Custédio, Ferreira, andreano (2013) document the trend in
the average debt maturity of public firms by cakengear.

2.2.2. Literature on IPO and Corporate Financial Hoies

Using a sample of private firms in Italy, Pagananéta, and Zingales (1998)
examine the reasons for firms to go public. Thegutoent three main motives related to
capital structure: greater access to financial etarkan increase in bargaining power with
banks, and a decrease in the cost of borrowing.alitigors further study the effects of the
listing decision on financial and operating varebkex post, showing that the IPO effects
are significant up to three years after the IPCeifindings indicate that firms go public
to rebalance their capital structure after a peabdigh investment and growth. Aslan and
Kumar (2011) apply a similar methodology to a sangi UK private firms, providing
further support to Pagano, Panetta, and Zingal@®998) earlier finding that leverage
drops instantly after the IPO. Neither of the twadses examines the choice of debt
maturity, although it is an equally important capstructure policy (Barclay and Smith,
1995; Stohs and Mauer, 1996; Johnson, 2003).

A few recent studies have investigated the assonidietween an IPO and two
financial policies, leverage, and cash holdinggi @006) examines the effect of market
timing on capital structure through analyzing tihemges in the leverage ratios of market
timers? The results indicate that the effect of marketirignon capital structure lasts for
two years post-IP®Lemmon, Roberts, and Zender (2008) study the &wolwf capital

structure from the year of the IPO up to 20 yedtexy dhe IPO. They find that leverage is

2 Market timers are firms that go public in “hot” rRats, i.e., in months with above the median distiibn
of the (detrended) monthly moving average IPO vaum
? It should be noted that Alti (2006) only uses dataone-year preceding the IPO.
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persistent over time and is significantly deterrdif its initial values. Lemmon, Roberts,
and Zender (2008), however, do not consider thdugwa of capital structure, and, in
particular, debt maturity pre-1PO.

Some recent research has also started to reappssble association between an
IPO and cash management policies (Von Eije, 2014, Glarford, and Li, 2013). Gao,
Harford, and Li (2013) focus on the cash holdingspiivate and public firms, although
they also briefly study the cash policies of a sgf transition firms pre- and post-
secondary IPO$.According to their graphical evidence, the levél oash increases
dramatically around the IPO year (i.e., from HFAGo IPO and from IPO to IPO+1). Using
a sample of international private firms, Von Ei@012) documents that cash holdings
decline after the IPO, although they remain eveghdui than the cash holdings of firms that
are never listed publicly. Bouwman and Lowry (20&B)p examine differences in the cash
holdings of new IPO and mature firms, and among fir@s with various financing types
preceding the IPO. Their findings show extreme iptasce in the level of cash in the
period between IPO+3 and IPO+5, even though theithroate, an important reason for
holding a high level of cash, slows down post-IPO.

To conclude, although both theoretical and emgistadies suggest that a firm'’s
choice of short-term versus long-term debt may \evalver its life cycle, no study has
investigated the potential effect of the IPO on tdefaturity structure. With a few
exceptions, existing research on the evolutionoopaerate finance policies in general and
debt maturity in particular has mainly looked ablizi firms. We extend the literature by
examining the choice of debt maturity in the pesigule- and post-IPO, which enables us
to provide a comprehensive picture of the evolutbrlebt maturity over the life cycle of

firms.

* A secondary IPO is one in which the issuer do¢senzive any cash proceeds.
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2.2.3. Hypothesis Development

Our main hypothesis is that after going publianBrlengthen the maturity structure
of their debt. This prediction is based on two maies of argument drawn from existing
agency theories and asymmetric information modehe first considers changes in IPO
firms’ growth opportunities, asset maturity, and nagerial ownership. The second
argument entails changes in these firms’ levelsagymmetric information, financial
constraints, bargaining power, and credit quality.

First, Myers’ (1977) agency model suggests thatdiwith high growth and risky
debt should shorten the maturity of their debt mleo to mitigate underinvestment
incentives. Since private firms have high growthi@ps and great concerns about this
incentive problem, they tend to rely heavily onrgtterm debt. However, when these firms
go public, their growth opportunities will be utiéid, reducing the need for using short-
term debt as a solution for the underinvestmenblpra. Next, newly listed firms might
invest in more long-term innovative projects, whattould be financed with debt of longer
maturities according to the matching principle (Myel977). From another agency
perspective, when a firm goes public the managenwahership decreases due to the
dilution effect. Consequently, the conflict of irgets between managers and shareholders
intensifies especially in poorly governed firmseating an incentive for managers to
entrench themselves by avoiding short-term debt #ed frequent monitoring that it
provides (Rajan and Winton, 1995; Stulz, 2004; &d#kandar-Datta, and Raman, 2005).

Second, under the asymmetric information framewofdannery (1986)
demonstrates how firms with favorable private infation may credibly signal their
prospects through short-term debt. Since goingipuidips firms improve transparency
and disclosure while reducing the levels of asymimatformation (Schenone, 2010), it is
expected that listed firms will have less incentieeuse short-term debt for signaling
purposes. In a related argument, private firmsnofeece financial constraints and have

limited access to long-term borrowings due to thieigh levels of informational
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asymmetries. This occurs because these firms maynkeown to lenders, who would
prefer to supply short-term debt that allows foeguent monitoring and negotiation
(Magri, 2010). However, as asymmetric informatienréduced post-IPO, newly listed
firms become less constrained and have stronggaimang power (Saunders and Steffen,
2011), enabling them to use long-term borrowings.ahother asymmetric information
model, Diamond (1991) examines the relationshipvbeh a firm’s credit quality and its
choice of debt maturity in the presence of theitliy risk associated with short-term debt.
He finds that this relationship is non-monotonie,,ilow-risk firms choose to use short-
term debt while high-risk firms are forced to us@and only medium-risk firms use long-
term debt. Since liquidity and default risk decesashile credit quality improves following
an IPO (Pagano, Panetta, and Zingales, 1998; Semiadd Steffen, 2011), it is expected
that the average listed firm will use more long¥tadtebt post-IPO, especially if its credit
rating is upgraded from a high-risk category toedam one.

The above arguments suggest that subsequent tdPtBe a firm’s growth
opportunities, asset maturity, managerial ownershgymmetric information, financial
constraints, bargaining power, and credit qualigpegience material changes, thus
affecting the agency costs of debt and equity herlével of the asymmetric information
facing the firm. This will in turn either reduceetlirm’s incentive to hold short-term debt
or improve its access to long-term borrowings, bathtributing to a shift toward debt of
longer maturities.

In addition to these theoretical arguments, theeeadso several other motives for
newly listed firms to switch to long-term debt aaltbviate the disadvantages of short-term
borrowings. Ortiz-Molina and Penas (2008) show thfirmation-opaque and risky firms
are biased toward selecting short-term debt. Thas Will, in turn, affect these firms’
choice of investment, driving them toward shortxteprojects with a quick payoff and
away from long-term innovative projects. Caprio dawmirgu-Kunt (1998) conclude that

long-term finance is associated with higher proshtgtand firms can grow more rapidly
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using long-term finance contracts than internalrsesi and short-term credit. Custédio,
Ferreira, and Laureano (2013) find that due toues) renewal, a high level of short-term
debt significantly exposes firms to external creiid liquidity shocks. In sum, all our
arguments point to the prediction that after gqgidlic, firms should use less short-term
debt and more long-term debt.
2.3. Data

We collect data on IPO firms from the S&P Capit@l databaseln addition to
data on public firms, this database also providgga dn private firms that file Forms 10-K
(annual reports), 10-Q (quarterly reports), or Sskcurities registration) with the
Securities Exchange Commission (SEC), as well hsergbrivate firms from third-party
sources. According to the SEC regulations, firmthwotal assets of $10 million or above,
and with 500 or more shareholders are requireded0-K and 10-Q reports while firms
with public debt are required to file S-1 Fof@®ao, Harford, and Li, 2013). Further, U.S.
IPO firms are required to provide two years of fical statements in their IPO
prospectuses (Latham and Watkins, 2013).

S&P Capital 1Q has been used by many recent emapisitidies (Colla, Ippolito,
and Li, 2013; Gao, Harford, and Li, 2013; GarciapApdini and Montoriol-Garriga, 2013)
and, importantly, its quality of data has been fietti by such studies. For instance, the
quality of S&P Capital 1Q data on public firms ismaparable to that of Compustat data
(Colla, Ippolito, and Li, 2013).

Our sample covers U.S. firms that did an IPO otaergeriod 19982011 because
S&P Capital 1Q starts recording the IPO transastitom 1998. Since our analysis needs
pre-IPO data, we included the pre-IPO data forahoms from 1994 (the year that Capital
IQ started recording firms’ financial data). Simija to have post-IPO data we had to
include firms that did an IPO only up to 2011 tordaheir post-IPO data. Therefore, our

sample period covers the period 1994-2012. As siahth the literature, we exclude

® All our data are from S&P Capital 1Q, with the eption of the term structure of interest rates,ohtis
retrieved from the Federal Reserve Bank of St. § sgbsite.
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financial and utilities firms. Note that S&P Capil® does not remove dead companies so
we rule out the concern about survivorship biasmagixient with the IPO literature (e.g.,
Lowry, 2003), we exclude firm-year observationshwén offer price of less than $5,
REITs, and unit offerings. We further drop firm-yeabservations with negative equity
values. Our final sample consists of 1,712 firmd &%62 firm-year observations.
2.4. Methodology

2.4.1. Empirical Models

The main objective of our study is to examine tfieat of the IPO on the choice of
debt maturity. Prior literature typically investiga the IPO effects on corporate financial
policies for a number of years subsequent to th®. IPagano, Panetta, and Zingales
(1998), for example, argue that the impacts ofR@ bn financial and operating variables
may remain significant for up to three years p&®dI Gao, Harford, and Li (2013)
graphically show that the effect of the listing id&mn on cash holdings is significant for
three years after the IPO. Thus, to examine ther{garm) effect of the IPO decision on
the evolution of debt maturity in the years immeelia after the IPO, we estimate the
following model:

STic = Bo + B1Dipo + B2Dipo+1 + B3Dipo+2 + BaDipors + 0'Xie + & (1)
In this model, the dependent variald&;., is the short-term debt ratio, measured as debt
maturing within one year (i.e., short-term borrogsrplus the current portion of long-term
debt) divided by total deBtD,», takes the value of 1 in the IPO year, and O otlserw
D;po+i With 1=1..3 takes the value of 1 in the IPQgear, and 0 otherwisd,; is a vector
of the control variables, which we will discussdatail in Section 2.4.2. Note that model
(1), which includes four IPO dummies, considerssa window between the pre-IPO years

and the IPO+3 year. Pagano, Panetta, and Zingh833) employ a comparable model

® Our measure of debt maturity is consistent wigvimus studies of private firms that typically aefishort-
term debt as debt maturing within one year (Schad Hulbert, 2001; Giannetti, 2003; Garcia-Terus a
Martinez-Solano, 2007; Brav, 2009; Magri, 2010)tNthat studies of public firms often consider salve
measures of short-term debt, such as debt matwiitign one, three, and five years (e.g., Harfdftisa,
and Maxwell, 2013). However, the private firms iar sample have the majority of their debt maturing
within five years. Thus, considering debt maturiwghin three and five years as short-term debt is
inappropriate for our analysis, as it would overeate the short-term debt ratio.
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although they do not include any control variablEse exclusion of the control variables
may give rise to an omitted variables bias. Wevélle this potential bias by including the
commonly known determinants of debt maturity. Actiog to our main hypothesis, we
expect the coefficients on the IPO dummies to lgatiee and significant.

Next, we estimate the following model to examine libng-term effect of the IPO
on debt maturity:

STic = Bo + B1Dpost_ipo + 0' X + &t 2)
whereDp,s: 1po IS @ dummy variable that takes the value of henlPO year and the years
post-IPO, and 0 otherwise. Schenone (2010) usesnparable model to test the effect of
an IPO on the cost of borrowing measured by the gpead. Since we predict a decline in
the short-term debt ratio post-IPO, we expect tedficient onDp,s; ;po t0 be negative.

2.4.2. Control Variables

Consistent with the debt maturity literature, wensider the following control
variables: asset maturity, earnings volatility,wgtio opportunities, leverage, firm size, firm
size-squared, and the term structure of interassfaMyers (1977) claims that matching
the maturities of assets and liabilities can helpaduce the underinvestment problem.
Consistent with the results in Johnson (2003), gatiee relationship is expected between
asset maturity and the short-term debt ratio. Foiig Giannetti (2003), we proxy for asset
maturity using the proportion of long-term assattoial assets.

Kane, Marcus, and McDonald (1985) argue that fimith high earnings volatility
prefer long-term debt so as to avoid the refinagp@nd liquidity risks that arise from the
frequent renewal of short-term debt. We thus ptealicegative relation between volatility
and short-term debt. We follow Antoniou, Guney, aRdudyal (2006) and measure
earnings volatility as the difference between theocdute value of the annual change in

earnings (EBITD) and the average change.

" We are unable to include governance variablesusecthey are unavailable pre-IPO. In a robustniessk;
we also include firm age as an additional contesiable and obtain qualitatively similar results.
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High-growth firms should use more short-term deld tnitigate the
underinvestment problem (Myers, 1977). Thus, atjvesrelationship between short-term
debt and growth opportunities is anticipated. Rwilg previous studies of private firms
(Scherr and Hulburt, 2001; Giannetti, 2003; Bra0%®), we measure growth opportunities
as sales growth.

Consistent with Scherr and Hulburt (2001) and Johr{2003), we expect leverage
to be negatively related to short-term debt asdimith high leverage tend to use more
long-term debt to reduce the probability of bankeyp(Morris, 1992). We measure
leverage as long-term debt plus short-term debigied by total assets.

Firm size is often used as a proxy for asymmetriormation (Scherr and Hulburt,
2001) as well as credit quality (Johnson, 2003)rgkafirms have less asymmetric
information and higher credit quality, suggestinghegative relationship between short-
term debt and size. Following Scherr and Hulbu@i0@, we measure size as the natural
logarithm of total sales.

Diamond (1991) predicts a non-monotonic relatiopdietween credit quality and
debt maturity. Similar to previous research (Johnsg003; Custddio, Ferreira, and
Laureano, 2013), we use firm size to proxy for grgdality and use both size and size-
squared to capture the potential non-monotonidioglabetween risk ratings and short-
term debt. We expect short-term debt to be nedgtnegated to firm size and positively
related to size-squared.

Brick and Ravid (1985) argue that if the term stuoe of interest rates is upward
sloping, firms should use long-term debt becausetalt benefits are potentially greater.
We thus predict a negative relation between teraoctsire and short-term debt. Consistent
with Harford, Klasa, and Maxwell (2013), we meastire term structure of interest rates
as the difference between the month-end yieldseoryéar government bonds and six-

month treasury bills.

8 We are unable to use the market-to-book raticgranson measure of growth options for public firms, a
market values are not available pre-IPO.
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We winsorize the control variables at 1% and furtleguire that the leverage and
short-term debt ratios be in the unit interval. \pevide variable definitions in the
appendix.

2.5. Results

2.5.1. Summary Statistics

Table 1 presents summary statistics of the varsatée report the results for the
full sample in Panel A and the results for two geliods pre- and post-IPO in Panel B.
While the short-term debt ratio has a mean of 3Qu2fdian of 11.7%) for the full sample
period, it has a higher mean of 36% (median of Z&2.8re-IPO, which drops to 27.5%
(median of 8%) post-IPO. This provides the firsdewnce of the decline in short-term debt
(of 8.5% relative to the mean) after the IPO. Aftming public, firms change their
leverage by a smaller magnitude compared to delbairitya the mean leverage ratio is
45.7% (median of 40%) pre-IPO and increases to%4§rhedian of 44.5%) post-IPO. The
t-tests in Panel B show that the differences irnt dedtturity and leverage pre- and post-IPO
are statistically significant. Overall, firms hasggnificantly longer debt maturity and
higher leverage after the IPO.

[Insert Table 1 here]

2.5.2. IPO and the Evolution of Financial Policies

In Figure 1, we further examine graphically the lation of leverage and short-
maturity debt from IP&4 to IPO+5. Our window of analysis begins in th©+42 year, as
this is the starting point at which we have a reabte number of observations prior to the
IPO. The test window carries on up to IPO+5, aBaowan and Lowry (2012).
Debt Maturity

Figure 1(a) illustrates the evolution of the delstanity structures of IPO firms.

The short-term debt ratio exhibits a moderate upgvieand pre-IPO: it reaches a peak of

®In comparison to Scherr and Hulburts’s (2001) dangd small (private) firms, the private firms i
sample are larger, have more growth opportunitiegyer debt maturity, and less leverage.
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37.8% (median of 26.1%) in the IP@ year and remains at the same level in the-IPO
year (median of 27.1%). The effect of the IPO oa #hort-term debt ratio becomes
negative post-IPO. From IPQ to IPO there is a decline of 4.5% in the meantsieom
debt ratio while there is an even higher drop @%.in the median ratio. After the IPO
year, there is a gradual downward trend in the naahthe median values of short-term
debt up to IPO+5. Overall, our graphical evidenleaidy shows a decrease in short-term
debt usage post-IPO, which is consistent with oainrhypothesis.
Leverage

Figure 1(b) shows the evolution of leverage in peFiods pre- and post-IPO.
Similar to short-term debt, there is a relative usmalation of leverage in the pre-IPO
years, starting from IP€t and reaching its peak in the IPDyear (mean of 47.7% and
median of 41.3%). A sharp drop in mean leveragEOd5% (median of 14.8%) is observed
from IPO-1 to IPO, which is consistent with the evidenc®agano, Panetta, and Zingales
(1998), Alti (2006), and Aslan and Kumar (2011).isTdecline is next followed by an
upward trend in the mean and median of leverage lpO+5. Overall, we first observe a
sharp decline in leverage between H2Cand IPO, as firms are likely to use their IPO
proceeds to repay their debt. However, this impggtears to be temporary, as firms tend
to lever up in the subsequent years (see also Al)6). This finding seems to be
consistent with the argument based on asymmetienvation, i.e., listed firms become
less constrained and use more leverage due to syenmetric information, and liquidity
and default risks. Our results are different fréva ¢vidence of a decrease in leverage post-
IPO for Italian and UK firms documented by PagaRanetta, and Zingales (1998) and
Aslan and Kumar (20115.

[Insert Figure 1 here]

2 such a difference in our results and those regdrfePagano, Panetta, and Zingales (1998) and /sien
Kumar (2011) may be caused by the varying bankyuptmles. The bankruptcy law in the U.S. is less
creditor-friendly than those in the UK and ltalyggesting that post-IPO U.S. firms can rely moredebt
finance than their UK and Italian counterparts. Began and Zingales (1995) aAdharya, Sundaram, and
John(2011) for detailed discussions.
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2.5.3. Univariate Analysis

In Panel A of Table 2, we compare pre and post4R@Qrt-term debt over different
windows. First, we find a significant decline 06% in the mean short-term debt post-IPO,
compared to the pre-IPO levéBoth the mean and the median tests provide consiste
and significant results. Next, we consider a naerowindow in order to compare the use
of short-term debt pre-IPO with that in first threears after the IPO; this test is in line
with model (1) in our multivariate analysis. Theuls show that the decline in short-term
debt is significant for all windows, with the lagjedecline observed in the window
between pre-IPO and IPO+2 (5.2%), followed by [15#©®, IPO+3] (4.4%), [pre-IPO,
IPO+1] (3.9%), and [pre-IPO, IPO] (2.7%). Overalbnsistent with the trend observed in
Figure 1 (a), there is a significant increase ibtaeaturity post-1PO.

In Panel B, we test whether the lengthening of dedturity post-IPO is driven by
the decline in short-term debt (measured by skortrtdebt over total assets), the increase
in long-term debt (measured by long-term over tatalets), or a combination of both. The
results indicate that the change in debt maturigt#PO is due to firms simultaneously
retiring short-term debt and issuing debt of lonatumities. However, the decline in short-
term debt usage appears to be the main drivereahtirease in debt maturity post-1PO.

[Insert Table 2 here]

2.5.4. Multivariate Analysis

Table 3 reports the regression results for our limesenodels (1) and (2¥ The
results in Column (1) show that, controlling foraciges in firm characteristics, there is a
significant decline (3.7%) in short-term debt irethPO year. Note that the financial
statement in the year of the IPO is typically pregaafter the IPO, meaning that any
immediate effect of the IPO should be observed ftoenlPO year. Our results thus imply

that firms reduce their reliance on short-term detrnediately after going public. The

" In unreported tests, we have considered variousiovis excluding the year of the IPO and found
qualitatively similar results.
2 Due to data availability and different model sfieaiions, the number of observations varies across
models.
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impact of the IPO on debt maturity is also sigmifit in the IPO+1 year, although the
magnitude of this impact is smaller (3%). Thisdatobservation suggests that the IPO
effect on debt maturity diminishes over time. Irmsuhe cumulative effect of the IPO

decision on short-term debt in the first two yeamsounts to 6.7%. This represents an
economically significant drop of nearly 20% relatito the mean short-term debt ratio pre-
IPO (36%).

The results in Column (2) show that the dummy \@eia;,, ;po iS significantly
negative, suggesting that the IPO effect on deburtgis not a short-term but a long-term
one. Specifically, we find that after going pulfilens reduce their short-term debt ratio by
2.5%, which represents about 7% of the pre-IPOll&\V@s evidence of a statistically and
economically significant, lasting impact of the IR@ent on debt maturity provides strong
support for our main hypothesis. Taken togetheh wite results in Column (1), this
finding suggests that a firm’s IPO decision hastsdtort-term and long-term effects on its
choice of debt maturity.

In Columns (3}(6), we consider alternative model specificatidfisst, in Columns
(3) and (4), we do not control for industry and ryeffects. We obtain results that are
similar to those reported in Columns (1) and (Zhaugh the IPO effects appear to be
more significant, both statistically and economiicaln Column (3), the IPO effect on
short-term debt is statistically significant froRO to IPO+2. The magnitude of the decline
in the short-term ratio in the first three yearnerathe IPO is 10.9%, representing nearly a
third (30.5%) of the pre-IPO level. The resultiolumn (4) also show that the short-term
debt ratio post-IPO declines by 3.7%, which repnesenore than 10% of the pre-IPO
level. Second, in Columns (5) and (6), we includggividual firm fixed effects to control
for unobserved firm factors affecting debt maturiye document qualitatively similar
results, although the IPO effect appears to bediggsficant than in the baseline results in
Columns (1) and (2).

Regarding the control variables, we obtain resg#serally consistent with our
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prior expectations and previous empirical finding&st, asset maturity is significantly
negative, except in Columns (5) and (6), suggesdtiag firms do attempt to match the
maturities of their assets and liabilities. Thigding is consistent with our prediction and is
in line with Johnson (2003) and Custodio, Ferrerad Laureano (2013). However, firm-
level earnings volatility and growth opportunitiese both insignificant, although the
former variable is marginally significant with anaxpected (positive) sign in Column (2),
while the latter variable is significant with anexpected (negative) sign in Column (6).
The insignificance of growth opportunities is nocammon in previous studies of private
firms (e.g., Scherr and Hulburt, 2001). As expeclederage is negatively related to short-
term debt, similar to the findings of Johnson (2088d Custddio, Ferreira, and Laureano
(2013). Highly levered firms use less short-termbtdéo mitigate the liquidity and
refinancing risks associated with short-term d&lite and size-squared are both negative
and significant (except in Column (6) for size gayifor size-squared). The former finding
supports the argument that large firms should ess khort-term debt for signaling
purposes, consistent with asymmetric informationdet® (Flannery, 1986). The latter
finding regarding size-squared is, however, notime with Diamond’s (1991) model
implication that this variable should be positivegfated to short-term debt due to a non-
monotonic relationship between credit quality arebtdmaturity. Next, we observe a
positive relationship between short-term debt ane term structure of interest rates
(except in Column (2)), which is consistent witthdson (2003) but does not support the
taxation hypothesis. Note that the prediction ofegative relationship between short-term
debt and term structure is based on the assumpghti@nthe term structure is upward
sloping, which is not always met in our sample @erin short, we find that the short-term
debt ratio is negatively related to asset matutgyerage, size, and size-squared, but is
positively associated with the term structure ¢éiiast rates.

In summary, our results show that going publicvadirms to reduce their reliance

on short-term debt. The IPO effect on debt matustynost pronounced in the IPO and
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IPO+1 years and then weakens over time. Althougmmsfiadjust their debt maturity

structure most significantly in the first few yeafter the IPO, the switch to more long-
term debt appears to be a long-term one. We nateotlr results are not in conflict with

the recently documented evidence of a secular dserén debt maturity (Custddio,

Ferreira, and Laureano, 2013). Specifically, CustofFerreira, and Laureano’s (2013)
conclusions that the composition and nature ofiplyblisted firms are responsible for the

decline in debt maturity over time do not contradiar results because while these firms
may use relatively more short-term debt than thiteg went public and entered the
Compustat database earlier, our results show kiest tely relatively less on short-term

debt compared to the pre-IPO peridd.

[Insert Table 3 here]

2.5.5. Robustness Checks

In this section, we perform two robustness chealsguthe incremental financing
approach and the difference-in-differences estimé&tiost, we investigate the effect of the
listing status on debt maturity using a sample @k rdebt issues. The advantage of this
approach is that we can test whether firms pretergdterm or short-term debt in
incremental financing activities (Brockman, Martemd Unlu, 2010; Custodio, Ferreira,
and Laureano, 2013). Using this incremental appr@dlows us to take the perspective of
a prospective creditor who determines his/her prefematurity structures of new debt
issues upon evaluating the borrowing firm charasties (Brockman, Martin, and Unlu,
2010), including its listing status. We collectalan new debt issues from S&P Capital 1Q
to perform this additional regression. In Tablevé,re-estimate our model of debt maturity
for the constructed sample of new debt issues. résalts in Column (1) of Table 4

confirm our earlier results that firms prefer teue less (more) short-term (long-term) debt

3|n (unreported) analysis, we examine the relatietween the IPO and debt maturity over time. Altifou
we have already controlled for the evolution of tdelaturity by including year effects, we furthevéstigate
whether the IPO effects on short-term debt change two (pre-crisis) periods 1998-2002 and 20036200
The results show that there is no significant défee in the strength of the IPO — debt maturitgtien over
time.
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post-IPO. Specifically, after going public, firmsduce the proportion of short-term debt in
new debt issues by 3.5%.

Second, to address the concern that our resul@riasen by omitted time trends or
unobserved differences between IPO and non-IP@aa) firms that may affect the debt
maturity choice, we conduct a difference-in-diffezes regression analysis. Unlike
Column (1), we now adopt the balance sheet appraadhuse our original sample and a
new sample of non-IPO firms collected from the sasatgabase S&P Capital 1Q. We
perform one-taa matching with replacement to identify matchingrfiyear observations
because this approach has lower data requirenantisell as provides better matches and
less bias (Roberts and Whited, 2012). For a firaryebservation in the treatment group
(IPO firms), we find matching firm-year observatoin the control group (non-IPO firms)
that are in the same industry and the HRQyear, and are similar in size and growth
opportunities (allowing for a deviation of 30%). IOsample includes 3,248 firm-year
observations in total, with 2,767 observationshia treatment group and 481 observations
in the control group?

We next estimate the following model:

STit = Bo + B1Dpost_ipo+ + B2IPOfirms + B3Dpost_ipos X IPOfirms + 0" Xy + €;¢.(3)
For the treatment group (IPO firm®p,s: ;po. is defined the same way Bg,s: ;po USed
in Model (2), that iSDp,s: 1po« IS @ dummy variable that takes the value of 1 ftbenlPO
year onward, and O pre-IPO. However, for the cdrgroup (non-IPO firms)Dp,s¢ 1po«
takes the value of 1 from the (counterfactumsipotheticallPO year onward, and 0O in the
years before théwypotheticallPO event. Essentially, this dummy variable cormstrigr
omitted time trends common to both IPO and non-fld@s. Next,IPO¢;y, is a dummy
that takes the value of 1 for the (treatment) IR@g, and O for the (control) non-IPO

firms. Our main variable of interep,s; 1po« X IPOfirms, IS the interaction term between

14 We have fewer matched firm-year observations tex#liere are quite a few missing values of totht de
in non-IPO (private) firms.
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Dpost_1po« @aNdIPOfys. According to our prediction, we expect this iafgtion term to be
significantly negative.

In Column (2), the coefficient oBp,s: ;po. IS Significantly positive, suggesting
that a common, secular increase in short-term fdelioth IPO and non-IPO firms exists.
This finding is consistent with Custddio, Ferreiaad Laureano’s (2013) evidence of the
evolution of debt maturity. Next, the coefficienh &POy;., is significantly positive,
indicating that the treatment IPO firms overall usere short-term debt than the control
non-IPO firms. Most importantly, our variable oftenest, Dp,s; 1po« X IPOfirms IS
significantly negative (-9.1%), suggesting that If¥@s reduce their short-term debt ratio
by more than 9% after becoming public, consistdttt aur baseline results.

Overall, we show that our main findings are rohostests using the incremental
approach and the difference-in-differences estimaite latter analysis, in particular,
controls for omitted time trends and unobservefedihces between IPO and non-IPO
firms, thus alleviating the concern that our firgirare driven by confounding effects.

[Insert Table 4 here]

2.6. What Drives the Increase in Debt Maturity PostPO?

In this section, we investigate which types of irmeduce their short-term debt
ratio post-IPO. In particular, we examine the IFi@@as on debt maturity conditional on
firm factors and IPO-related characteristics theixp for the degrees of asymmetric
information, and the agency costs of debt and gquit

2.6.1. Firm Characteristics

We first examine whether the increase in debt nitstpost-IPO is consistent with
the arguments based on asymmetric information aradjency costs of debt. Firms with
private information tend to hold higher levels bbg-term debt for signaling purposes or
simply because they are refused the option of tengr debt as lenders prefer frequent
monitoring via short-term debt. Once private firges public, their levels of asymmetric

information decrease, thus reducing the need fargushort-term debt and improving
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access to long-term debt. We expect the impach@flPO on debt maturity to be more
pronounced for firms with higher levels of asymrieeinformation. To test this prediction,
we follow prior research (Bharath, Pasquariellog &ku, 2009; Leary and Michaely,
2011; Custddio, Ferreira, and Laureano, 2013) ampl@y two commonly-used measures
of asymmetric information, namely size and growgipartunities; small and high-growth
firms are expected to have more asymmetric infaonat

In Columns (1)}(4) of Table 5, we split our sample into two sumgpées of small
and large firms. The results in Column (1) showt #mall firms reduce the short-term debt
ratio significantly, by 6%, 4.2%, and 4%, respesiyvirom IPO to IPO+2. In Column (2),
however, there is no evidence of a statisticalgynigicant change in short-term debt post-
IPO for large firms. The results in Columns (3) A3 show that, post-IPO, small firms
significantly reduce their short-term debt ratio By6%, while large firms see no
significant change in their debt maturity structu@ombining the results in Columns
(2)-(4) suggests that the decline in short-term debt-[R0O is only evident in small firms
and that the IPO effect on debt maturity is dribgrthe results for this subsample of firms.

In Columns (5)3(8), we examine whether the IPO effect on debt nitgtwaries
with growth opportunities. The results in Column ghow that all IPO dummies are
insignificant, suggesting that low-growth firms dot reduce their short-term ratio after
the IPO. However, in Column (6), there is stronglemce of a negative effect of the IPO
on debt maturity: high-growth firms significantlgduce their short-term debt by 4.9% and
5.2% in the IPO and IPO+1 years, respectively. idsailts in Columns (#(8) show that
while low-growth firms experience no long-term cbarin the short-term debt ratio post-
IPO, high-growth firms see a 3.8% increase in tleiot maturity post-IPO. Overall, the

effect of the IPO on debt maturity is only seemigh-growth firms. Considering that high-

5 In unreported results, we use age as alternata@sore of asymmetric information and find qualietty
similar results. Although asymmetric informatiomdae proxied by other variables such as analysecst
coverage and dispersion, stock return volatilitg[Retc., we are unable to use these proxies duthgo
unavailability of data for pre-1PO period.
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growth firms tend to have more asymmetric informat{see Bharath, Pasquariello, and
Wu, 2009; Leary and Michaely, 2011, among othdts} finding is consistent with our
prediction based on asymmetric information.

As reviewed in the previous section, agency thsoggests that high-growth firms
have higher agency costs of debt and should maistaubstantial amount of short-term
debt in order to mitigate the underinvestment mobl This implies that firms facing
higher agency costs of debt should experiencesaplesiounced decline in short-term debt
post-IPO (Myers, 1977). To the extent that growgipatunities can also be used as a
proxy for the agency costs of debt (i.e., firmshwitore growth face higher agency costs of
debt), our results in Columns §8), which show that only high-growth firms reduce
short-term debt ratio, are inconsistent with thermy theory’s prediction. In Columns
(9)-(12), we re-examine this prediction through anotmerasure of the agency costs of
debt. Following Custddio, Ferreira, and Laurear@l@®, we consider leverage as a proxy
for the agency costs of debt, i.e., firms with h{igw) leverage have higher (low) agency
costs of debt. The results in Columns (9) and §h@w that the IPO effect is only relevant
for highly levered firms, which reduce the shortatedebt ratio by 6.3%, 5%, and 4.4%
between IPO and IPO+2; these magnitudes are sirdhga in the baseline results in
Table 3. The results in Columns (11) and (12) aralitptively similar. While there is a
significantly negative effect of the IPO on shatr debt for firms with high leverage,
there is little evidence of this effect for firmgtwlow leverage (i.e., the IPO dummy is
only marginally significant in Column (11)). Takdngether, the results in Columns
(9)-(12) do not support the argument based on the ggests of debt. Although highly
levered firms have higher agency costs of deby, ttse significantly less short-term debt
post-1PO.

In sum, the IPO effect on debt maturity is onlyngiigant in small, high-growth,

and highly-levered firms, which is consistent witie arguments based on asymmetric
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information and is inconsistent with theories basedhe agency cost of delft.

[Insert Table 5 here]

2.6.2. Dilution Ratio and the Use of the IPO Proake

We now study the impact of managerial ownership @nedintended use of IPO
proceeds on a firm’s decision on its debt matypitgt-IPO. In Columns (3f4) of Table
6, we sub-divide our sample according to the medfahe dilution ratio, which is defined
as the proportion of primary shares offered tottit@l number outstanding pre-IPO (Habib
and Ljungqvist, 2001). We use the dilution raticaagroxy for the agency costs of equity
because the higher the proportion of the primagreshissued during the IPO, the higher
the dilution ratio, and the more severe the ageaoggflict between managers and
shareholders post-IPBThe results in Columns (1) and (2) show that diriyps with a
high dilution ratio reduce their short-term debttlie IPO and IPO+1 years. Columns (3)
and (4) also reveal that the IPO effect on debuntgtis only evident for firms with a high
dilution ratio. Taken together, these results areststent with our prediction that firms
with weak interest alignment between managers haceholders and high agency costs of
equity should experience the most pronounced deatishort-term debt usage post-1PO.

We further examine the IPO effect on debt matwagditional on the intended use
of the IPO proceeds. A large proportion of firmd%® in our sample (926 firms) declared
in their IPO prospectuses that they would use tleeqeds from new equity capital to
repay their outstanding debt. To the extent thas¢hnewly listed firms use the IPO
proceeds to retire their existing short-term debtg, are likely to observe a more
pronounced negative relation between the IPO awod-smaturity debt. To examine this
conjecture, we examine two sub-samples of IPO fiaesording to their intended use of

the IPO proceeds.

8 In unreported results, we also examine the resaitslitional on other firm characteristics. For myde,
using the modified Altman z-score as a proxy foaficial distress, we also rule out the possibiligt the
decrease in short-term debt post-IPO is due toroptdy reasons.
" Our approach does not control for the quality lné torporate governance setup of our sample firm.
However, as the agency conflicts between manageisshareholders are magnified in poorly governed
firms, we would expect to find a larger declinghie short-term debt post-IPO in those firms.
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Columns (5)(8) report the regression results for two grouf¥fiims that use the
IPO proceeds to repay their debts, and (2) thasedi not use the IPO proceeds to repay
their debts. The results in Column (5) show thaméi in the first group reduce their short-
term debt by 4.3% and 2.8% between the IPO and 1R@4ars, which is comparable to the
baseline results in Table 3. In Column (6), we fthdt firms in the second group only
reduce their short-term debt in the IPO+1 yeamnginoby a larger magnitude (4.1%). Next,
in Columns (3) and (4), we find evidence of a Idagn change in debt maturity post-IPO
for both groups of firm&2 Overall, we find that regardless of the use of @ proceeds,
both groups of firms use less short-term debt fg6t- Put simply, the effect of the IPO on
debt maturity is significant, irrespective of theeinded use of the IPO proceeds. This
finding rules out a possibility that the main fings of our paper are restricted to the group
of firms that retire debt using the proceeds frajuiy capital. Consistent with the results
for a sample of new debt issues reported earlieravgue that there is another channel
through which the IPO affects debt maturity. Aftgring public, firms making new debt
issues prefer debt of longer maturities, thus endip with a smaller proportion of short-
term debt over time.

[Insert Table 6 here]

2.7. Sample Selection, Endogeneity, and Simultangit

2.7.1. Sample Selection and the Endogeneity of 8@ Decision

Our use of a transition sample consisting of IR@ i largely mitigates the concern
of sample selection. Gao, Harford, and Li (2013juar that using a transition sample
controls for the time-invariant unobservable firimacacteristics pre- and post-IPO, thus
helping to reduce the selection bias. However, urghér address the sample selection
concern by running a treatment regression. Thiscgmh can deal with sample selection

and, more importantly, the endogeneity of the IP€xiglon as treatment regression

8 The Chow test (unreported) indicates no significadifference in the magnitudes of the
Dpost 1po coefficient for the two groups of firms.
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accounts for the endogeneity of a binary variaBleing public is not an exogenous event
as it can be influenced by (unobserved) firm charastics that may also affect the choice
of debt maturity. In the treatment regression, Apg, ;po dummy variable is treated as
endogenou$? Formally, the approach involves estimating théofeing equations:
Dpost 1po = V'Zip + wye First-stage regression (4)
Dpost 1po = 1if Dpost 1po > 0; = 0 otherwise
STt = B1Dpost 1po + 0'Xie + €. Second-stage regression (5)
In the first stage, we estimate a probit model Withs, ;po being the binary dependent
variable. The vector Z includes the instrumentalalde (1V) that determines the listing
decision and other control variables for identifica purposes. We use profitability as an
instrument forDp,s ;po. Note that profitability satisfies all the conditis about the
instrument for debt maturity as it affects the I@€zision but does not influence the choice
of debt maturity (Johnson, 2003; Brockman, Maring Unlu, 20103° However, there is
no consensus in the prior literature on the dicectf the effect of profitability on the
propensity of firms going public. Pagano, Panetiag Zingales (1998) argue that this
effect can be positive, as high profits are neddedhe listing requirements. On the other
hand, Aslan and Kumar (2011) contend that hightfifable firms will not need external
equity, thus implying a negative relationship. Terfprm the treatment regression, we
consider a larger sample consisting of both IPO mo-IPO firms that never became
public. This sample has 10,731 firm-year observati@ut of which 9,562 belong to 1,712
IPO firms and the remaining 1,169 observations figlto 761 private firms. As in the
difference-in-differences analysis, data on priatas are retrieved from S&P Capital 1Q.
Table 7 reports the results from the treatmentession estimated using the

maximum likelihood estimator. The first-stage resgien results show a significantly

9 Unlike the Heckman two-stage approach, the treatmegression should be employed when the data on
both treated and control groups are available, wfgdhe case in our analysis. The treated grotg idahe
post-IPO data, while the control group data ispteeIPO data.

2% In unreported results, we use lagged profitabditg find qualitatively similar results.
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negative relation between tig,s, ;,,o dummy variable and profitability. This suggests
that profitable firms are less likely go public, il is consistent with Aslan and Kumar
(2011). More importantly, in the second-stage regjmn, we find the coefficient on the
Dpost 1o dummy variable to be significantly negative with amen larger magnitude
(7.6%) than in our baseline regressions. Our maialigtive conclusions thus remain
unchanged after controlling for sample selectiord andogeneity. Note that the
endogeneity test is significant, thus rejecting typothesis that th®p,s ;po dummy
variable is exogenous and confirming the validitgydarelevance of our treatment
regression. Furthermore, the estimated coeffict#ntho is negative suggesting that the
unobservable characteristics that affect the IPCistn are negatively related to debt
maturity?* However, a potential limitation of our approactréhés that the instrument,
profitability, can affect leverage (Johnson, 200Brockman, Martin, and Unlu, 2016).
We address this issue in the next subsection.

[Insert Table 7 here]

2.7.2. Joint Determination of Leverage and Debt Maty

It is well-established in the literature that defmiaturity and leverage are
simultaneously determined (Barclay, Marx, and SmR03; Johnson, 2003; Datta,
Iskandar-Datta, and Raman, 2005; Brockman, Maatia Unlu, 2010). To deal with the
simultaneity bias, previous research typically rumstwo-stage least squares (2SLS)
regression using an instrument for leverage thasdwt affect debt maturity. We adopt
this approach and use either tangibility or theeef’e tax rate as an instrument for
leverage. Tangibility is the most commonly usedrumsent in literature (Johnson, 2003;
Datta, Iskandar-Datta, and Raman, 2005; Brockmaartiv] and Unlu, 2010) because it is

one of the most important determinants of lever@ggank and Goyal, 2009) and is not

2L For further details on the interpretation of rimuldreatment models, see Campa and Kedia (2002).

22 Following Gao, Harford, and Li (2013), we have calsonsidered the industry-level underwriter
concentration as an alternative instrument, andiodtl qualitatively similar results, however, thaghostic
test shows that IPO is not endogeneous. Furthernmare model is over-identified if we include both
profitability and the industry-level underwriterrazentration as instruments.

52



considered to be related to debt maturity in pdiebt maturity studies. Recent research by
Hall (2012), however, argues that tangibility mésoaaffect debt maturity. To address this
concern, we consider an alternative instrument, eianthe effective tax rate. Prior
research has used the effective tax rate as amnmsnt for leverage in the debt maturity
equation because it positively affects leveragedmas not affect debt maturity (Barclay,
Marx, and Smith, 2003).

Table 8 presents the results for the 2SLS regnesssing either tangibility or the
effective tax rate as an instrument for leveragethe first-stage regression reported in
Columns (1) and (3), tangibility is, as expecteignsicantly and positively related to
leverage. Firms with more tangible assets tendseéorore leverage, which is in line with
the argument that tangible assets can be usedlateral, thus facilitating borrowing. In
Column (2), we find that the IPO effect on shortriedebt persists up to the IPO+3 year.
Firms reduce the short-term debt ratio by 12.1%%9.7.7%, and 6.5% between IPO and
IPO+3. In Column (4), the second-stage resultsicarthe long-term decline of short-term
debt post-IPO: firms reduce their short-term deb7t2%. Further, the effect of the IPO
seems stronger than what is reported earlier fer fthl- and sub-sample results. In
Columns (5)—(8), using the effective tax rate aarahtive instrument for leverage, we find
it to be positively related to leverage, as expciore importantly, our main conclusions
still hold with the coefficients on the variablesimterest having even greater magnitudes.
We thus conclude that our results are robust, &nanything, become economically
stronger after accounting for the joint determiomif debt maturity and leverage.

[Insert Table 8 here]

2.8. Credit Conditions and the Effect of an IPO orDebt Maturity
In this section, we examine whether the effect ofIBO on debt maturity is

dependent on macroeconomic and credit conditiohe fihancial crisis of 20672008

2 This finding also helps address the concern tha, to the negative relation between leverage hott-s
maturity debt, our results simply reflect a leveragfect. Our analysis rules out this interpretati@cause
we find evidence of a robust positive impact of tieting status on debt maturity after controllifigr
leverage in both our baseline and 2SLS regressions.
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serves as a useful event for this test as it wasealit crunch” that significantly contracted
the supply of bank loans (lvashina and ScharfsgitQ; Santos, 2011). The association of
the crisis and debt maturity structure has beemvsha Almeida, Campello, Laranjeira,
and Weisbenner (2011) who find that firms with detatturing right after the third quarter
of 2007 cut their quarterly investment rates by22.% can be argued that the refinancing
and liquidity risks associated with short-term deldre most severe during the crisis
period, having drastic effects on real corporateaber. Accordingly, we hypothesize that
IPO firms had greater incentives to reduce theortsterm debt and exposure to those risks
during the crisis. To test this hypothesis, we @ramwo subsamples of firms that went
public over two different periods, namely the aiperiod of 20072008 and the non-crisis
period®

Table 9 summarizes the regression results. In Qol(i) the effect of the IPO on
debt maturity during the crisis was significantiulRO+3 as firms reduced the short-term
debt ratio by 20.2%32% each year between the IPO and IPO+3 y&atswever, the
results for the non-crisis period in Column (2) whtat the IPO effect is only significant
up to IPO+2, with significantly smaller magnitudes confirmed by the Chow test. In
Columns (3) and (4), we find that after going pabfirms reduced their short-term debt
ratio drastically by 20.6% over the crisis peribdf only by 2.9% in the non-crisis period.
The difference of 17.7% in thp,s; ;po dummy variable between the two periods is also
statistically significant according to the Chowttda sum, our results provide evidence of
a more pronounced IPO effect on debt maturity dutine crisis. This is consistent with the
prediction that IPO firms sought to lengthen thdgbt maturity more significantly as they
were more concerned about the severe refinanciddigurdity risks during the crisis.

[Insert Table 9 here]

% The choice of the financial crisis period is cetesit with previous papers on debt maturity andrfaial
crisis such as Almeida, Campello, Laranjeira, angisbenner (2011) and Custddio, Ferreira, and Laorea
(2013). However, we are aware that one could atgaethe financial crisis is assumed to be untD20
therefore, we re-estimated the models defining ¢hsis period as 2007-2009 and the results remain
gualitatively the same.
% In (unreported) results, we find that the shortrtelebt to total assets ratio decreased by 1.7%e whe
long-term debt to total assets ratio increased.#%o2uring the crisis period.
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2.9. Conclusion

We investigate the effect of an IPO on debt matwitucture for a sample of U.S.
firms that went public between 1998 and 2011. Basedgency theories and asymmetric
information models, we hypothesize that after gopublic, firms have a longer debt
maturity as they have less incentive to use sleont-tdebt and greater access to long-term
borrowings. Our results provide strong supporttfis hypothesis as we document a long-
term drop of 2.5% (or 7% relative to the pre-IP@el¢ in the short-term debt ratio post-
IPO. The IPO effect on debt maturity seems to bstrpoonounced in the first few years
after the IPO. In the IPO and IPO+1 years, firnthice their short-term debt ratio by about
7%, which represents nearly a fifth of the shomrtelebt ratio pre-IPO. These results are
robust to using the incremental financing approaaihd the difference-in-differences
estimator controlling for omitted time trends ambhbserved differences between IPO and
non-IPO firms.

We also find that the IPO effect on debt maturitypnly evident in small and high-
growth firms, which is consistent with the arguméased on asymmetric information.
Further, the negative relation between the IPO simatt-term debt is only seen in firms
with high leverage and those with a high dilutiatio (i.e., a measure of agency costs of
equity). The former finding is inconsistent witretargument based on the agency costs of
debt, while the latter is in line with the arguméased on the agency costs of equity.

Our empirical findings continue to hold in additgriests in which we control for
the endogeneity associated with the listing decisiod the simultaneity bias due to the
joint determination of leverage and debt maturiyally, we show that the negative IPO
effect on debt maturity varies with macroecononuoaditions: it was magnified by credit
shocks during the financial crisis of 26{ZD08.

Overall, our study provides new evidence on thdutian of debt maturity over the
life cycle of a company. It highlights a signifi¢campact, both in the short and long run, of
the decision to go public on the choice of debtunt structure post-IPO. Hence, our
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paper also contributes to a broader discussionviiig Jensen’s (1989) critique of public
corporationg® Our results complement recent studies in documerikie benefits of going
public, including the greater ability to take adtzge of growth opportunities (Mortal and
Reisel, 2013), especially conventional investmemjgets (Ferreira, Manso, and Silva,
2014), and the ability to innovate in industrieghwvgreater need for external finance
(Acharya and Xu, 2015). Our evidence of the positRO effect on debt maturity suggests
that another benefit of listing is to gain acceskbnhg-term borrowings, which is useful for
firms wishing to pursue long-term investment prtgebut having limited access and
exposure to financial markets. To the extent tlmaigiterm investment projects are
important to high-growth firms operating in R&D émtsive industries such as computers,
electronics, biotechnology, and pharmaceuticalss@e, 1989), our study thus shows that
listing can be particularly beneficial for suchnis. We also expect that firms post-IPO
will experience a lower cost of debt due to thedowsymmetric information and higher
credit quality, similar to the findings of PaganBanetta, and Zingales (1998) and
Schenone (2010) as well as complementing the stminditerature on corporate
transparency and cost of debt (see Andrade, Berrdlhd Hood, 2014; Funchal and

Gottlieb, 2015).

% See the Economist “The endangered public companyg’“The big engine that couldn’t”. 19 May 2012.
Available at: http://www.economist.com/node/2155555%hd http://www.economist.com/node/21555552
(Accessed: 27 March 2015).
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Figure 1: Evolution of Short-term Debt and Leverage

This figure illustrates the evolution tfie short-term debt and leverage ratios of our samwipU.S. firms that
did an IPO during the period 1998011.
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Table 1: Summary Statistics

The table reports the summary statistics, includiregmean, median, standard deviation (std devtimmam (min), and maximum (max) of the variablesir@ample consists of 9,562
firm-year observations covering the period 192@12. Short-term debt is measured by short-termoldngs plus the current portion of long-term delbtided by total debt. Asset
maturity is long term assets divided by total assEirm-level volatility is the difference betwetre absolute value of the annual change in earr(lBB$TD) and the average earnings
change. Growth opportunities is measured by satesth. Leverage is short-term debt plus long teghtdlivided by total assets. Size is the natugddibhm of total sales. Term structure
is the difference between the (month-end) yieldseoryear government bonds and six-month treasiisy Banel A presents the summary statisticsterfull sample. Panel B reports the
summary statistics for the periods pre- and poét-IRere we also report the p-values of the t-estffferences in means.

Panel A: Full Sample

Variable Mean Median  Std dev. Min Max
Short-term debt (%) 0.302 0.117 0.358 0.000 1.000
Asset maturity 0.340 0.201 0.328 0.000 1.000
Firm-level volatility 21.68¢ 5.761 58.30! -68.61:  325.04¢
Growth opportunities (¥ 0.79¢ 0.18¢ 2.51¢ -0.90(¢ 19.48¢
Leverage (% 0.47: 0.43: 0.35¢ 0.00c¢ 1.00¢
Size 4.99¢ 5.15¢ 2.15¢ -4.10¢ 9.251
Size squared 29.603 26.601 20.570 0.020 85.701
Term structure 1.465 1.650 1.364 -0.580 3.650

Panel B: Sub-sample Periods

Pre-IPO Post-IPO
. . . . . Mean tes
Variable Mean Median Std dev. Min Max Mean Median td &ev. Min Max (p-value)
Short-term debt (%) 0.360 0.228 0.364 0.000 1.000 .27% 0.080 0.352 0.000 1.000 0.000
Leverage (%) 0.457 0.400 0.347 0.000 1.000 0.481 4490. 0.358 0.000 1.000 0.000
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Table 2: Univariate Analysis

This table reports the results for our univariasts. Panel A examines the evolution of the slewmtdebt
ratio reporting the p-values of the t-test for elifnces in means and those of the Wilcoxon-Mann:Wiji
test for differences in medians. Panel B repores shmmary statistics of short-term and long-terrbtde
scaled by total assets and the p-values of the fiesdifferences in means.

Panel A: Evolution of Short-term Debt

Mean/Median

Time period test (p-value)
[Pre, Post] Pre -IPO Post-IPO
Mean 0.360 0.275 0.000
Median 0.228 0.080 0.000
[Pre, IPO Pre-IPO IPO
Mean 0.360 0.333 0.016
Median 0.228 0.199 0.001
[Pre, IPO+1] Pre-IPO IPO+1
Mean 0.360 0.321 0.001
Median 0.228 0.151 0.000
[Pre, IPO+2 Pre-IPC IPO+Z
Mean 0.360 0.308 0.000
Median 0.228 0.113 0.000
[Pre, IPO+3 Pre-IPC IPO+2Z
Mean 0.360 0.316 0.001
Median 0.228 0.106 0.000

Panel B: Short-term Debt and Long-term Debt Pre- ad Post-IPO

Pre-IPO Post-IPO  Mean test (p-value)
Short-term debt/total assets 0.063 0.037 0.000
Long-term debt/total asse 0.20¢ 0.21¢ 0.00¢
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Table 3: Baseline Regression Results

The table reports the baseline regression regerding the effect of an IPO on debt maturitycttite. The
dependent variable is the short-term debt ratigsueed by short-term borrowings plus the currentiqro of
long-term debt divided by total debt,sBis a dummy variable that takes the value of halPO year, and O
otherwise. o+ With i=1..3 is a dummy variable that takes theueabf 1 in the IPO+i year, and 0 otherwise.
Dpost_ipois @ dummy variable that takes the value of 1 ftbenIPO year onward, and 0 in the years pre-IPO.
The control variables are defined as follows. Assaturity is long term assets divided by total &sseirm-
level volatility is the difference between the dioge value of the annual change in earnings (EBIaDy the
average earnings change. Growth opportunities esored by sales growth. Leverage is short-term plebt
long term debt divided by total assets. Size isrthtural logarithm of total sales. Term structusethie
difference between the (month-end) yields on tesr-ygovernment bonds and six-month treasury bills.
Industry effects are proxied by 48 Fama-French stgudummy variables. T-statistics are reported in
parentheses. Standard errors are heteroskedastaigystent. , ~, and” denote statistical significance at
the 1, 5, and 10 percent levels, respectively.

(1) (2) 3) (4) (5) (6)
Dipc -0.03717 -0.0459" -0.0227
(-3.02) (-3.86) (-1.97)
Dipo+1 -0.030(" -0.037¢” -0.019¢
(-2.36, (-3.22. (-1.65
Dipo+2 -0.0194 -0.0261 -0.0044
(-1.41 (-2.06) (-0.32
Diposz -0.0022 -0.0136 0.0018
(-0.15) (-0.98) (0.112)
Deost 1pc -0.0247" -0.036¢" -0.0157
(-2.95 (-5.14 (-1.77
Asset maturity -0.1020  -0.0813" -0.1030°  -0.0850"  -0.0044 0.0102
(-12.14) (-13.64) (-13.03) (-14.86) (-0.15) (0.52)
Firm-level volatility =~ 9.30x10° 8.90<10°°  6.10<10°  6.30<10° 7.8%10° 3.50x10°
(1.26) (1.86) (0.84) (1.35) (0.08) (0.64)
Growth opportunitie ~ -0.001¢ -0.001: -0.001¢ -0.000¢ -0.0017  -0.003"
(-1.17) (-0.88) (-0.89) (-0.63) (-1.18) (-2.43)
Leverage -0.3550  -0.3430" -0.3630°  -0.3510" -0.2510" -0.2830"
(-27.33) (-33.96) (-29.44) (-36.44) (-12.40) (€2
Size -0.0227"  -0.032(™ -0.022¢™ -0.031"  0.0187 0.007:
(-3.67 (-6.07, (-3.80 (-6.02) (2.13 (0.94
Size-square -0.001¢™  -0.000¢ -0.001¢™ -0.000¢  -0.004¢"  -0.003¢™
(-3.15) (-1.82) (-2.95) (-1.64) (-4.21) (-4.54)
Term structure 0.0099  0.0005 0.007%9 0.0080" 0.0124"  0.0091"
(1.65 (0.11 (2.67 (3.40 (4.63 (4.31
Intercep 0.674C"  0.694(" 0.702(" 0.703("  0.482("  0.511("
(18.96 (24.17 (45.86 (50.65 (15.91 (21.00
Industry effect Yes Yes No No No No
Year effect Yes Yes No No No No
Firm effects No No No No Yes Yes
N 6,092 9,562 6,092 9,562 6,092 9,562
Adj. R-square 0.30] 0.29¢ 0.281 0.28: 0.25] 0.25¢
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Table 4: Robustness Checks using the Incremental fgpoach and Difference-in-
Differences Estimator

This table reports two main robustness checks. dtufén (1), we examine the effect of an IPO on the
maturity structures of new debt issued by the IR@4. In Columns (2), we use the balance sheetoagpr
as in Table 3 but now perform a difference-in-difeces analysis for a sample of treatment (IPO) and
matched control (non-1PO) firms. We use onattmratching with replacement to identify matchingrfiyear
observations. For a firm-year observation in tlatiment group, we find matching firm-year obseorai
that are in the same industry and year (i.e., B@-1 year), and are similar in size and growth opputies
(allowing for a deviation of 30%). For the treatrhéPO firms, Dyost po+iS @ dummy variable that takes the
value of 1 from the IPO year onward, and O pre-IF@r. the control non-IPO firms, d po~is a dummy
variable that takes the value of 1 from the (codattual) hypotheticallPO year onward, and O in the years
before thehypotheticallPO event. The IPgs is @ dummy takes the value of 1 for IPO firmsgtreent
group), and 0 for non-IPO firms (control group)hét variable definitions are provided in the apperehd
the notes to Table 3. Standard errors are hetedastkeity-consistent.”, ~, and "~ denote statistical
significance at the 1, 5, and 10 percent levelpeetively.

(1) (2)
Dpost 1pc -0.035:"
(-2.92)
DPostﬁIPO* 0-0700*
(2.25
IPCfrms 0.128:™
(5.92)
DPost PO II:>()irms '0'0914
(-2.76)
Asset maturity -0.058% -0.0848"
(-7.23 (-7.36)
Firm-level volatility -0.0002" 0.0001
(-2.84) (1.18)
Growth opportunities -0.0029 -0.0040
(-1.75, (-0.69
Leverage -0.2058 -0.3607"
(-14.45) (-20.24)
Size 0.0058 -0.0412
(0.85, (-2.66;
Size-squared 5.04x10° 4.50<10°
(0.07; (0.03
Term structure 0.0057 0.0184
(0.97) (2.65)
Intercep 0.378(" 0.551¢"
(6.44 (9.76,
Industry effect Yes Yes
Year effects Yes Yes
N 7,302 3,248
Adj. R-square: 0.08¢ 0.28:
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Table 5: Firm Characteristics and the Effect of anlPO on Debt Maturity

The table presents the effect of an IPO on deburitaiconditional on firm size, growth opportungieand leverage. Columns {{4) present the models for the two sub-sampleg&oisf
with above and below the median of size. Columns(g present the models for the two sub-sampledrofsfwith above and below the median of growth opputies. Columns
(9)-(12) present the models for the two sub-sampldgrmé with above and below the median of leveraggriable definitions are provided in the appendixi ahe notes to Table 3. T-
statistics are reported in parentheses. Standestbearre heteroskedasticity-consistént.”, and” denote statistical significance at the 1, 5, abgdrcent levels, respectively.

Firm size Growth opportunities Leverage
Smal Large Smal Large Low High Low High Low High Low High
(1) (2 (3) (4) (5) (6) ) (8) 9) (10) (11) (12)
Diro -0.0600~ -0.0095 -0.0239  -0.0482 -0.0243 -0.0626
(-3.31) (-0.58) (-1.29) (-2.96) (-1.33) (-4)22
Dipos1 -0.0427°  -0.0183 -0.0085  -0.0516 -0.0186  -0.0503"
(-2.03) (-1.19) (-0.46) (-2.89) (-0.94) (-3)30
Dipo+2 -0.0398 0.0008 -0.0034 -0.0369 -0.0031 -0.0439"
(-1.67) (0.05) (-0.19) (-1.58) (-0.13) (-2.89)
Diposs 0.0132 -0.0090 0.0123 -0.0128 0.0216 -0.0248
(0.49) (-0.54) (0.67) (-0.51) (0.86) (-1.50)
Drost iPo -0.036:™ -0.007: -0.005.  -0.037¢” -0.0228 -0.0367
(-2.91) (-0.67) (-0.41) (-3.31) (-1.78) 68)
Asset maturity -0.1493  -0.0733" -0.1365 -0.0429"  -0.081¢" -0.1203" -0.0549" -0.1094"  0.1643"  -0.0645"  -0.1500" -0.0496~
(-9.16) (-7.72) (-10.56) (-5.54) (-7.09) (-9.98)  -5.65) (-10.30) (-8.51) (-7.37) (-10.38) (-8.64)
Firm-level volatility -45810° -4.3510° -0.0004  -1.11x10° 0.0001  3.1%10° 6.0%10° 8.6710° 0.0002 6.01x10° 0.0003" 8.76x10°
(-0.15) (-0.58) (-1.78) (-0.20) (1.08) (0.27) © 7 (0.92) (1.34) (0.91) (2.36) (0.22)
Growth opportunities -0.0024 0.0009 -0.0021 0.0028 .00®9 -0.0019 -0.0392 -0.0016 -0.0025 -0.0014 2100  -0.0024
(-1.40 (0.27 (-1.34 (0.82) (-0.18 (-1.13 (-1.48 (-1.13 (-1.30 (-0.59 (-1.14 (-1.09
Leverage -0.3228  -0.3532"  -0.3665"  -0.2926"  -0.3555"  -0.3473" -0.3305" -0.3488"  .0.6357 "  -0.2126"  -0.5815"  -0.1802"
(-14.25) (-21.43) (-22.49) (-24.95) (-19.83) (28).  (-24.57) (-23.52) (-10.33) (-8.45) (-14.12) 89
Size -0.006¢  -0.1637" -0.001:  -0.114¢C"  -0.0247"  -0.018¢  -0.029¢"  -0.032" -0.002: -0.0591" -0.004¢ -0.0731"
(-0.81) (-3.46) (-0.18) (-2.68) (-2.94) (-1.89)  4(F4) (-4.47) (-0.26) (-5.71) (-0.74) (-6.94)
Size-squared -0.0029  0.0099 -0.0058"  0.0069 -0.0018 -0.0017  -0.0014  -0.0002  -0.0043" 0.0019" -0.0043” 0.0034”
(-1.49) (2.92) (-4.18) (2.32) (-2.28) (-1.60) 63) (-0.28) (-4.33) (1.99) (-5.53) (3.72)
Term structure 0.0439  -0.0222 0.0394  -0.0369 -0.0081 0.0224 0.0408 0.0013 0.0257" -0.0020 0.0137 0.0011
(2.08) (-1.40) (1.93) (-2.53) (-0.48) (1.09) (202 (0.07) (2.33) (-0.33) (1.91) (0.23)
Intercept 0.6079  1.1236° o0612f° 0.9076° 0.7160° 0.6611"  06246°  0.7209°  0.8155 0.6100" 0.8320" 0.6059"
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(3.19) (6.80) (3.81) (5.70) (11.24) (5.78) (7.74) (6.79) (3.52) (13.89) (3.65) (15.31)
Industry effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Year effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes s Ye
N 3,04¢ 3,04¢ 4,781 4,781 3,04¢ 3,04¢ 4,781 4,781 3,04¢ 3,04¢ 4,781 4,781
Adj. R-squared 0.178 0.261 0.217 0.195 0.315 0.287 .2990 0.297 0.157 0.238 0.178 0.195
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Table 6: IPO Characteristics and the Effect of an PO on Debt Maturity

The table reports the effect of an IPO on debt ritgtgonditional on two IPO-related characteristioamely the dilution ratio and the intended uséhef IPO proceeds. In Columns
(1)-(4), we sub-divide the sample into two sub-samplieirms with above and below the median of theutiiin ratio, which is defined as proportion of paim shares to the total
outstanding shares pre-IPO. In Columns-(8), we sub-divide the sample according to theaigbe IPO proceeds. 926 out of 1,712 firms deddhat they would use the IPO proceeds
to repay their debt. Variable definitions are pdmd in the appendix and the notes to Table 3. fis8ts are reported in parentheses. Standardsearer heteroskedasticity-consistént.

” and’ denote statistical significance at the 1, 5, abigpdrcent levels, respectively.

Dilution ratic Use of IPO procee!
Low High Low High Repay Do not Repay Do not
dilution dilution dilution dilution debts repay debts repay
(1) 2 ©) (4) (5) debts (7 debts
(6) (8)
Dipc -0.0071  -0.0527 -0.0429 -0.0328
(-0.32) (-2.37) (-2.89) (-1.55)
Dipo+1 -0.0219  -0.0475 -0.0283  -0.0411
(-0.93) (-2.17) (-1.90) (-1.76)
Diposz 0.001: -0.028° -0.014: -0.035¢
(0.05 (-1.21 (-0.89 (-1.35
Diposz 0.016¢ -0.008¢ -0.009° -0.005¢
(0.62 (-0.34 (-0.57 (-0.21
Dpost Ip¢ -0.0075  -0.0378 -0.0241  -0.0335
(-0.51) (-2.53) (-2.45) (-2.13)
Asset maturity -0.0875 -0.1164" -0.0629" -0.0909° -0.1050" -0.0839° -0.0815"  -0.0524"
(-5.31) (-8.07) (-5.47) (-8.89) (-11.70) (-3.69) -13.09) (-2.94)
Firm-level volatility -0.000  0.000° -9.20<10° 0.000:°  0.0007  -0.000:7  9.20x10°  -0.0007
(-1.83) (2.44) (-1.06) (2.57) (1.82) (-2.79) (D.83 (-2.04)
Growth opportunities 0.0049 -0.0047  0.0044 -0.0035 -0.0035 -0.0004 -0.0024 -0.0004
(1.88 (-1.66 (.73 (-1.41 (-1.49 (-0.21 (-1.15 (-0.18
Leverag -0.381¢"  -0.355:"  -0.344." -0.353(" -0.366(" -0.311(" -0.337(" -0.333("
(-16.53  (-15.13  (-19.59  (-19.35  (-23.70,  (-11.88  (-28.49  (-15.95
Size -0.023¢"  -0.002¢ -0.030°" -0.017¢ -0.048¢"  -0.001¢ -0.0497"  -0.006:
(-2.08) (-0.32) (-3.02) (-2.39) (-4.58) (-0.23)  587) (-0.79)
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Size-squared -0.0013 -0.0045 -0.0009 -0.0027 0.0008  -0.0036 0.0012  -0.0047
(-1.13) (-4.75) (-0.92) (-3.52) (0.78) (-3.42) 5 (0)] (-4.60)
Term structure 0.0129 -0.0017 0.0035 -0.0014 0.00310.0299  50210°  0.0116
(1.40) (-0.15) (0.47) (-0.18) (0.47) (2.24) (0.01) (1.27)
Intercep 0.706("  0.677"7  0.729¢" 0.688"" 0.711("  0.647(C 0.676("  0.708("
(3.95 (14.28 (4.08 (19.52 (17.97 (8.02 (21.39 (9.15
Industry effects Yes Yes Yes Yes Yes Yes Yes Yes
Year effects Yes Yes Yes Yes Yes Yes Yes Yes
N 1,92¢ 1,93¢ 3,02: 3,03¢ 3,74¢ 2,347 6,23t 3,327
Adj. R-squared 0.303 0.345 0.293 0.334 0.320 0.203 0.297 0.216
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Table 7: Dealing with Sample Selection and Endogeitg

The table reports the results from the treatmegression in which By pois considered to be endogenous;
Drost_ipois @ dummy variable that takes value of 1 fromIP@ year onward, and O otherwise. The sample
includes both IPO firms and private firms that meweent public. It consists of 9,562 IPO firm-year
observations (1,712 firms) and 1,169 non-IPO (peydirm-year observations (761 firms). Column (1)
presents the first-stage (probit) regression resalvhich probability, measured as return on assetused

as an instrument for ds po Column (2) presents the second-stage regresesuits obtained using the
maximum likelihood estimator. Here the dependentatée is short-term debt, measured by short-term
borrowings plus the current portion of long-ternbddivided by total debt. All other variables arfided in

the appendix and the notes to Table 3. T-statisties reported in parentheses. Standard errors are
heteroskedasticity-consistegttest is the statistics from the Rho (Chi-squated) of endogeneity under the
null of exogeneity. p-values are reported in squmeekets.”, ”, and” denote statistical significance at the
1, 5, and 10 percent levels, respectively.

@) @ _
Dpost_iPo -0.076¢
(-3.64)
Asset maturit 0.058¢" -0.088."
(2.02 (-14.47
Firm-level volatility -0.0002 5.4210°"
(-3.09) (3.44)
Growth opportunities -0.0034 -0.0034
(-0.60 (-2.33
Leverag: 0.109¢™ -0.395¢"
(2.63) (-40.54)
Size 0.1977 -0.0384"
(7.75 (-7.20
Size-square: 0.001¢ -0.001¢™
(0.75) (-3.69)
Term structure 0.121% 0.0206"
(12.51 (5.21
Profitability -0.225¢"
(-8.10)
Intercept -0.9690 0.8457"
(-15.12 (29.35'
Industry effect Yes Yes
Year effects Yes Yes
N 10,731 10,731
Rho (-test) -0.1292"
[0.000]
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Table 8: Joint Determination of Debt Maturity and Leverage

This table reports the results from the two-stagest square regression that deals with the joirtrisénation of debt maturity and leverage. Colurti)s (3), (5), and (7) report the first-
stage regression results, in which we use eittmgiltdity, measured as property, plant and equipinéivided by total assets (Columns (1) and (3))the effective tax rate, measured as
income tax expense over earning before tax (EB®)U@ns (5) and (7)) as an instrument for lever&mumns (2), (4), (6), and (8) report the resultsf the second-stage regression, in
which the dependent variable is short-term debgsueed by short-term borrowings plus the currentigro of long-term debt divided by total debt. lretsecond stage, the fitted values of
leverage estimated from the first stage are usdldotAer variables are defined in the appendix #mel notes to Table 3. T-statistics are reportegdarentheses. Standard errors are
heteroskedasticity-consistenttest statistics is the statistics from the Chizsgd test of endogeneity under the null of exodgnEitest is the statistics from thHetest of instrument
validity under the null that the instruments arsignificant in the first-stage regression, , and” denote statistical significance at the 1, 5, abgdrcent levels, respectively.

Model 1 Model Z Model 1 Model z
(1) (2 (3) 4) 5) (6) (7) (8)_
Leverag: -1.149( -0.861( -1.324¢ -1.2217
(-8.03 (-11.61 (-3.27) (-2.66)
Diro -0.1002"  -0.1216" -0.08453" -0.1214"
(-4.62) (-4.12) (-5.82) (-3.09)
Dipos1 -0.0728"  -0.0964" -0.0698" -0.1035%"
(-3.35 (-3.55 (-4.67 (-2.92)
Dipo+2 -0.0537"  -0.076¢" -0.055." -0.0774
(-2.36) (-2.94) (-3.38) (-2.40)
Dipo+3 -0.0650°  -0.0650° -0.0369 -0.0625
(-2.30' (-2.34 (-2.11 (-2.16
Deost 1PO -0.0715"  -0.0715" -0.0624"  -0.0889"
(-5.05 (-4.66 (-6.22) (-2.80
Asset maturit 0.000"  -2.00¢10°  0.000¢" -0.000: 0.164¢™ 0.058¢ 0.169.™ 0.072¢
(2.98) (-0.17) (3.80) (-1.35) (15.52) (0.86) (2.7 (0.93)
Firm-level volatility ~ -0.0005"  -0.0005"  -0.0004"~  -0.000Z -0.0005" -0.0003 -0.0004 -0.0003
(-3.94) (-3.37) (-4.40) (-2.44) (-4.69) (-1.41) 569) (-1.32)
Growth opportunitie  -0.001: -0.0067 -0.001¢ -0.0057 -0.000¢ -0.001: -0.001¢ -0.001¢
(-0.47) (-1.85) (-0.65) (-1.82) (-0.49) (-0.52) 1(8) (-0.78)
Size 0.0651 -0.0174 0.0678  -0.0499" 0.0167" -0.0087 0.0209 -0.0176
(5.66) (-0.91) (7.12) (-3.42) (2.90) (-0.80) (411  (-1.45)
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Size-squared -0.0016 0.0021 -0.0019 0.0038" 0.0020" 0.0004 0.001% 0.0012
(-1.34) (1.36) (-2.13) (3.20) (3.09) (0.36) (2.74) (1.17)
Term structur 0.006: 0.014: 0.021(™ 0.015:" 0.008¢ 0.015: 0.0348™ 0.028¢
(0.60° (1.20 (3.04 (2.10 (1.08 (1.29 (6.58 (1.63
Tangibility 0.1069" 0.1216"
(8.10) (12.74)
Effective tax 8.00x10°™ 3.00x10°"
(2.73 (2.23
Intercep 0.448."  1.021(" 0.439" 0.941(" 0.559:™ 1.2257" 0.4797"  1.0977"
(3.43) (9.01) (3.55) (13.57) (8.95) (5.21) (8.83) (4.87)
Industry effect Yes Yes Yes Yes Yes Yes Yes Yes
Year effect Yes Yes Yes Yes Yes Yes Yes Yes
N 2,320 2,320 3,827 3,827 4,460 4,460 6,881 6,881
X-test 55.58" 60.16" 6.30" 12.31°
F-test 61.87° 158.29" 7.47" 4.997
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Table 9: Credit Conditions and the Effect of an IPOon Debt Maturity

This table reports the regression results of tiiecebf an IPO on debt maturity conditional on wieetthe
IPO took place during the recent financial crisfs2007—-2008. All other variables are defined in the
appendix and the notes to Table 3. T-statistics wmgorted in parentheses. Standard errors are
heteroskedasticity-consisteRtvalues of the F-statistics obtained using thewCtest for differences in the
coefficient estimates are reported in square bitacke, ”, and” denote statistical significance at the 1, 5,
and 10 percent levels, respectively.

Crisis period  Non-crisis  Crisis period Non-crisis  F-stat of  F-stat of
period period Chow test Chow test
1 _ (2) (3) (4) (1-2) (3-4)
Dipc -0.202¢ -0.035: 3.44
(-2.49) (-2.57) [0.064]
Dipo+1 -0.3017 -0.0322 4.47
(-2.49, (-2.28 [0.035]
Diposs -0.306¢" -0.026¢ 3.41
(-2.08) (-1.77) [0.065]
Dipos: -0.3195 -0.0078 3.12
(-1.85) (-0.49 [0.078]
Dpost._ip¢ -0.205¢" -0.028"™" 3.8¢
(-2.55) (-3.12) [0.049]
Asset maturity -0.1317 -0.0998" -0.1161" -0.0799"
(-6.09; (-9.18 (-6.03 (-10.35
Firm-level volatility 3.34x10° 8.7410° 3.7x10° 8.4710°
(0.16 (0.94 (0.22 (1.34
Growth opportunities -0.0021 -0.0016 -0.0006 -0D01
(-0.44) (-1.05) (-0.14) (-0.87)
Leverage -0.3031 -0.3552" -0.2970" -0.3436"
(-8.73, (-25.62 (-9.45 (-32.85
Size -0.0395" -0.0186"" -0.0440" -0.0291"
(-3.10) (-3.19) (-3.66) (-6.06)
Size-squared -0.0012 -0.0021 -0.0009 -0.0010
(-0.85, (-3.21) (-0.65 (-2.05)
Term structure 0.0068 0.0070 0.0636 0.0051
(0.35) (0.87) (2.68) (1.11)
Intercep 0.8427" 0.632" 0.877¢" 0.637("
(7.06' (10.36 (7.39 (12.27
Industry effect Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
N 726 5,366 851 8,711
Adj. R-squared 0.419 0.293 0.407 0.296
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Appendix

Variable Definitions
This table provides a description of our variablBata on all variables are from the S&P Capitald&abase,
with the exception of term structure, which isimted from the Federal Reserve Bank of St. Louibsite.

Variable Definition

Short-term borrowings plus the current portion @fg-term
debt divided by total debt

Dummy variable that takes the value of 1 in the §&ar, and

Short-term debt

Diro

0 otherwise

D Dummy variable that takes the value of 1 in the +RQear,
PO+ and 0 otherwise

D Dummy variable that takes the value of 1 in the +RQear,
IPO+2 and 0 otherwise

D Dummy variable that takes the value of 1 in the +BQear,
IPO+3 and 0 otherwise

D Dummy variable that takes the value of 1 from tR® lyear,
Post IPO onward, and 0 otherwise

Asset maturity Long term assets divided by total assets

The difference between the absolute value of theualn

Firm level volatility change in earnings (EBITD) and the average change

Growth opportunities Change in total sales divided by lagged sales
Leverage Short-term debt plus long term debt divided byltatsets
Size Log of total sales

The difference between the month-ends yields onyéam

Term structure government bonds and six-month treasury bills

Proportion of primary shares to the total outstagdshares

Dilution ratio pre-IPO

Profitability Net income divided by total assets

Tangibility Property, plant, and equipment divided by totaktss
Effective tax rate Income tax expense over earning before tax (EBT)
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Chapter 3

The Use of Trade Credit by Public and Private Firms An Empirical
Investigation

Abstract

We investigate the use of trade credit by publid private firms and show that the level of
trade credit in private firms is 40.4% higher thiat in public firms. This result is statistically
and economically significant, and is robust to colfihg for sample selection and the
endogeneity associated with a firm’s decision topgblic. The impact of being private on
trade credit is robust, and is more pronouncedaang, high-growth, and low-tangibility
firms, consistent with the argument that firms wgtleater asymmetric information and credit
constraints rely more on supplier financing. Bothblpc and private firms seek to adjust
toward optimal trade credit levels, although prevéitms experience slower adjustment. We
further find that during the financial crisis of @B-2009, public firms used slightly more trade
credit as an alternative source of financing, wpileate firms were granted significantly less
trade credit.
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3.1. Introduction

Trade credit or accounts payable is a major compoaokworking capital as nearly
40% of inventories and accounts receivable in Br®s are financed with trade credit (Aktas,
Croci, and Petmezas, 2015). Just before the orishiearecent financial crisis, trade credit
funded almost 90% of global merchandise trade, wbi$$25 trillion (Klapper, Laeven, and
Rajan, 2012). Further, trade credit is the mostortgmt source of short-term financing for
U.S. firms (Petersen and Rajan, 1997; Demirguc-kaunat Maksimovic, 2001): the aggregate
volume of trade credit is three times as largehas df bank credit and fifteen times as large as
that of commercial papers (Barrot, 2014Jrade credit also carries significant economic
importance, acting as a substitute for bank creditng periods of monetary contractions or
financial crises (e.g., Nilsen, 2002; Love, Premad Sarria-Allende, 2007; Garcia-Appendini
and Montriol-Garriga, 2013).

Theory provides several motives for using tradeliti@.g., financing, transaction, and
price discrimination), and explains why it is arpontant source of short-term financing. First,
the supplier of trade credit has a cost advantage epecialized financial intermediaries
because it knows more about, or has more contret, dlie buyer (Schwartz, 1974; Emery,
1984; Mian and Smith, 1992; Petersen and Rajan{)19&cording to this financing motive,
financially unconstrained suppliers have a compaaidvantage in extending trade credit to
constrained buyers (Schwartz, 1974), especialthdse that face liquidity shocks that could
endanger their survival (Cufat, 2007). Trade crisdélso used as a screening and signaling
tool, Biais and Gollier (1997) and Burkart and igsen (2004) show that banks are

encouraged to provide loans to firms using tradeditr In a similar vein, trade credit is

' In a sample of non-financial US public firms foerfpd 19871991, Rajan and Zingales (1995) find that
accounts payable represent 15% of total assetsea$eshort-term debt (debt in current liabilities)7.4% of
total assets. Using a sub-sample (non-zero shart-debt) of our public and private firms, we docuntnéhat the
ratio of accounts payable to total assets for pufgrivate) firms is 9.5% (16.1%), while the ratibshort-term
debt to total assets is 6.4% (12.9%).
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beneficial for customers in distress because they lizely to be granted renegotiation
concessions (Wilner, 2000). The second, non-firdnootive for using trade credit is that it
reduces transaction costs by separating the payoyetd from the delivery schedule, thus
reducing the need for holding inventories of botbhney and goods (Ferris, 1981; Emery,
1987; Bougheas, Mateut, and Mizen, 2009). By alhgwbuyers to use a product before
payment, trade credit also helps to reduce thes @sstociated with the verification of product
quality (Smith, 1987; Lee and Stowe, 1993; Long,ltMaand Ravid, 1993). Finally, trade
credit can be used as a means for high-quality fisute exercise their bargaining power
(Giannetti, Burkart, and Ellingsen, 2011y, for risky customers to obtain favorable price
discrimination from suppliers (Brennan, Maksimoyiaad Zechner, 1988).

This paper investigates the use of trade credjubtic and private firms. As reviewed
above, previous studiesgue that trade credit is an important form o&ficing for firms with
limited access to external capital mark@etersen and Rajan, 1997; Bias and Gollier, 1997,
Berger and Udell, 1998; Fisman and Love, 2003). elewv, none of these studies has
explored the impact of the listing status and, antipular, the importance of access to public
equity markets on trade credit policy. This isgngficant omission because a growing body of
research has documented important differences iblicoland private firms’ financial
decisions, such as capital structure (Brav, 208B)jdends (Michaely and Roberts, 2012),
cash holdings (Gao, Harford, and Li, 2013), invesita (Mortal and Reisel, 2013; Asker,
Farre-Mensa, and Ljungqvist, 2015), and innovati¢@ao, Hsu, and Li, 2014; Ferreira,
Manso, and Silva, 2014charya and Xu, 20105 This literature also shows that public and
private firms have fundamental differences in tegrées of asymmetric information, financial
constraints, and creditworthiness, which are kndactors affecting trade credit demands.
This leads us to the following questions: Do prvdirms rely more or less on supplier
financing than their public counterparts? Do firhase a target level of trade credit, and if so,
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does the listing status affect the speed with whhely adjust toward this target? Did the credit
shock associated with the recent financial crigi2@)7~2009 have differential effects on
trade credit in public and private firms? In thepémeal work that follows, we seek to provide
answers to these research questions.

We hypothesize that private firms will have a highevel of trade credit than their
public counterparts. Compared to publicly listednpanies, privately held firms have higher
degrees of asymmetric information and financialstrints, and hence more limited access to
alternative sources of financing (e.g., Brav, 20@8;haely and Roberts, 2012; Gao, Harford,
and Li, 2013). Accordingly, private buyers will reaa higher demand for trade credit than
their public counterparts. Using a sample of USlipudnd private firms collected from the
S&P Capital IQ database for the period 198%12, we begin our analysis by documenting
that the level of accounts payable in private fine10.4% higher than that in their public
counterparts. This result is both statistically ambnomically significant, and continues to
hold for a matched sample of public and privatesir

We subject our finding to a battery of robustneBesc&s. To address the potential
sample selection and endogeneity concerns asseidtte the listing status of a company, we
first analyze a transition sample of firms that everivate and subsequently went public over
the sample period. We observe a significant dedlinthese firms’ reliance on trade credit
post-listing, which is most pronounced in the fitlstee years after the IPO. This finding is
broadly in line with our baseline regression resuNext, we run a treatment regression that
accounts for the endogeneity of the listing deaisidontrolling for this endogeneity concern,
our results continue to show a significantly higlexel of trade credit in private firms than in
their public counterparts. We then confirm our liaseregression results using one-to-one

propensity score matching. We also find that oundifigs are insensitive to including
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additional control variables, as well as using atereded sample and alternative measures of
trade credit.

We next examine the impact of the listing statust@ use of trade credit for
subsamples of firms with different characteristidge find that compared to publicly listed
companies, privately held firms maintain a sigrifidy higher level of trade credit, especially
when they are younger, larger, have more growthodppities, and fewer tangible assets.
Young, high-growth, and low-tangibility firms ofteface high degrees of asymmetric
information and credit constraints, which may expldneir greater demand for trade credit.
These findings are again consistent with our magument based on information problems
and financial constraints.

In the second part of our analysis, we addresgthestion about the optimum and
dynamics of trade credit policy. We examine whetpeblic and private firms attempt to
adjust toward target levels of trade credit, ansbif whether the speed with which these firms
adjust their trade credit varies according to thenlg status. We find evidence to support the
prediction that public firms move faster to targreide credit than their private counterparts,
which is consistent with the notion that the forrfiens face lower adjustment costs than the
latter. This result suggests that, although priates rely more on trade credit than public
firms, they may find it more difficult to adjusteh trade credit and operate close to the
optimal level.

In the final part of our empirical work, we invegie the impact of macroeconomic
conditions on the use of trade credit by public pridate firms. Our results show that private
(public) firms were granted significantly less @slily more) trade credit during the crisis. A
possible explanation for these results is thatctigs affected not only financial lenders but
also non-financial suppliers (Love, Preve, Sarriee#de, 2007), making it more difficult for
private firms to obtain supplier credit than theublic counterparts. This finding shows how
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vulnerable private firms are during a credit crumdien the supply of trade credit, a potential
substitute for bank credit, also dries up.

The main findings of our study contribute to theowjing literature documenting
differences in several important corporate finanp@licies between public and private firms
(e.g., Brav, 2009; Michaely and Roberts, 2012; Géaoford, and Li, 2013Mortal and Reisel,
2013; Gao, Hsu, and Li, 2014; Ferreira, Manso, 8ida, 2014;Acharya and Xu, 2015
Asker, Farre-Mensa, and Ljungqvi2015). To the best of our knowledge, we are that fo
examine the use of trade credit by public and peivd.S. firms. Further, our research
complements earlier studies of trade credit in braatl medium-size firms (Petersen and
Rajan, 1997; Berger and Udell, 1998iannetti, Burkart, and Ellingsen, 201We note that
those studies analyze data collected from the Nakti®urvey of Small Business Finance
(NSSBF) in a single year (e.g., 1987, 1993 or 19881 do not examine the impact of the
listing status on trade credit policy.

Our finding regarding the difference in the speéddjustment between public and
private firms contributes to the limited (non-USjetature studying the optimum and
dynamics of various components of working capisaich as accounts receivable, accounts
payable, and net trade cyd@arcia-Teruel and Martinez-Solano, 2010a; Gareiaidl and
Martinez-Solano, 2010b; Bafos-Caballe@arcia-Teruel, and Martinez-Solano, 2014). It
further adds to the recent evidence of differenodarget adjustment behavior of public and
private firms documented by research on other aofasorporate finance, such as capital
structure (Brav, 2009) and cash holdings (Gao, ¢tdrfand Li, 2013).

Finally, our analysis of the effects of the recimé&ncial crisis on trade credit in public
and private firms extends recent evidence for threnér firm type documented by Love,
Preve, and Sarria-Allende (2007) and Garcia-Appgndnd Montriol-Garriga (2013). We
provide the first systematic evidence of the défdral effects of the crisis on the use of trade
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credit by public and private firms, as well as valet policy implications regarding the latter
group.

The remainder of the chapter is organized as falowe review the literature in
Section 3.2 and develop our hypotheses in Secti@ /e discuss our data and the
methodology in Section 3.4. We present our empinesults in Section 3.5 and conclude the
paper in Section 3.6.

3.2. Related Literature

3.2.1. Trade Credit: Theory and Evidence

One of the most important explanations for the okérade credit is the financing
motive (e.g., Schwartz, 1974). In the presencesgfemetric information, the supplier of trade
credit has a comparative advantage over traditiinancial institutions in evaluating the
buyer’'s creditworthiness and enforcing credit cactis Cufiat, 2007) Petersen and Rajan
(1997) summarize this cost advantage in three dioas: advantage in information
acquisition, advantage in controlling the buyerd advantage in salvaging value from the
goods. First, compared to traditional lenders, shpplier of trade credit is able to obtain
information about the buyer more quickly and abwdr cost thanks to the course of business
between the two parties (Smith, 1987; Biais andi&@ol1997; Burkart and Ellingsen, 2004).
Second, suppliers may control buyers by threatettiegh with cutting off their supplies; this
threat is credible if there are limited sourceswth supplies. Finally, trade creditors have a
comparative advantage over traditional lendersensealling the goods in case of customer
default thanks to their established network fofirsglwithin the industry (Mian and Smith,
1992; Fabbri and Menichini, 2010).

Among several theories of trade credit mentionedhi Introduction, the financing
motive reviewed above is most relevant for reseaxamining public and private firms
because it is based on the assumption of asymnafinicnation between the supplier and the
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buyer, and is able to explain why trade credimgpartant for firms with credit constraints. To
the extent that public and private buyers have ingrgegrees of informational asymmetries
and financial constraints (e.g., Brav, 2009; Schen@010; Michaely and Roberts, 2012; Gao,
Harford, and Li, 2013), the incentives for sup@iér extend credit to these firms also vary.
There is an extensive body of empirical resear@mering various aspects related to
the use of trade credit (e.g., Mian and Smith, 12@#g, Maltiz, and Ravid, 1993; Ng, Smith,
and Smith, 1999; Danielson and Scott, 2004; Chdi kim, 2005; Molina and Preve, 2009;
Klapper, Laeven, and Rajan, 2012l, Kelly, and Lockhart, 2018° However, this literature
focuses on either large, public firms or small amedium-size firms (hereafter SMESs). Using
data collected from the NSSBF database, severahtestudies have examined trade credit
contracts among US SMEs (e.g., Petersen and RE8i; Berger and Udell, 199&;annetti,
Burkart, and Ellingsen, 2011Yhey generally find that supplier financing ispiontant for
firms that are financially constrained and havdidifty accessing other sources of external
financing. While these studies provide useful ihtsgabout factors affecting not only the
amount of trade credit but also details about tmemhtract terms, they have not examined the
impact of the listing status of the borrowing filon its demand for trade credit. This is an
important gap in the trade credit literature beeatecent research examining public and
private firms has revealed significant differenceshe characteristics of these firm types,
which have been shown by this literature to be irigmé determinants of trade credit

demands.

2 There is a vast literature examining the use adi@rcredit in non-US SMEs. See, for example, Wiland
Summers (2002)Huyghebaert (2006), Niskanen and Niskanen (20B®driguez-Rodriguez (2006), Cufat
(2007), Garcia-Teruel and Martinez-Solano (2018ny Bafios-CaballeroGarcia-Teruel, and Martinez-Solano
(2014). However, none of these studies examinesfthet of the listing status.

% Atanasova (2007) examines the impact of credistaints on the use trade credit for a small saropleK
public and private firms. Her analysis, howevereuus regime-switching approach to categorize fims
constrained vs. unconstrained, and thus does nosfon examining the effect of the listing statngrade credit.
Using a sample of European public and private firAfisagnostopoulou (2012) shows that public firmgeha
higher cash conversion cycle than their privatentenparts. However, the author uses a broad measure
working capital and does not examine its componieictading trade credit.

83



3.2.2. Optimal Trade Credit and Speed of AdjustmeniTarget Trade Credit

Emery (1984) shows how a firm derives its targetdér credit by balancing the
marginal benefits of trade credit against its maabcostsFrom a buyer’'s perspective, trade
credit brings about several benefits because & astan alternative source of financing for
firms facing credit constraints (Schwartz, 1974&uidity shocks Cufiat, 2007), or financial
distress (Wilner, 2000Q)reduces transaction costs and provides a guaratieut product
quality (Smith, 1987) and allows certain buyers to obtain favorablecgordiscrimination
(Brennan, Maksimovics, and Zechner, 1988 the other hand, relying on supplier financing
also has disadvantages because trade credit isafjgn@ more expensive form of credit
(Petersen and Rajan, 1997) andah expose firms to refinancing risk, since sugyplcan stop
providing credit at any timeFurthermore, there are opportunity costs assatiatith using
trade credit due ta loss of discount for early payment (Ng, Smithg &mith, 1999), or an
increase in future cost of credit or deterioratiorcredit reputation, or less favorable delivery
dates, due to late payments or a customer defldadifi, 1969; Danielson and Scott, 2004;
Wu, Rui, and Wu, 2012). Nadiri (1969) develops eotietical model to study optimal trade
credit policy by taking into account certain betseefind costs of trade credit. He argues that
the observed level of trade credit may deviate fribve optimum due to firms’ inaccurate
estimates of sales, purchases, and the opportwusts of trade credit, as well as
disequilibrium in other assets such as inventotiEsvever, firms should attempt to close out
any deviation from the optimum by making adjustmartheir trade credit over time.

Based on Nadiri's (1969) adjustment framework, & fgapers have examined the
dynamics of trade credit and related componentsvofking capital, such as accounts
receivable (Garcia-Teruel and Martinez-Solano, ap16r net trade cycle (Bafios-Caballero
Garcia-Teruel, and Martinez-Solano, 201Rarticularly, Garcia-Teruel and Martinez-Solano
(2010b) investigate the speed of adjustment towgtdnal accounts payable using a sample
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of UK SMEs; they find that these firms adjust quycto their target trade credit with a speed
of 77%. However, all these studies use non-U.Sa,dahd none of them has examined
potential different adjustment behavior of publicdaprivate firms. This is an important
omission because recent research on public andatperifirms has investigated target
adjustment behavior of other financial policiesthie capital structure literaturBrav (2009)
shows that public firms adjust toward target legeranore quickly than their private
counterparts. However, in recent research on cakhnlgs, Gao, Harford, and Li (2013) find
that public firms are slower than private firmsmoving toward their target cash balances.

3.2.3. The Effect of Macroeconomic Conditions onalde Credit

The use of trade credit is affected by macroeconoronditions (Schwartz, 1974,
Smith, 1987), and this effect varies accordindhdreditworthiness of the firm; see extensive
reviews by Mishkin (1995) and Mateut (2005). Acdngdto prior research, trade credit can
act as a substitute for other sources of extemah€ing such as bank loans, especially during
periods of monetary contractions (Bias and Golli&97; Petersen and Rajan, 1997; Nilsen,
2002; Choi and Kim, 2005). This finding is basedMeltzer's (1960) and Schwartz’s (1974)
redistribution view that large, liquid firms withetier access to capital markets will have
incentives to redistribute the credit receiveditacially less secure firms via trade credit. In
Cuiat’'s (2007)heoretical model, suppliers are willing to extdarate credit to buyers faced
with a liquidity shock, even if traditional lendemsfuse to do so. Empirically, Nilsen (2002)
finds that small firms and even large firms withautredit standing resort to trade credit at
times of tight monetary policy.

Recent research has examined the effects of avisebe use of trade credit. Love,
Preve, and Sarria-Allende (2007) examine tradeitcdening the Asian and Mexican currency
crises. They find that the amount of trade cretivigled and received increased at the peak of
those crises, although it contracted post-crises wuthe shrinking of both bank and supplier
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credit. Most recently, Garcia-Appendini and Mont@arriga (2013) show that during the
20072008 financial crisis, liquid suppliers extended rendrade credit to support their
customers and consequently experienced betterrpafaee. On the demand side, trade credit
taken, especially by constrained firms, also ineeeladuring the credit crunéh.

3.3. Hypotheses

In this section, we develop three hypotheses cooreding to the research questions
set out in our Introduction. To begin with, we esp® find a significant difference in the
level of trade credit between public and privatent because there are well-documented
differences between these two firm typ€gst, due to information disclosure requirements,
publicly listed firms are more transparent and hiaveer degrees of asymmetric information
than their privately held counterparts (Brav, 20@&henone, 2010). Since suppliers can
acquire information about opaque firms more quickigl control them with supplier financing
more effectively than formal lenders (Smith, 19%&tersen and Rajan, 1997; Biais and
Gollier, 1997; Burkart and Ellingsen, 2004), thegvé a financing motive to extend trade
credit to private firms.

Second, private firms are more financially consigdi than public firms because they
have or choose to have limited access to publidtyeqarkets. They also face a higher cost of
debt (Brav, 2009; Gao, Harford, Li, 2013), and haweaker bargaining power with banks
(Saunders and Steffen, 201Hence, private firms have greater incentivess®e wade credit
as a substitute for other forms of external finagciOn the supply side, the demand for trade
credit by private firms is likely to be accommodhtey unconstrained suppliers, at least
during normal times, because trade creditors hasentives to exploit a cost advantage over

specialized financial institutions by redistribwgitheir credit (Petersen and Rajan, 1997).

“ See also Bastos and Pindado (2013) and Casey ‘dl® (2014) for recent international evidence the
effect of a financial crisis on trade credit policy
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Third, prior evidence suggests th@ivate firms have a lower credit quality and are
riskier than public firms (Pagano, Panetta, andgdies, 1998; Scherr and Hulburt, 2001).
While independentenders are reluctant to provide credit to firmshwa high failure rate,
suppliers may be willing to do so (Cufiat, 2007;98aly and Gropp, 2013). As a result, private
firms have strong incentives to rely on trade dredso note that trade credit is more flexible
than bank loans because it is easier to renegaliggdo its revolving nature, and is less costly
to delay repayments (Wilner, 2000; Cufiat, 200@)the event of a customer default, trade
creditors often provide more concessions to mainthieir product market relationship
(Wilner, 200Q. Petersen and Rajan (1997) argue that the imglguiity stake of suppliers in
buyers consists of the present value of currentfanule sales. Hence, unlike banks, suppliers
are concerned about the continuation of their ensts and tend to be lenient toward cases of
financial distress (Huyghebaert, Van De Gucht, &aeh Hulle, 2007). These benefits are
valuable for private firms with a lower credit gisaland a higher risk than their public
counterpartsBased on the above arguments, we develop the fioligplhaypothesis:

H1: Private firms have a higher level of trade créthan public firms.

According to pioneering research by Nadiri (1968 &mery (1984), we predict that a
firm will have an optimal level of trade credit thibalances the benefits and costs of trade
credit and maximizes the firm’s value. Further, argue that the speed with which firms
adjust toward this optimum depends on the costadpfisting their accounts payable. We
expect pblic firms to have lower adjustment costs thangie firms because the former firms
may have greater bargaining power, allowing themetoegotiate with suppliers, adjust the
amount of trade credit taken, and amend creditraohterms more easily (Klapper, Laeven,
and Rajan, 2012)Public firms alsoface a lower cost of capital (Campello, Giambona,
Graham, and Harvey, 2011; Saunders and Steffen])2@k a result of having greater
transparency (Schenone, 2010), greater liquidipg@dPo, Panetta, and Zingales, 1998), and
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greater access to external sources of liquiditylfeander and Petersen, 2006; Lins, Servaes,
and Tufano, 2010). Having a lower cost of capilaves these firms to adjust their trade credit
more quickly by switching to other forms of credit.sum, this argument suggests that private
firms should have a lower speed of adjustment fhanic firms.

However, one could argue that public firms haves le€entive to operate at target
trade credit than private firms, especially whea tlosts of deviating from such target are not
material to them. For instance, in theory, firmsnta&ning more trade credit than the optimal
level face the expected costs of default and higtests of future credit due to the
deterioration in their credit reputation. Howeuer the extent that public firms are less prone
to bankruptcy and have better bargaining power tpawate firms, they may be less
concerned about facing the possibility of defagltwell as the associated costs. As a result,
the incentive for public firms to revert toward thygtimal trade credit may be weaker than that
for private firms. Overall, given the conflictingrguments, we develop the following
alternative hypotheses:

H2a: Private firms adjust toward target trade credanore slowly than public firms.

H2b: Private firms adjust toward target trade crednore quickly than public firms.

According to prior research examining the impact nebnetary contractions and
financial crises on the use of trade credit, weiardpat both public and private firms will have
incentives to substitute bank financing for supplieancing during a credit crunch, when the
supply of bank credit dries up. Our argument isdasn the redistribution view of trade credit
provision (Meltzer, 1960; Schwartz, 1974; Peteraed Rajan, 1997) and empirical evidence
showing public firms increased their trade credittlee peak of the Asian and Mexican
currency crises (e.g., Love, Preve, and Sarrianélile 2007), as well as the recent financial
crisis (Garcia-Appendini and Montriol-Garriga, 2Q01Bloreover, we also predict that between
public and private firms, the latter firms will r@a greater demand for trade credit during a
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credit shock. This is because private firms areenwanstrained than public firms, and have
even more limited access to alternative sourcdmahcing. Our prediction is also motivated
by prior evidence on the differential impacts ofameeconomic uncertainty on firms with

varying degrees of constraints (Korajczyk and Le2903), and, in particular, results

regarding the effect of monetary tightening on tise of trade credit by constrained firms
(Nilsen, 2002; Atanasova, 2007; Garcia-Appendim Btontriol-Garriga, 2013).

On the other hand, from a supply-side perspecsiuppliers may prefer to grant more
trade credit to public firms than private firms ihgr economic downturns. Suppliers may
prefer to grant more trade credit to public firhan private firms during economic downturns
because public firms tend to have a lower defasitt than private firms. Suppliers expect the
former firms to be less prone to bankruptcy, whichy affect their decision to provide trade
credit, especially during periods of credit crundience, one could argue that although private
firms may demand more trade credit during crisisqoks, suppliers may be less willing to
grant it to them due to their low credit qualityudliers may prefer to provide trade credit to
public firms, given that during the recent finanhaiaisis suppliers may have had financial
problems themselves and may have been cautiotgimttade credit provision.

In sum, the arguments above enable us to develofinal hypothesis:

H3(a): Private firms experience a greater increasethe level of trade credit than
public firms during a financial crisis.

H3 (b): Private firms experience a greater decredarethe level of trade credit than
public firms during a financial crisis.
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3.4. Data and Methodology

3.4.1. Sample Description

We collect our data from the S&P Capital 1Q databfas the period 19922012. S&P
Capital IQ provides data on both US public and atevfirms® however, its coverage of trade
credit includes more private than public firn@olla, Ippolito, and Li(2013) compare the
quality of data for public firms provided by Compaisand that provided by S&P Capital 1Q.
Examining several corporate variables such as dgeersize, profitability, cash holdings,
tangibility, and asset maturity, they conclude tha quality of S&P Capital 1Q data is
comparable to that of Compustat data. In Table &.the Appendix, we show thatolla,
Ippolito, and Li's (2013) finding can be extended to data on tra@elicrour variable of
interest. Specifically, we find that the summaitistics of the trade credit variable for public
firms collected from S&P Capital 1Q and from Comfausare comparable. This suggests that
our sample of public firms from S&P Capital IQ isepresentative sample of all public firms
in Compustat.

Following Gao, Harford, and Li (2013), we excludeahcials and utilities, IPO firms,
firms that went private during our sample periodd dirms with a cash flow to total assets
ratio of less than -50%. Next, we remove obsermativith missing variables, negative equity,
and negative total assets. Finally, we winsorizewtariables at the1and 99' percentiles to
alleviate the impact of outliers. Our sample cassid 27,300 private firms with 70,011 firm-

year observations and 3,340 public firms with 38,#fin-year observations.

® S&P Capital IQ provides data on private firms tfiet Forms 10-K (annual reports), 10-Q (quartegyports),
or S-1 (securities registration) with the SecusitiExchange Commission (SEC). According to the SEC
regulations, firms with total assets of $10 millienabove, and with 500 or more shareholders ayeined to file
10-K and 10-Q reports, while firms with public detse required to file S-1 Form. S&P Capital IQ d¢onk that
they also cover other private firms from the thiraity Private Company Financials provider, whicterees data
by directly contacting the company, from CPAs, fraourts and recording offices regarding suits, djen
judgments and bankruptcy filings, and from top nenaviders. The use of various sources for datprorate
firms provides more coverage and alleviates thepgaselection concern.
® Consistent with Asker, Farre-Mensa, and Ljungq¢®215) and Gao, Lemmon, and Li (2012pur sample
includes more firm-year observations for privaten than for public firms.
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3.4.2. Empirical Models

To examine differences in the trade credit ratids pablic and private firms
(Hypothesis ), we estimate the following model:

TCiy = Bo + B1Publiciy + 0' Xt + €. (1)
where the dependent variable, trade creit,(), is measured as the ratio of accounts payable
to total assets (Petersen and Rajan, 1997; Fismdn_ave, 2003;Giannetti, Burkart, and
Ellingsen, 201). Public;; is a dummy variable that takes the value of Ipfdslic firms, and O
for private firms. Following prior research (Petarsaand Rajan, 1997; Love, Preve, and Sarria-
Allende, 2007; Garcia-Appendini and Montoriol-Ggaj 2013), our control variablesX{;)
include In(1+age), In(1+agé, cash flow, cash holdings, current assets, negagiowth,
positive growth, short-term debt, and firm size. \Wevide a detailed discussion of these
variables in Section 3.4.3. We note that our magisimilar that used by Gao, Harford, and Li
(2013) to investigate differences in the cash mgjdiof public and private firms. Since we
hypothesize that private firms rely more on tradedit than their public counterparts, we
expectp; to be negative.

Next, to testHypotheses 2and2b, we compare how quickly public and private firms
adjust toward their target trade credit levels. Weso by estimating the following partial
adjustment model for public and private firms sepaly:

ATCy = Bo + 6(TCyt" — TCip_q) + €t - 2

The dependent variablAT'C;;, is the change in trade credit from year 1 tot.
TC;—, is the lagged value of trade credit;,” is the target trade credit ratio, which is
estimated from a regression of trade credit orctivgrol variables listed above, separately for
public and private firms, as follows:

TCit = o+ V' Xit + € (3)
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Our approach allows for the possibility that pukdiod private firms may maintain
heterogeneous trade credit targets, which is ia Wiith our argument that these firms have
different trade credit demands. The coefficieninbérestd measures the speed of adjustment
toward the target level of trade credit; it takeg@ue from zero to one. If the firm adjusts its
trade credit immediately, the speed of adjustmeltbe equal to one. However, the speed of
adjustment will be equal to zero if the adjustmerdts are so high that the firm is unable to
adjust to its target trade credit. We compare theed of adjustment between public and
private firms by testing whether the differencehe estimates af is statistically significant
using the Chow test.

Finally, to examine the differential effects of diteconditions on public and private
firms’ use of trade crediHypothesis B we estimate following model:

TCiyt = Bo + B1Crisisy + B, Publicyy + f3 Crisis;: X Public;;4+0' X;; + €. 4)

Model (4) extends model (1) in that it includes doynvariables to account for the
effects of a supply credit shock, proxied by theerg financial crisis of 2002009/ Crisis;;
iIs a dummy variable that takes the value of 1 aybars 20072009, and O otherwise. Our
chosen period consists of the first-stage of thgiscfrom July 2007 to June 2008 and the
second-stage following the bankruptcy of LehmantiBs in September 2008 until the fourth
quarter of 2009. To avoid confounding effects doeother periods of macroeconomic
fluctuations before 2003, we estimate the model tfeg period 20042009. Crisis;; X
Public;; is an interaction term between theisis;; and Public;; dummy variables. The
effects of the crisis on private firms and publions are captured by; and g, + s,
respectively. We expect both public and privatenéirto rely more on trade credit during the

crisis with private firms’ use of trade credit irasing the most, i.¢3; > 0 and §; > 0.

" Table A.4 in the Appendix reports the regressisults when we restrict the crisis period to 2€X008.
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3.4.3. Control Variables

Consistent with the literature, the control varegblin models (1), (3), and (4) include
In(1+age), In(1+agg¢, cash flow, cash holdings, current assets, negajiowth, positive
growth, short-term debt, and size. A firm's demdiod trade credit is affected by its
creditworthiness, which can be proxied by firm sarel age (Petersen and Rajan, 1997). Large
and old firms may use less trade credit because lthee access other sources of financing.
However, from a supplier’s perspective, these fiares more likely to be granted trade credit
with favorable terms due to their better credit lquaKlapper, Laeven, and Rajan, 2012).
These conflicting arguments suggest that the diedif the relationship between trade credit
and size (age) should be resolved empirically. Gterst with Scherr and Hulburt (2001), we
measure size as the natural logarithm of totalssale2012 dollar price. Following Petersen
and Rajan (1997), age is the number of years frooorporation, and is calculated as
In(1+age). We include In(1+adeto account for the conjecture that early years raoee
important for building a firm’s reputation thandatyears; we expect it to be negatively related
to trade creditQunat, 2007)

The pecking order theory shows that, in the presef@symmetric information, firms
prefer to use internal funds to external finangiilyers and Majluf, 1984). Since trade credit
Is an external source of financing, this theorydpes that firms will resort to trade credit after
having exhausted internal resources. We thus expade credit to have a negative
relationship with internal funds. As in Petersem &gjan (1997), we measure the internal
sources of financing using cash flow, calculatethasratio of net profits plus depreciation to
total assets.

Morris (1976) argues that firms should match thetumi@ges of their assets and
liabilities in order to ensure that cash inflowsgemted from the assets can always cover the
cash outflows to service the liabilities. Myers 1I9 further shows how firms can reduce
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underinvestment incentives and the agency coddelaif by matching the maturity structure of
their debt to the life of their assets. Based as¢harguments, we expect trade credit and
current assets to have a positive relationship;caleulate currents assets as current assets
minus cash, divided by total assets (Petersen @@hR1997). In addition, we follow Love,
Preve, and Sarria-Allende (2007), and Garcia-Apperahd Montriol-Garriga (2013) and
include cash holdings as an additional controlalde. We expect cash holdings to have a
positive effect on trade credit; we measure cashlitgs as the ratio of cash and cash
equivalents to total assets.

High-growth firms tend to be more constrained aaml,a result, rely more on trade
credit Cufat, 2007)Alternatively, firms with high growth, especialiy sales, have a greater
demand for trade credit to finance the new investsxe current assets. Following previous
studies of private firms (Scherr and Hulburt, 208tav, 2009), we measure growth using
sales growth. Consistent with Petersen and Rajaf7(]1 we differentiate between positive
and negative growth; positive (negative) growthdédined as sales growth multiplied by a
positive growth dummy variable that takes the valti¢ if sales growth is positive (negative),
and 0 otherwise. We expect trade credit to be ipelit (negatively) related to positive
(negative) growth.

Prior research shows how trade credit acts as stisitb for other sources of short-
term financing (Petersen and Rajan, 1997; Nils&922 Hence, to model the demand for
trade credit, we include short-term debt to contoolalternative forms of credit. We expect
short-term debt to have a negative relation wigtdér credit to reflect the substitution effect.
Following previous research on private firms (Sclard Hulburt, 2001), we measure short-
term debt as the ratio of short-term borrowingssghe current portion of long-term debt to

total assets.

94



3.5. Empirical Results

In this section, we first report the univariate amdltivariate results regarding the
difference in trade credit policies between pubdicd private firms. Next, we present
regression results conditional on firm charactesstWe then examine whether and how
quickly public and private firms adjust toward thé&arget trade credit. Finally, we provide
evidence on the effects of macroeconomic conditmmshe use of trade credit by public and
private firms.

3.5.1. Difference in Trade Credit between PubliccaRrivate Firms

3.5.1.1. Sample Overview and Univariate Analysis

Panel A of Table 1 reports the summary statistastlie full sample of public and
private firms. The mean trade credit ratio is 13.@%@dian of 8.9%), which is much higher
than the figure for short-term debt (mean of 3%)rr€nt assets represent more than a half of
total assets (50.7%), while cash holdings is 13aftotal assets. The average age of the
sample firms is about 40 years (median of 31 years)

Panel B of Table 1 presents the results from owraniate analysis. Public firms have
a mean trade credit of 8.9% (median of 6.6%), whschbout half of the figure for private
firms (mean of 15.8% and median of 11.1%%he difference in the trade credit ratios of the
two groups is 6.9% (median of 4.5%), and is sigalifit as confirmed by our statistical tests.
This provides the first evidence to suppdstpothesis lhat private firms rely more on trade
credit than their public counterparts. In unrepdrémnalysis, we also observe significant
differences in other characteristics of public gmidate firms, consistent with the literature.
For example, public firms are larger and more negtas well as have less short-term debt,
less cash flow, and more cash holdings than threiage counterparts (see Brav, 2009; Gao,

Harford, and Li, 2013; Gao, Hsu, and Li, 2014; Aslkarre-Mensa, and Ljungqvist, 2015).

8 The ratio of account payables to total liabiktie 21.7% (33.8%) in public (private) firms.
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[Insert Table 1 here]

Table 2 shows how trade credit varies across thé-drda French industries. Several
studies argue that the use of trade credit is umifavithin an industry but varies across
industries (Smith, 1987; Ng, Smith, and Smith, 1999man and Love, 2003anel A shows
that firms relying most on trade credit operatethe retail and wholesaléendustry, with a
mean trade credit ratio of 18.8% (median of 14.7¥h)s finding is similar taGarcia-Teruel
and Martinez-Solano’s (2010c) earlier evidence Haropean firmsFirms with the lowest
level of trade credit (mean of 6.5% and median .@P%) are in the health sector (including
healthcare, medical equipment, and drugs). Thdiron is consistent with Fisman and Love
(2003), who argue that trade credit is unpopuladfogs companies because it is difficult for
suppliers to resell these specific products inethent of a customer default

Panel B of Table 2 presents the summary statigtit®de credit across industries. The
health sector still exhibits the lowest level aide credit, and also the smallest difference in
the level of trade credit between public and peviaims. The largest difference in public and
private firms’ trade credit ratios is observedhe £nergy industry (difference in mean of 8%
and in median of 3.6%). The difference in the tradsdit ratio between public and private
firms in other industries ranges from 3.2% to 7.9%are importantly, the test statistics for
differences in mean and median are all statisyicadnificant. Overall, we find that public and
private firms maintain significantly different leigeof trade credit and that this finding holds
across industries.

[Insert Table 2 here]

3.5.1.2. Multivariate Analysis — Baseline Regresstesults
Table 3 reports the regression results for modgl ifl which we investigate the

difference in the use of trade credit by public gnidate firms. In the first two columns, we
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simply regress trade credit on thHeublic dummy without controlling for firm-specific
characteristics. The results in Column (1) showt tha difference in trade credit between
public and private firms (6.9%) is significantly gagive, consistent with the univariate
analysis’ In Column (2), we include industry and year effetd account for unobserved
industry-level heterogeneity and common time tréfld§e find that the difference in public
and private firms’ trade credit decreases to 4.4Ut, remains statistically significant. In
Column (3), we include the control variables. InlWon (4) we further control for industry
and year effects The results show that, even after controllingffion-specific variables, the
Public dummy is still significantly negative. The differee in the level of trade credit in
public and private firms varies between 5.5% an@P@.and is economically significant.
Using the Public dummy coefficient estimate in the baseline modelColumn (4), the
difference in public and private firms’ trade credi 40.4% relative to the mean trade credit
ratio of public firms (8.9%). This finding strongsupportsHypothesis lthat privately held
firms have a higher level of trade credit thanrthpeiblicly listed counterparts. In Column (5),
we estimate the baseline model again using a métsémmple of public and private firms. In
particular, we employ aneto-n matching technique, where we match, with replacgneach
public firm-year observation to any private firmayeobservation in the same industry and
year, and of similar size (allowing for a deviatiof 30%). The results show that the
difference in the trade credit ratios of the pulaied matched private firms (6.6%) remains
statistically significant, and even becomes ecogatty stronger.

[Insert Table 3 here]

° In our regressions, we report heteroskedastiaitsistent (robust) standard errors. However, thali®remain
qualitatively the same if we estimate robust stash@arors clustered at the firm level.
%In unreported analysis, we also examine the ewmluof trade credit for both public and privatenfs (in
Figure 1 we present different graphical evidencha# trade credit evolves around the IPO). Howeualike
recent evidence of the secular increase in caslirtgd (Bates, Kahle, and Stulz, 2009) and in shraturity debt
(Custodio, Ferreira, and Laureano, 2013), we oleseovclear pattern in trade credit over time.
1 Since the firms in our sample remain public ovaté throughout the sample period, we do not irelfidn
fixed effects because they are highly correlatetth tie Public dummy variable. Our approach is consistent with
Gao, Lemmon, and Li (2012ao, Harford, and Li (2013), amtsker, Farre-Mensa, and Ljungqvist (2015).
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The results regarding the control variables arediiso consistent with the literature.
In(1+age) has a significantly negative coefficianticating that young firms use more trade
credit. However, we find that In(1+ages insignificant. As expected, firms with high cash
flow rely less on trade credit, consistent with évedence in Petersen and Rajan (1997
results also show that current assets and tradbt @ee positively related. Similarly,ash
holdings have a positive impact on trade creditjna with Garcia-Appendini and Montriol-
Garriga (2013)Both of these results support the principle ofahetg the maturities of assets
and liabilities. Positive growth has a positiveeeff on trade credit, consistent with our
prediction and Petersen and Rajan (1997). Howewegative growth is also significantly
positive, suggesting that firms with negative grhovaptions are provided with more trade
credit. A possible explanation for this findingtiet firms that have few growth opportunities
but are large and less constrained can borrow rfReersen and Rajan, 1997). Firms with
high short-term debt have less trade credit, widdh line with the substitution effect. Finally,
large firms are granted moteade credit supporting the notion thauppliers are willing to
provide more trade payables with more favorable bomgdjer credit terms to large firms
because these firms have greater market papper, Laeven, and Rajan, 2012).

3.5.1.3. Dealing with Sample Selection and Endogene

Transition Sample

To deal with the sample selection concern abounidiself-selecting themselves to go
public, we use a transition sample of the same fiR@@s that went public during the sample
period. Using this transition sample mitigates shenple selection bias by controlling for the
selection on the time-invariant unobservable fifnaracteristics; see also Gao, Harford, and
Li (2013) and Acharya and Xu (2015) for a similapeoach.

Figure 1 demonstrates graphically the evolutiotheftrade credit policy of IPO firms

around the IPO event, specifically from the HIOyear to the IPO+5 year. The peak mean
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trade credit is in the IP€ and IPG1 years, both at 9.1% (median of 5.1% and 5.8%,
respectively). In the IPO year, there is a 1.4%idedn the mean trade credit, which remains
stable at this relatively low level, compared te fire-IPO level, of about 7% post-IPO, until

IPO+5. Overall, this graphical evidence is in lmigh the multivariate analysis above.

[Insert Figure 1 here]

Next, we perform a regression analysis to invetgighe change in trade credit post-
IPO using this transition sample. We estimate tmgiterm effect of the listing decision on
trade credit post-IPO as well as the temporarycesfen the first few years following the IPO.
Our estimated models are specified as follows:

TCit = Bo + B1Dpost_ipo + 0" Xit + &t (5)

TCit = Bo + B1Dipo + B2Dipos1 + B3Dipos2 + BaDiposs + 0" Xy + &4 (6)

In both models, the dependent variable is tradéitcren model (5).Dpyse 1p0 IS @
dummy variable that takes the value 1 in the IP@ryand the years after the IPO, and 0
otherwise. In model (6]);p, is @a dummy variable that takes the value 1 in B@ Year, and O
otherwiseD;pp4; With i=1..3 is a dummy variable that takes the value theIPO+ year,
and 0 otherwiseX;; is a vector of the control variables as discusdsae.

Table 4 presents the regression results for tmsitran sample of 1,282 IPO firms that
did an IPO during our sample period. Columns—(3) report the results for model (5),
without and with industry, year, and firm effectespectively*? The Dpyst 1po dummy is
significantly negative, which lends support to thetion that as the firm goes public its
reliance on trade credit decreases. The magnitfideeodecline in trade credit is between
2.2% and 1.1%, which remains economically significan Columns (4)(6), we report the

results regarding the temporary effects of the t&ision on trade credit, without and with

12 Using year dummies also accounts for time trendbé market conditions that may affect the IPQrtgn
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industry, year, and firm effects, respectively. Thesults suggest that IPO firms rely

significantly less on trade credit in the first fe@ars post-IPO. Specifically, compared to the
pre-IPO level, firms reduce their trade credit lelbg 1%-2.1% between IPO and IPO+3.

Overall, the results for the transition sample ssgghat IPO firms maintain a significantly

lower level of trade credit after going public, whilends further support for Hypothesis 1.

[Insert Table 4 here]

Treatment Regression

Going public can be an endogenous decision becaosey be affected by unobserved
firm characteristics that are also related to tra@elit. To deal with this potential endogeneity
problem, we run a treatment regression that in®wk&imating the following models in two
stages (Gao, Harford, and Li, 2013):

Public;; = Yo +V'Zi; + wy; First — stage regression (7

Public;; = 1if Public;; > 0; = 0 otherwise

TCi; = Bo + B1Public;y + 0'X;; + & . Second — stage regression (8)

In the first stage, we estimate a probit model {Wjch captures the decision to go
public. The second stage involves estimating m@@elin which trade credit is regressed on
the fitted values of th@ublic dummy variable, estimated from the first stagel te control
variables. Following Gao, Harford, and Li (2013),e wse industry-level underwriter
concentration as an instrument for fReblic dummy. This instrumental variable affects the
costs of doing an IPO and subsequently the ligliegjsion (Liu and Ritter, 2011), but is not
related to other corporate decisions such as traddit*® Furthermore, this instrumental

variable is less likely to be related to trade drbdcause it is an industry-level rather than a

13 Industry-level underwriter concentration is definas the number of IPOs underwritten by the to fiv
underwriters divided by the number of IPOs in timatustry. The top five underwriters are determirtgdthe
number of IPOs underwritten in the last five ye@isi and Ritter, 2011).
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firm-level variable. For identification purposese wclude all the exogenous regressors in the
first-stage regression along with this instrument.

We tabulate the treatment regression results addausing the maximum likelihood
estimator in Table 5, with the first-stage regressiesults in Column (1) and the second-stage
regression results in Column (2). In Column (1g tmderwriter concentration variable is
statistically significant and has the expected tiegasign. This suggests that the higher the
underwriter concentration, the higher the costdahg an IPO, and the less likely firms are
listed. We also note that the diagnostic teststtatis significant, supporting the notion that
the going public decision should be treated as gewlous and validating our treatment
regression approach. Additionally, the estimateeffaoent of rho is positive suggesting that
the unobservable characteristics that affect tlesae of going public are positively related
to trade credit. In Column (2), the results regagdihe Public dummy suggest that public
firms maintain a significantly lower level of tradeedit than private firms. The difference
(7%) in public and private firms’ trade credit isomomically stronger than the baseline result.
This suggests that, failing to control for the egeloeity concern may underestimate the
impact of the listing status on the use of traaslitr Overall, our finding that private firms use
a higher level of trade credit than public firmsabust to accounting for endogeneity.

[Insert Table 5 here]

Propensity score matching

Table 6 presents the results of the propensityesgmtching analysis, which controls
for selection based on observable differences letvpeiblic and private firms. Since we have
more observations for private firms, we considebsligufirms as the treated group and private
firms as the control group. Using the propensityraanatching technique, we implemennie

to-one matching to the nearest neighborhood, withoutaesghent (Gao, Harford, and Li,
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2013) Specifically, we match each public firm-year obsg¢ion to a private firm-year
observation using the propensity score of beinglipdbom a probit regression based on
certain firm characteristics. In the probit moded use two matching specifications to capture
the status of being a privately or publicly helafi In Specification 1, the matching is based
on firm size, industry, and year effects. In Spgeatfon 2, the matching is based on all the
control variables used in our baseline regressinduding In(1+age), In(1+agé, cash
holdings, cash flow, current assets, negative drppwositive growth, short-term debt, size,
and industry and year effects. Panel A presentspdtievise differences in the mean trade
credit in the propensity score-matched sample begewith the bootstrapped standard errors
based on 50 replications. We find that in Spedikcal(2), there is a statistical and economic
difference in the trade credit of the propensityreematched public and private firms, i.e., the
level of trade credit in private firms is 7.9% (@&)Lhigher than that in public firms. In Panel
B, we re-estimate the baseline regression modaehus$ie propensity score-matched sample.
The results confirm our earlier baseline resuli firivate firms have a higher level of trade
credit (by 3.6%3.7%).

[Insert Table 6 here]

3.5.1.4. Additional Robustness Checks

Table 7 reports the results from several additisnbustness checks. In the first two
columns, we include two additional control variahleamely the cost of external finance and
the annual rate of GDP growthSpecifically, we control for the cost of exterii@ance in
Column (1), consistent with previous studies examginsmall firms (e.g., Rodriguez-
Rodriguez, 2006; Garcia-Teruel and Martinez-Sol20d0b). The higher the cost of external

finance, the higher is the demand for trade crétlié. measure the cost of external finance

4 We obtain qualitatively similar results when wee ysropensity score matching without replacemend, @n
caliper of 30% standard deviation of the propernsityre.
!5 Table A.3 in the Appendix presents the regreseisalts after including further control variables.
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(Fcost) as interest expense divided by total debusitrade credit. The results show that this
variable is positively related with trade creditexpected.

In Column (2), we include the annual rate of GD&wgh to proxy for macroeconomic
conditions (e.g., Niskanen and Niskanen, 2006; {@areruel and Martinez-Solano, 2010b).
During adverse conditions, trade credit is an a#ve source of funds and, thus, its demand
is expected to increase. Alternatively, during fadxde macroeconomic conditions, there are
more investment opportunities, which require motmding including trade credit®
Consistent with the later argument, we find a pasitelation between the GDP growth rate
and trade credit.

In Column (3), we follow prior research (e.g., Peé® and Rajan, 1997) and analyze a
larger sample of firms that includes utilities. Golumn (4), we follow Love, Preve, and
Sarria-Allende (2007) and Garcia-Appendini and MiohGarriga (2013) and use an
alternative measure of trade credit in which wenmadize accounts payable by the cost of
goods sold, instead of total assets as in our arztysis.

Overall, the above robustness checks show that@in findings continue to hold.
Indeed, there is strong and robust evidence theatprfirms rely more on trade credit than
their public counterparts. The difference in the@de credit varies between 2.2% and 3.8%,
which is similar in magnitude to the results foe thaseline model (3.6%).

[Insert Table 7 here]

3.5.2. Results Conditional on Firm-specific Charaetstics

In this section, we examine whether the differemceublic and private firms’ trade
credit varies according to certain firm-specificacdcteristics that proxy for the degrees of
asymmetric information and credit constraints, arelrelated to the financing motive of using

supplier financing. We consider subsamples of firaxcording to their age, growth

16 GDP data comes from the Federal Reserve Bank lod8s website.
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opportunities, tangibility, and size, respectivelgble 8 presents the results for models using
dummy variables and their interaction terms wite Bublic dummy. TheMature dummy
variable takes the value of 1 for firm-year obseores with above the median age, and 0
otherwise. Thedigh growth dummy variable takes the value of 1 for observatiith above
the median growth, and O otherwise. High tangibility dummy variable takes the value of 1
for observations with above the median tangibiliyyd O otherwise. Théarge dummy
variable takes the value of 1 for observations atibve the median size, and 0 otherwise. We
expect young, high-growth, low-tangibility, and dmfirms to have greater information
problems and less access to external capital nsrleeid thus to rely more on supplier
financing Cunat, 2007)

The results in Column (1) show that tReblic dummy variable remains statistically
negative, in line with our earlier findings. Whilslature is significantly negative, its
interaction term withPublic dummy is significantly positive. Consistent withraonjecture,
this finding suggests that young firms maintainghér level of trade credit than their mature
counterparts. Further, within the group of youngng, those that are private rely more on
trade credit than those that are public. The resaltColumns (2)(3) show that firms with
high growth and low tangibility use more trade drethan those with the opposite
characteristics. Further, within these groups iwh$i, those that are private have a higher level
of trade credit. Private firms that are young, aage high growth options, or limited tangible
assets face higher degrees of asymmetric informatiod financial constraints, which may
explain why these firms have greater demands &ateticredit. This finding is consistent with
previous evidence documenting the impact of asymmeatformation and credit constraints
on the use of trade credit (Nilsen, 2002; Fismah laove, 2003Cuiat, 2007)ln Column (4),
we find that large firms use more trade credit tearall firms, which is consistent with some

evidence in the literature (Petersen and Rajan7;1R&pper, Laeven, and Rajan, 2012). This
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finding also supports a supply-side explanation e firms are granted more trade credit
due to their better credit quality and greater harigg power. However, within the group of
public firms, those that are larger rely less @ulér credit. Considering that large firms are less
concerned about information problems than smatdirthis latter finding is in line with the
argument based on asymmetric information, and ekalts in Columns (%)3). Overall, our
results suggest the difference in public and pevaims’ use of trade credit varies with the
levels of informational asymmetries and credit ¢@ists facing these firms.

[Insert Table 8 here]

3.5.3. Speed of Adjustment to Target Trade Credit

In this section, we examine whether public andgievirms adjust toward target trade
credit levels and whether they do so with differadjustment speeds. We first estimate the
target level of trade credit separately for pulaicd private firms, given by model (3), and
tabulate the results in Table A.2 of the Appendxr approach accounts for a difference in
the target trade credit level between public andape firms; indeed, we find evidence of
significantly different coefficients on the detemaits of those target levéfs.

Panel A of Table 9 presents the regression reBultghe partial adjustment model of
trade credit, given by model (2). The results iatkcthat both public and private firms adjust
toward their target levels of trade credit at matkerates. This result is consistent wiitle
argument that firms have optimal trade credit (Nadi969) and that they seek to adjust
toward this targetEmpirically, our estimated speeds of adjustmeatssatistically significant,
but much lower in magnitude than the speed of adjeist estimated using a sample of UK

SMEs in previous researcksércia-Teruel and Martinez-Solano, 201pre importantly,

YIn unreported results, we also follow Gao, Harfoadd Li's (2013) approach and assume that publet an
private firms have the same target trade crediat Th we estimate the target level using a pooldpie of
public and private firms. Using this approach, vweam qualitatively similar results regarding thejustment
speeds.
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we find that private firms adjust at a slower r&8%) than public firms (29%); the Chow test
also confirms that the difference in these adjustrspeed estimates is statistically significant.
This finding support$lypothesis 2dhat private firms have a slower adjustment spphesito
facing higher adjustment costs. The finding thavgie firms adjust their trade credit more
slowly than their public counterparts is in linethvihe earlier evidence on leverage adjustment
(Brav, 2009).

In Panels B and C, we investigate whether the miffee in the speed of adjustment
between public and private firms is dependent an deviation from target trade credit.
Conditional on being above the target trade créahel, public firms have a speed of
adjustment of 39%, which is higher than the speke@686 for private firms. In contrast,
conditional on being below the target trade créxliel, private firms have a higher speed of
adjustment than public firms (20% vs. 11%). Therfer finding suggests that, due to having
lower adjustment costs, public firms are able tustdquickly toward their target trade credit
when they are above the target, thus allowing tteemitigate the costs of bankruptcy and the
loss of reputation in the event of a default. Oa dther hand, private firms adjust their trade
credit more quickly when they are below the targetssibly because of the importance of
trade credit as a major source of financing fors¢hérms and hence the need for them to
operate closer to the optimal level.

[Insert Table 9 here]

3.5.4. The Use of Trade Credit during a Crisis

We next examine the differential impacts of creminditions on public and private
firms’ trade credit policesHypothesis B As mentioned, we use the recent financial ciais
20072009 as a proxy for a credit crunch. Column (1)Table 10 reports the regression
results for model (4). The results show that theishas a significantly negative effect on the

average level of trade credit for both public angaie firms. Additionally, we note that, as in
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our baseline regression model, the coefficientr@Public dummy variable (-0.046) has the
expected negative sign, and is statistically armhemically significant.

In Column (2), we examine the crisis effects orvagme and public firms separately.
The effect on public firms is captured by the iatg¢ion term betweeRublic andCrisis, plus
the stand-alon€risis dummy, which yield a combined effect of 0.2%, &b 2elative to the
mean trade credit (9%) of public firms. This effecstatistically significant, but is quite small
in magnitude. One possible explanation for thiglifig is that it captures the combined effects
on both constrained and unconstrained public firfar example, Garcia-Appendini and
Montriol-Garriga (2013) find evidence of an incredas the amount of trade credit taken by
public firms, but mainly for the constrained grodmother potential explanation is that while
Garcia-Appendini and Montriol-Garriga (2013) usederly data and focus on the first stage
of the crisis before the collapse of Lehman Brah&om July 2007 to June 2008, we analyze
annual data and cover a longer crisis period. Bhiggests our results could capture the
combined effects of the first-stage of the crisisl dhe post-Lehman Brothers phase of the
crisis associated with a full-blown financial csigsind economic recession.

The impact of the crisis on private firms is captliby the coefficient or€Crisis (-
0.011), which is significantly negative. The coefnt on this dummy variable suggests that
during the crisis private firms experienced a oaezent decrease in their trade credit ratio, or
a six-percent decrease relative to the mean tradditcof these firms. This finding is
consistent with Hypothesis (3b) that private fironse less trade credit during the crisis. It
suggests that although private firms may have deethmore trade credit during the crisis,
their demand was probably not matched by the sewgdhvillingness to lend. The finding that
supply-side factors may have played an importalat iro reducing the trade credit of private
firms during the crisis is in line with previoussearch in the literature. Love, Preve, and
Sarria-Allende (2007) highlight the importance bé tsupply of credit during crises. They
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argue that the increase in trade credit provisiotie crisis year, followed by its decline in the
post-crisis years, is consistent with a supply-gdelanation, as firms vulnerable to the crisis
extended less trade credit due to the shortagenafst Our evidence of a decline in the trade
credit of private firms during the crisis is a newd important empirical result, and adds to
prior U.S. evidence of the crisis effect on thel&raredit of public firms.

In Columns (3)(4), we further investigate the differential effedf the crisis on the
trade credit levels of public and private firms ditional on two measures of financial
vulnerability, namely short-term debt and cash flkwve, Preve, and Sarria-Allende (2007)
argue that pre-crisis, firms with a high level tiog-term debt (cash flow) are more (less)
vulnerable to credit shocks. We consider 2006 apth-crisis year and use the 2006 values of
those variables as proxies for financial vulnergbilThe results in Column (3) show that
conditional on the pre-crisis level of short-terebtd ST debfe.cisi), the impact of the crisis
on public firms, measured by the sum of the comedffits onCrisis (-0.010), CrisisxPublic
(0.012), ST debeciisisxCrisis (-0.085), ST debe-crisis XPublic (0.129), andST debje.
crisis¥CrisisxPublic (0.068), is significantly positive, and is increasin ST dele-crisis This is
consistent with Love, Preve, and Sarria-AllendeO@0 and suggests that public firms with
more short-term debt faced an increased refinamtskgduring the crisis, forcing them to rely
more on trade credit as a substitute. However,pforate firms, the impact of the crisis
conditional on the pre-crisis level of short-terebty measured by the sum of the coefficients
on Crisis (-0.010) andST delye-crisis<Crisis (-0.085), is significantly negative. This finding i
in line with the earlier results in Column (2), asdggests that the more vulnerable private
firms were pre-crisis, the more difficult it was tthhem to obtain trade credit.

Column (4) reports the crisis impact conditionaltbe pre-crisis level of cash flow.
The results in Column (4) show that the impact ablig firms, equal to the sum of the

coefficients onCrisis (-0.0072), CrisisxPublic (0.0088), Cash flowe.crisis<Crisis (-0.0341),
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Cash flowecisi<Public  (0.0002), and Cash floWe.crisis<CrisisxPublic  (0.0331), is
significantly positive but has a negligible magdiuat the mean cash flow of 0.0861. This
finding does not support the argument that intédyngénerated cash flow could be used as a
substitute for supplier financing during the cridisnpirically, our result is consistent with
Love, Preve, and Sarria-Allende (2007), who alswl fihat firms with high pre-crisis cash
flow do not use less trade credit during the Asiad Mexican currency crises. High cash flow
signals better creditworthiness, allowing firmsnmaintain their access to supplier financing.
Finally, the impact of the crisis on the trade drealtio of private firms, equal to the sum of
the coefficients onCrisis (-0.007) andCash flowe-crisisxCrisis (-0.034), is significantly
negative, and increases with the pre-crisis le¥&lash flow. This suggests that private firms
with more cash flow pre-crisis needed less tra@elitiduring the crisis, which is consistent
with the substitution effect.

[Insert Table 10 here]

Overall, we document differential effects of theaincial crisis on the trade credit
ratios of public and private firms. While publicrfis used slightly more trade credit during the
crisis period, private firms were granted signifitg less trade crediThe former finding is
consistent with our conjecture that firms substitghort-term borrowings for trade credit
during a crisis. However, the latter finding is mon line with a supply-side story whereby
firms with a high default risk are likely to be wskd trade credit, especially during bad times
when the supply of such credit also dries up.

3.6. Conclusion

In this paper, we compare the use of trade creglipuiblic and private firms. We
hypothesize that private firms have a higher lenfetrade credit because they have higher
degrees of asymmetric information, financial ccaistis, and a higher default risk. Using data

from the S&P Capital IQ database for the period5t2912, we find strong evidence to
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support this hypothesis. The level of trade credprivate firms is 40.4% higher than that in

public firms. This finding is robust to controllinfpr sample selection and endogeneity
concerns. We also find that the impact of beingagid on trade credit is most pronounced in
young, high-growth, low-tangibility, and large fisnOur results thus show that the difference
in public and private firms’ use of trade creditriea with the degrees of asymmetric

information and constraints facing these firms.

We further examine optimal trade credit policiestioth public and private firms. Our
findings show that both firm types adjust quiteiady toward their target trade credit.
However, public firms are able to move faster teirtharget, which is consistent with the
argument that public firms have lower adjustmergt€aue to their greater bargaining power
with suppliers as well as greater access to othrend of credit. While our findings show how
reliant private firms are on trade credit, theyoalglicate how relatively difficult it is for these
firms to adjust their trade credit and maintainetgel close to, or at, the optimum.

Finally, we document differential effects of credinditions on the use of trade credit
by public and private firms. During the recent figal crisis, public firms were able to use
slightly more trade credit as a substitute for ptbeurces of financing, while private firms
were granted significantly less trade credit andewierced to rely on internally generated
funds. The latter finding suggests that a supphe-story may be at work as the demand for
more trade credit by private firms may not be accmuated by suppliers during a credit
crunch when both bank and trade credit becomedessssible. Overall, while our results
demonstrate the importance of trade credit to pgiviams, they also highlight the limitations
of this form of credit in absorbing credit shock3dur study, thus, provides implications for
policies aimed at enhancing the flow of lendingpiivate firms during times of extreme

financial stress.
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Figure 1: Evolution of Trade Credit and the Listing Status

This figure illustrates the evolution of trade dtedound the IPO year for a transition sample , @82 IPO firms
that went public during the sample period. Tradalitris defined as the ratio of accounts payableta assets.
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Table 1: Summary Statistics and Univariate Analysis

Panel A of this table reports the summary statisticthe variables under consideration. Trade tigdiefined as
the ratio of accounts payable to total assets. Rigam is the number of years from incorporation.hCiisw is

measured by net profits plus depreciation, scaledotal assets. Cash holdings is cash and caslvaguots,

scaled by total assets. Current assets is curssetaminus cash, scaled by total assets. Negativeh is sales
growth times the negative growth dummy variableiclwhakes the value of 1 if sales growth is negatand 0
otherwise. Positive growth is sales growth timesghbsitive growth dummy variable, which takes th&ug of 1
if sales growth is positive, and 0 otherwise. Stemnn debt is short-term borrowings plus the curportion of
long-term debt, scaled by total assets. Size isitaral logarithm of total sales, measured in 28a@ar price.
The total number of observations in our sample0i3,477. Panel B presents the univariate analysikeotrade
credit of the public and private firms in the falimple using the t-test for differences in meanthedNilcoxon-

Mann-Whitney test for differences in median.

Panel A: Summary Statistics

Variable Mean Median Std dev Min Max
Trade credit (%) 0.1359 0.0898 0.1324 0.0077 @561
Age (years) 39.97 31.000 29.49 0.0000 135.00
Cash flow (%) 0.0861 0.0540 0.2001 -0.5000 1.5003
Cash holdings (%) 0.1344 0.7742 0.1553 0.0000 D.000
Current assets (%) 0.5071 0.5098 0.2561 0.0000 10.98
Negative growth -0.0523 0.0000 0.1262 -1.0000 @000
Positive growth 0.2068 0.0650 0.7545 0.0000 15.7500
Short-term debt (%) 0.0301 0.0000 0.0843 0.0000 0oano
Size (Ln) 2.7121 2.1207 2.0889 -3.6498 8.2483

Panel B: Univariate Analysis
Trade credit Public Private Mean test Median test
(p-value) (p-value)
Mean 0.0896 0.1582 0.000
Median 0.0663 0.1108 0.000
Number of obs 33,766 70,011
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Table 2: The Use of Trade Credit by Public and Priate Firms across Industries

This table shows the level tfade creditaccording to the 12-Fama French industry clasgiinaTrade credit is
defined as the ratio of accounts payable to tatakts.Panel A provides the summary statistics (i.e.,rntean,
median, standard deviation (std. dev.), minimuna, @@ximum), of thérade credit rati@cross industries. Panel
B shows how the trade credit of public and priviat®s varies across industriels.reports the p-values of the t-
test of differences in mean (i.e., mean test) &edotvalue of the Wilcoxon-Mann-Whitney test offeliences in

median (median test).
Panel A: Full Sample

Industry Industry description Mean Median Std. dev. Min Max N. obs.
1 Consumer non-durables 0.1064 0.0787 0.0941 0.010%4732 4,794
2 Consumer durables 0.1257 0.0998 0.0979 0.0147 620.5 1,866
3 Manufacturing 0.1080 0.0863 0.0797 0.0171  0.382911,762
4 Energy 0.0819 0.0548 0.0936 0.0019 0.9086 2,536
5 Chemicals 0.1049  0.0880 0.0779 0.0159  0.6777 11,89
6 Business equipment 0.1018 0.0637 0.1140 0.00697940. 9,787
7 Telecommunications 0.0690 0.0337 0.1083 0.0029 787& 1,610
9 Retail and wholesale 0.1882 0.1474 0.1473 0.0168.5751 26,823
10 Health 0.0654  0.0409 0.0758 0.0077 0.5261 9,098
12 Others 0.1467 0.0938 0.1451 0.0054  0.5507 33,610

Panel B: Public Firms versus Private Firms

Industry Industry description Firm type Mean  MediarStd. dev. N. obs. Mean test M?ed;?n

1 Consumer non-durables  Private 0.1295 0.0915 0.1149 2,383

Public 0.0836  0.0715 0.0591 2,411 0.000 0.000
2 Consumer durables Private 0.1480 0.1182 0.1217 710

Public 0.1120 0.0940 0.0767 1,156 0.000 0.000
3 Manufacturing Private 0.1226  0.0969 0.0933 6,460

Public 0.0904 0.0788 0.0539 5,302 0.000 0.000
4 Energy Private 0.1517 0.0887 0.1717 340

Public 0.0711 0.0524 0.0685 2,196 0.000 0.000
5 Chemicals Private 0.1330 0.1035 0.1132 523

Public 0.0942 0.0836 0.0554 1,368 0.000 0.000
6 Business equipment Private 0.1547 0.0982 0.1604 2,846

Public 0.0800 0.0564 0.0784 6,941 0.000 0.000
7 Telecommunications Private 0.0776  0.0305 0.1282 708

Public 0.0622  0.0365 0.0892 902 0.005 0.048
9 Retail and wholesale Private 0.1949 0.1535 0.1516 22,440

Public 0.1541 0.1238 0.1178 4,383 0.000 0.000
10 Health Private 0.0695 0.0394 0.0861 5,058

Public 0.0603 0.0426 0.0602 4,040 0.000 0.370
12 Others Private 0.1587 0.1076 0.1495 28,543

Public 0.0793  0.0479 0.0922 5,067 0.000 0.000
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Table 3: Difference in Trade Credit between Publiand Private Firms

This table reports the regression results for métglwhich captures the difference in thade crediof public
and private firms. Columns (#(4) provide the results for the full sample. Colu(Bh provides the results for a
matched sample, in which we match, with replacemsaath public firm to any private firm in the samdustry
and year, and of closest size (allowing for a démiaof 30%). The dependent variableriade creditdefined as
the ratio of accounts payable to total asdetshlic is a dummy variable that takes the value of Ipfdslic firms,
and 0 otherwise. Firm age is the number of yeans fincorporation. Cash flow is net profits plus cEgation,
scaled by total assets. Cash holdings is cashastdequivalents, scaled by total assets. Curreetsais current
assets minus cash, scaled by total assets. Neg@ptsiive) growth is sales growth times the negatpositive)
growth dummy, which takes the value of 1 if salesagh is negative (positive), and 0 otherwise. $hem debt
is short-term borrowings plus the current portidnang-term debt, scaled by total assets. Sizéhésrtatural
logarithm of total sales, measured in 2012 dolidcep T-statistics are reported in parenthesesidata errors

are heteroskedasticity robust., ”,

respectively.

and” denote statistical significance at the 1, 5, afdpércent levels,

1) ] (2 _ 3 _ 4) _ 5) _
Public -0.0686 -0.0435 -0.0554 -0.0362 -0.0659
(-96.26) (-45.56) (-60.04) (-31.66) (-53.97)
In(1+age) -0.0221"  -0.0198" -0.0046
(-8.93) (-8.07) (-1.16)
In(1+ag@? 0.0004 -0.0002  -0.001%
(1.13) (-0.50) (-3.38)
Cash flow -0.0477  -0.0474"  -0.0644"
(-21.86) (-22.15) (-27.59)
Cash holdings 0.0770  0.0761" 0.1043"
(29.03) (27.75) (32.06)
Current assets 0.2278 0.1961" 0.1912"
(146.43) (103.32) (90.72)
Negative growth 0.0099 0.0224" 0.0133"
(3.18) (7.08) (3.84)
Positive growth 0.0048  0.0039" 0.0059"
(8.98) (8.04) (4.59)
Short-term debt -0.0646 -0.0707"  -0.0619"
(-14.65) (-16.14) (-12.20)
Size 0.0090° 0.0079" 0.0094"
(40.79) (36.44) (25.19)
Intercept 0.1587 0.1291" 0.0825" 0.0817" 0.0405"
(-96.26) (30.26) (19.14) (14.12) (3.42)
Industry effects No Yes No Yes Yes
Year effects No Yes No Yes Yes
Number of obs. 103,777 103,777 103,777 103,777 4342
Adjusted R 0.059 0.176 0.236 0.283 0.268
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Table 4: Regression Results for the Transition Sanig

This table presents the regression results fotrdmesition sample of 1,282 IPO firms. The dependeaniable is
trade credit, defined as the ratio of accounts playt total assets.da poiS @ dummy variable that takes the
value of 1 from the IPO year onwards, and O inybars pre-IPO. Po.; with i=1..3 is a dummy variable that
takes the value of 1 in the IPO+i year, and O etfs. The other independent variables are definéichble 3. T-

significance at the 1, 5, and 10 percent levelpeetively.

*****

1) _ 2 _ Q) (4) (5) (6)
Dpost 10 -0.0223 -0.0148 -0.0113
(-9.48) (-6.55) (-4.21)
Dipo -0.0087 -0.0104" -0.0111"
(-2.35) (-3.06) (-3.35)
Dipo+1 -0.0169" -0.0150" -0.0148"
(-4.85) (-4.38) (-3.57)
Dipo+2 -0.0176" -0.0133" -0.0129
(-4.93) (-3.85) (-2.45)
Dipo+3 -0.0207" -0.0144" -0.0174"
(-5.54) (-4.02) (-2.66)
In(1+age) -0.0199 -0.0055 -0.0099 -0.0150 -0.0039 0.0049
(-5.20) (-1.50) (-1.18) (-3.03) (-0.86) (0.51)
In(1+ag@>? 0.0041" 0.0014 0.0019 0.0037 0.0009 -0.0009
(6.14) (2.23) (0.53) (3.45) (1.02) (-0.14)
Cash flow -0.0064 -0.0265 -0.0069 0.0007 -0.0277 -0.0023
(-1.08) (-4.48) (-1.22) (0.07) (-2.97) (-0.24)
Cash holdings 0.0169% 0.0408" 0.0215 0.0103 0.0309 -0.0185
(3.56) (8.23) (2.42) (1.63) (4.57) (-1.64)
Current assets 0.1394 0.1357" 0.0844" 0.1405" 0.1310" 0.0493"
(30.34) (26.86) (7.09) (20.62) (17.54) (3.74)
Negative growth 0.0036 0.0049 0.0166 -0.0001 0.0015 0.0244
(0.45) (0.61) (2.40) (-0.01) (0.12) (2.64)
Positive growth -0.0002 -0.0002  8.34x10%* 0.0001 -1.18x10% 0.0003
(-0.33) (-0.35) (0.20) (0.17) (-0.02) (0.70)
Short-term debt 0.0896 0.0086 0.0525 0.0826" 0.0067 0.0620
(6.73) (0.66) (3.55) (3.76) (0.30) (2.72)
Size 0.0067" 0.0028" -9.84x10%" 0.0076" 0.0042" -0.0024
(9.35) (4.46) (-0.06) (7.59) (4.10) (-1.00)
Intercept 0.033% 0.0319 0.0894" 0.0187° 0.0209 0.0786
(5.59) (1.84) (5.81) (2.36) (1.17) (1.67)
Industry effects No Yes Yes No Yes Yes
Year effects No Yes Yes No Yes Yes
Firm effects No No Yes No No Yes
Number of obs. 9,976 9,976 9,976 4,444 4,444 4,444
Adjusted R 0.170 0.302 0.086 0.181 0.332 0.127
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Table 5: Treatment Regression Results

This table reports the results of the treatmentegsion models (7) and (8), in which fReblic dummy variable,
which takes the value of 1 for public firms, andtberwise, is assumed to be endogenous. Column§2f1)
report the first and second-stage regression sgg@spectively. The first-stage regression isabipregression
with the Public dummy being the dependent variable. We instrunfentthis variable using the industry
underwriter concentration variable, defined as tlwenber of IPOs underwritten by the Top 5 underwsite
divided by the number of IPOs in that industry. ¢jethe Top 5 underwriters are determined by thebaurnof
IPOs that they have underwritten over the last figars. The other independent variables are defié@dble 3.
T-statistics are reported in parentheses. p-valaes reported in square bracketsStandard errors are
heteroskedasticity robust., ™, and ~ denote statistical significance at the 1, 5, amd pkrcent levels,
respectively.

1) 2

Public -0.0702
(-10.94)
In(1+age) -0.0450 -0.0278
(-1.14) (-8.54)

In(1+agd? -0.0372" 0.0004
(-6.25) (1.10)

Cash flow -2.5536 -0.0506"
(-47.80) (-15.25)

Cash holdings 0.2808 0.0766"
(7.18) (27.18)

Current assets -1.4988 0.2167"
(-63.96) (79.56)

Negative growth -1.1543 0.0065
(-23.09) (1.68)

Positive growth 0.5485 0.0055"
(28.02) (7.96)

Short-term debt 1.8264 -0.0603"
(28.88) (-10.78)

Size 0.458% 0.0109"
(119.46) (12.88)
Underwriter concentration -0.3796
(-22.29)

Intercept -0.411% 0.0873"
(-6.04) (16.83)
Endogeneity test 0.0817
[0.013]

Number of obs. 92,495
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Table 6: Propensity Score Matching

This table reports the propensity score matchisglte. We match each public firm to a private fiusing one-
to-one propensity score matching to the nearegthherhood, without replacement. In Specificatid), the
matching is based on size, industry, and year. dacHication (2),the matching is based on all the control
variables, namely In(1+age), In(1+3de cash holdings, cash flow, current assets, negagrowth, positive
growth, short-term debt, size, industry, and ydfacts. Panel A presents the pairwise differencethé mean
trade creditin the matched samples. Bootstrapped standardse(8id. error) based on 50 replications are
reported in the square brackets. Panel B repodsb#seline regression results for the matched ssmpk

*****

significance at the 1, 5, and 10 percent levelpeetively.

Panel A: Pairwise Differences in the Mean Trade Crdit

Specification (1) Specification (2)
Difference -0.0793 -0.0607"
Std. error [0.09%)] [0.11%)]
Panel B: Regression Results for the Propensity-saMatched Sample
Specification (1) Specification (2)
Public -0.0369 -0.0359"
(-28.94) (-30.04)
In(1+age) -0.0159 -0.0162"
(-6.36) (-6.78)
In(1+agd? -1.40x10% 0.0003
(-0.04) (0.74)
Cash flow -0.0429 -0.0703”
(-18.92) (-21.24)
Cash holdings 0.0704 0.0736"
(22.08) (26.38)
Current assets 0.1896 0.2049"
(86.93) (97.57)
Negative growth 0.0219% 0.0381"
(5.85) (11.96)
Positive growth 0.0028 0.0024"
(5.52) (5.38)
Short-term debt -0.0520 -0.0826"
(-10.42) (-19.04)
Size 0.005% 0.0054"
(22.25) (22.33)
Intercept 0.0748 0.0729"
(11.34) (11.41)
Industry effects Yes Yes
Year effects Yes Yes
Number of obs. 67,532 67,532
Adjusted B 0.322 0.325
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Table 7: Additional Robustness Checks

This table presents the regression results from fobustness checks. Columns (1)-(2) report thaltesfter
including additional control variables. SpecifigalColumn (1) includes Fcost, which is interestenge divided
by the sum of total debt minus accoupisyable, while Column (2) includes the annual @t&DP growth.
Column (3) presents the regression results forxa@nded sample including utilities firms. Column (éports
the regression results in which an alternativenitdin of the dependent variable (accounts payakts cost of
goods sold) is used. The other independent valsiag[e k*defined in Table 3. T-statistics are repoited

parentheses. Standard errors are heteroskedastbingt. , ~, and” denote statistical significance at the 1, 5,
and 10 percent levels, respectively.

(ON 2 3 4)
Public -0.0383 -0.0362 -0.0346 -0.0219
(-29.61) (-31.66) (-31.68) (-2.04)
In(1+age) -0.0197 -0.0198" -0.0202" -0.0646"
(-8.03) (-8.07) (-8.44) (-5.86)
In(1+agd? -0.0002 -0.0002 3.21x10% 0.0083"
(-0.48) (-0.50) (0.09) (5.26)
Cash flow -0.0469 -0.04747 -0.0461" -0.11397
(-21.92) (-22.15) (-21.75) (-6.94)
Cash holdings 0.0769 0.0761" 0.0758" -0.0902”
(27.83) (27.75) (27.96) (-5.13)
Current assets 0.1967 0.1961" 0.1966" -0.1558"
(103.20) (103.32) (104.80) (-14.89)
Negative growth 0.0274 0.0224" 0.0176" -0.3150"
(7.08) (7.08) (8.08) (-11.19)
Positive growth 0.0039 0.0039" 0.0042" 0.0249"
(7.74) (8.04) (8.62) (8.49)
Short-term debt -0.0724 -0.0707" -0.0687" 0.0178
(-16.46) (-16.14) (-15.79) (0.76)
Size 0.0081" 0.0079" 0.0078" -0.0209"
(36.68) (36.44) (37.57) (-19.30)
Fcost 0.0564
(3.26)
AGDP 0.0005
(1.72)
Intercept 0.0805 0.0739" 0.0759" 0.3617"
(13.88) (13.23) (13.63) (13.52)
Industry effects Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
Number of obs. 103,777 103,777 107,338 33,922
Adjusted R 0.283 0.283 0.295 0.238
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Table 8: The Use of Trade Credit by Public and Priate Firms Conditional on Firm Characteristics

This table presents the effect of four firm-specdharacteristics, namely firm age, growth oppadties tangibility, and firm size, on the differenin the level otrade credit
used bypublic and private firms. The dependent variabliedde creditdefined as the ratio of accounts payable to tas¢sMatureis a dummy variable that takes the value
of 1 for observations with above the median agd, GotherwiseHigh growthis a dummy variable that takes the value of lolmservations with above the median growth
opportunities, and 0 otherwisigh tangibility is a dummy variable that takes the value of lolmservations with above the median tangibility, @notherwiselLarge is a
dummy variable that takes the value of 1 for obsgons with above the median size, and 0 otheniseélic is a dummy variable that takes the value of 1piablic firms,

*****

., and’
denote statistical significance at the 1, 5, angdi@ent levels, respectively.

Age Growth opportunities Tangibility Size
1) ] (2) _ 3) _ 4)
Mature -0.0199 High growth 0.0178  High tangibility -0.0164 Large 0.0127
(-15.35) (17.43) (-15.15) (10.90)
Public -0.0492°  Public -0.0274"  Public -0.0532°  Public -0.013%
(-35.91) (-21.41) (-35.21) (-8.24)
MaturexPublic 0.0272”  High growthPublic ~ -0.0178"  High tangibility<Public ~ 0.0311"  Large<Public -0.0349"
(20.15) (-13.90) (21.98) (-19.52)
In(1+age) -0.0195  In(1+age) -0.019T  In(1+age) -0.0188  In(1+age) -0.0189
(-8.10) (-7.84) (-7.73) (-7.73)
In(1+agé? 0.0006 In(1+agé? -0.0002  In(1+agé? -0.0003  In(1+agé? -0.0003
(1.72) (-0.49) (-0.87) (-0.74)
Cash flow -0.0507  Cash flow -0.0498  Cash flow -0.04917  cCash flow -0.0443
(-23.44) (-23.03) (-22.81) (-20.73)
Cash holdings 0.0763  Cash holdings 0.0765 Cash holdings 0.0656  Cash holdings 0.0743
(27.85) (27.94) (23.46) (27.22)
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Current assets 0.1940  Current assets 0.1955 Current assets 0.1879  Current assets 0.1959
(102.01) (103.17) (91.10) (103.30)
Negative growth 0.0239 Negative growth 0.0054  Negative growth 0.0239 Negative growth 0.0231
(7.54) (1.62) (7.61) (7.34)
Positive growth 0.0044 Positive growth 0.0028  Positive growth 0.0041  Positive growth 0.0031
(8.86) (5.90) (8.39) (6.41)
Short-term debt -0.0689  Short-term debt -0.0716  Short-term debt -0.076%  Short-term debt -0.0748
(-15.73) (-16.36) (-16.14) (-17.11)
Size 0.0072 Size 0.0079  Size 0.0075 Size 0.0083
(32.48) (35.97) (34.37) (29.44)
Intercept 0.0857 Intercept 0.0714 Intercept 0.0979 Intercept 0.0757
(14.67) (12.32) (16.63) (13.08)
Industry effects Yes Industry effects Yes Industffects Yes Industry effects Yes
Year effects Yes Year effects Yes Year effects Yes Year effects Yes
Number of obs. 103,777 Number of obs. 103,777 Nurobebs. 103,777 Number of obs. 103,777
Adjusted B 0.286 Adjusted R 0.285 Adjusted R 0.286 Adjusted R 0.285
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Table 9: Speed of Adjustment to Target Trade Credit

This table presents the regression results forpdmial adjustment model of trade credit (2). Ipods the
estimated speed of adjustment, showing how fasligpahd private firms adjust toward their respeetbarget
level oftrade creditPanel A presents the results for the full sangleublic and private firms. Panel B provides
the results for the subsample of public and priviates with above-target trade credit. Panel C repthe results
for the subsample of public and private firms vidgHow-target trade credit. The dependent variakfi&;;,, is the
change intrade credit The independent variablE(;.," — TC;,_,, is the deviation from target trade credit, where
TC;" is the estimated target trade credit (see alsoeTAlR in the Appendix for more details). P-valuéghe
Chow test of differences in the adjustment spedumates are reported in square brackets. T-stdisire
reported in parentheses. Standard errors are bkestasticity robust. , ~, and” denote statistical significance
at the 1, 5, and 10 percent levels, respectively.

Panel A: Full Sample

Public Firms Private Firms F-stat of Chow test
ATC;; ATC;; [p-value]
TCi* — TCir_y 0.2919" 0.2316~ 38.32
(97.85) (101.74) [0.000]
Intercept -0.0029 -0.0018"
(-11.95) (-6.11)
Number of obs. 33,766 70,011
Adjusted R 0.221 0.129
Panel B: Firms with Above-target Trade Credit
Public Firms Private Firms F-stat of Chow test
ATC;; ATC;; [p-value]
TCy* — TCy_q 0.3956 0.2638" 66.53
(68.88) (53.13) [0.000]
Intercept 0.0088 0.0032"
(14.16) (4.10)
Number of obs. 13,929 29,459
Adjusted R 0.254 0.087
Panel C: Firms with Below-target Trade Credit
Public Firms Private Firms F-stat of Chow test
ATC;; ATC;; [p-value]
TCi" — TCir—y 0.1088" 0.2046~ 68.65
(17.36) (36.24) [0.000]
Intercept 0.001T -0.0005
(3.54) (-0.82)
Number of obs. 19,837 40,552
Adjusted B 0.015 0.031
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Table 10: The Effects of the Financial Crisis on te Use of Trade Credit by Public and
Private Firms

This table presents the regression results for iMdlewhich captures the effects of the receraificial crisis on
the trade credit ratios of public and private firfite model is estimated for the period 268d09. The crisis
period is defined as from 2007 to 200he dependent variable is trade credit, definethagatio of accounts
payable to total asset€risis is a dummy variable that takes the value of 1ltfar years 200672009, and 0
otherwise Publicis a dummy variable that takes the value of Ipfdslic firms, and O otherwis&T debfe.cisis iS
the pre-crisis (2006) level of short-term deBash flo..cisis IS the pre-crisis (2006) level of cash flow. The
model includes all the control variables, listed @efined as in Table 3. T-statistics are repoiteparentheses.
Standard errors are heteroskedasticity robust., and” denote statistical significance at the 1, 5, abigpdrcent
levels, respectively.

1) () _ 3) (4)__
Crisis -0.0082 -0.0106 -0.0099 -0.0072
(-4.68) (-5.71) (-5.35) (-3.81)
Public -0.0402 -0.0464" -0.0524" -0.0461"
(-24.53) (-24.44) (-26.36) (-24.29)
CrisisxPublic 0.0127" 0.0122" 0.0088"
(6.56) (5.91) (4.41)
ST debjc.crisixCrisis -0.0849"
(-6.13)
ST debjc.cisexPublic 0.1288"
(7.19)
ST debyc.crisxCrisis<Public 0.068T
(2.50)
Cash floWe.qisixCrisis -0.0341"
(-8.92)
Cash flowe.crisi:xPublic 0.0002
(0.39)
Cash flow,e.qisiexCrisis<Public 0.0331"
(8.26)
Controls Yes Yes Yes Yes
Industry effects Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
Number of obs. 56,283 56,283 56,283 56,283
Adjusted R 0.273 0.273 0.274 0.274
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Appendix

Table A.1. Comparison between data on trade credjrovided by S&P Capital 1Q and
Compustat
This table provides a comparison of the summanys§itss (i.e., the mean, median, and standard tlemeof the

trade credit of the public firms in our sample ahd public firms in the Compustat databa$eade credit is
defined as the ratio of accounts payable to tcstss.

Trade Credit Our Sample Compustat
Mean 0.0895 0.0894
Median 0.0663 0.0642

Std dev. 0.0836 0.0882
Number of obs. 33,766 114,845
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Table A.2. Estimation of the Target Trade Credit Levels of Public and Private Firms

This table reports the regression results for gtenation of the target level trade credit as gibgnmodel (3).
Trade credit is defined as the ratio of accountabke to total assets. The other independent Vasatre defined
in Table 3. P-values of the Chow test for diffeen the coefficient estimates are reported irasgjbrackets.
T-statistics are reported in parentheses. Standamts are heteroskedasticity robust, =, and ~ denote
statistical significance at the 1, 5, and 10 pert®rels, respectively.

Public firms Private firms F-stat of Chow test
[p-value]
In(1+age) -0.0176~ -0.0063 5.93
(-6.88) (-1.65) [0.015]
In(1+age> 0.0019" -0.0030" 52.59
(5.11) (-5.32) [0.000]
Cash flow -0.051%4 -0.0540" 0.33
(-13.11) (-21.52) [0.564]
Cash holdings 0.0019 0.1133 562.55
(0.63) (31.69) [0.000]
Current assets 0.1362 0.2197" 478.70
(45.00) (94.01) [0.000]
Negative growth 0.0177 0.0146" 0.29
(4.49) (3.44) [0.592]
Positive growth 0.0007 0.0315 193.96
(1.62) (14.53) [0.000]
Short-term debt 0.0596 -0.1397" 565.98
(9.04) (-26.96) [0.000]
Size 0.0018 0.0143" 641.06
(8.18) (32.74) [0.000]
Intercept 0.0413 0.0250
(6.50) (1.56)
Industry effects Yes Yes
Year effects Yes Yes
Number of obs. 103,777 103,777
Adjusted R 0.262 0.260
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Table A.3. Additional Control Variables

This table presents the regression results for inddeafter including additional control variableSpecifically,
Column (1) includes inventory defined as inventdiyided by total assets, Column (2) includes theoaats
receivable defined as accounts receivable overgatas. The other independent variables are difindable 3.
T-statistics are reported in parentheses. Standamts are heteroskedasticity robust, =, and”~ denote
statistical significance at the 1, 5, and 10 pert®rels, respectively.

(1)

(2)

Public -0.0305 -0.0360"
(-24.14) (-31.33)
In(1+age) -0.0190 -0.0198"
(-6.72) (-8.08)
In(1+age> -0.0003 -0.0002
(-0.81) (-0.48)
Cash flow -0.0395 -0.0475"
(-15.49) (-22.16)
Cash holdings 0.0401 0.0759"
(12.37) (27.59)
Current assets 0.1789 0.1965"
(82.63) (101.59)
Negative growth 0.0378 0.0220"
(8.79) (6.88)
Positive growth 0.0039% 0.0039"
(6.04) (8.06)
Short-term debt -0.0801 -0.0708"
(-17.09) (-16.16)
Size 0.0060° 0.0079"
(19.22) (36.27)
Inventory 7.8%10°¢"
(2.28)
Accounts Receivable -0.0032
(-0.70)
Intercept 0.0986 0.0821"
(14.98) (14.13)
Industry effects Yes Yes
Year effects Yes Yes
Number of obs. 77,864 103,777
Adjusted B 0.280 0.283
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Table A.4. The Effects of the Financial Crisis onhe Use of Trade Credit
by Public and Private Firms- An Alternative Window for the Financial Crisis

This table presents the regression results for iMdlewhich captures the effects of the receraificial crisis on
the trade credit ratios of public and private firfite model is estimated for the period 262d08. The crisis
period is defined as 2007- 200Bhe dependent variable is trade credit, definethagatio of accounts payable
to total assetsCrisis is a dummy variable that takes the value of 1tlier years 20072008, and 0 otherwise.
Public is a dummy variable that takes the value of lpiablic firms, and O otherwise. ST dght,sisis the pre-
crisis (2006) level of short-term delfash flowe.crisis is the pre-crisis (2006) level of cash flow. Thedsal
includes all the control variables, listed and oefi as in Table 3. T-statistics are reported iremifeses.
Standard errors are heteroskedasticity robust., and” denote statistical significance at the 1, 5, abigpdrcent
levels, respectively.

1 @ _ @) (@)
Crisis -0.0073 -0.0091 -0.0083 -0.0048
(-4.40) (-5.01) (-4.51) (-2.49)
Public -0.0407" -0.0446" -0.0527" -0.0445"
(-20.81) (-20.43) (-22.77) (-20.36)
Crisis<Public 0.0096" 0.0109" 0.0058
(4.20) (4.43) (2.47)
ST debje.isic XCrisis -0.0649"
(-3.92)
ST debyc.crisic XPublic 0.1813"
(7.24)
ST debfe crisic XCrisis<Public 0.0071
(0.20)
Cash floWe qisixCrisis -0.0308"
(-6.64)
Cash flowecrisisxPublic -0.0032
(-0.92)
Cash flow,.qisiexCrisis<Public 0.0153
(2.05)
Controls Yes Yes Yes Yes
Industry effects Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
Number of obs. 42,193 42,193 42,193 42,193
Adjusted B 0.275 0.276 0.278 0.277
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Chapter 4
Listing Status, Financial Crisis and the Provisiornof Trade Credit

Abstract

We examine the impact of a supplier’s listing stabm its provision of trade credit. We find
that the amount of trade credit provided by pulilims is nearly a quarter higher than that
provided by private firms. This finding is statestlly and economically significant, and is
robust to controlling for endogeneity and samplea®n. We also find that public firms that
are large, have low tangibility, high sales volgtjl high bargaining power, and are high
growth provide more trade credit than their privedeinterparts. Further, public firms supply
more trade credit in differentiated and serviceustides, but less trade credit in retail and
wholesale, standardized, and concentrated indssffiee financial crisis of 2007-09 had no
differential effect on the level of trade credibpided by public and private firms though both
types of firms did cut back on their provision @de credit during the crisis.
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4.1. Introduction

Provision of trade credit is a common practice atthe world (Demirglc-Kunt and
Maksimovic, 2001). In the U.S. alone, accordingtlte Flow of Funds Accounts, accounts
receivable of non-financial corporate businessesumted to nearly $2,432 billion in 2013.
Trade credit arises when there is a gap betweenntieeof delivery of goods and the time of
payment. During this period, the supplier is sesnpeoviding finance to the customer.
Supplying trade credit not only links firms finaalty but is also beneficial in gluing them
together and strengthening their relationship & ghpply chain (Kim and Shin, 2012). Prior
literature documents the reasons for trade creditigion and its importance, however, little
attention has been devoted to whether the tradbt ggeovision is uniform across public and
private firms. We also know little if public andiyate firms behave differently in their
provision of trade credit during periods of econordownturns such as the recent financial
crisis of 2007.

Public firms have greater access to external marketver asymmetric information,
lower financial constraints, and higher bargainpgwer than private firms (Brav, 2009;
Schenone, 2010ill, Kelly and Lockhart, 2012¢ao, Harford, Li, 2013; Fabbri and Klapper,
2013; Acharya and Xu, 20)5Given these differences between public and piviams, the
motives for these firms for providing trade crechin be different, both during normal periods
and periods of economic crises. In this paper westigate whether the supplier’s listing
status affects its trade credit provision. The sdcobjective of our study is to examine
whether the recent financial crisis, had any effecta differential effect) on the provision of
trade credit by public and private firms. Thouglerth are several studies that find that the
macro-economic conditions affect the provisionraflie credit by public firms (Choi and Kim,

2005; Love, Preve, and Sarria-Allende, 2007; Gafgpendini and Montriol-Garriga, 2013),

! In this paper we use accounts receivable and twatkt interchangeably.
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none of them include an examination of the U.Sugte firms nor they investigate whether the
macro-economic conditions have a similar impacthentrade credit provided by public and
private firms?

Using data from the S&P Capital database for #wgod 1994-2012, we find that for
every Dollar of trade credit provided by privatenfs, public firms provide $1.23 in trade
credit. We argue that this result can be explaimggublic firms’ higher financial capability,
better ability in handling the trade credit procasd in enforcing payments and contract terms,
than private firms. These arguments are motivategublic firms’ greater access to external
markets, lower asymmetric information, lower finethcconstraints, and higher bargaining
power. We confirm the robustness of our resultagiiiree robustness tests; first, we include
alternative control variables. Second, we conduzheto-one propensity score matching and
one-to-n matching to control for the observabldéedénces between public and private firms.
Third, we estimate a treatment regression to addresendogeneity of going public decision
in the trade credit model.

Additional results show that certain firm charaistiizs govern the impact of the
supplier’s listing status on its trade credit psien. In particular, we find that public firms
that are large, have low tangibility, high salegatibty, high bargaining power and are high-
growth, provide more trade credit than comparagivivate firms. This result is broadly
consistent with the predictions of the motivesgmoviding trade credit. Based on the financial
motive, large firms and low tangibility firms shdugrant more trade credit because of their
higher financial capability. The operational motive predicts that firms withghisales

volatility provide more trade credit to smooth tldemand of their goods, while, the

ZLess than 1% of the 27 million (5.7 million with ptayees) businesses in the US are publicly tradethe
major stock exchanges (see Forbes Magazine, “Hiugs you don’t know about private companies”, 26yM
2013, Available at:http://www.forbes.com/sites/sageworks/2013/05/26idgs-you-dont-know-about-private-
companiesAccessed: 5 July 2015.
% We discuss the different motives of granting tradsit in the next section.
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commercial motive suggests that firms with highdgaamning power and high-growth firms
offer more trade credit because they have bettdityato force payments and they are more
concern to attract customers respectively.

Next, we investigate the effect of the product keirdynamics on the difference
between the offered level of trade credit by publa private firms. Our findings show that
public firms provide more trade credit in differettéd and service industries, but less trade
credit in retail, wholesale and standardized ingesstthan private firms. Unlike differentiated
and service industries, retail, wholesale and statided industries have weak supplier-
customer relationship, low customer loyalty, andhigher level of customer frafdThese
features discourage public firms to provide tradalit especially in the presence of additional
risk such as customer fraud risk. Further, ourifigd also show that in concentrated industries,
public firms supply a lower level of trade crediitih that provided by private firms. This result
suggests that in concentrated industries, publicsfiare less inclined to attract new customers
and prevent current customers from switching tatzerosupplier. Possibly, this is because in
concentrated industries, there are few supplierpublic firms are less in need to grant trade
credit to attract customers. Overall, these resultgyest that public firms can pick and choose
when and to whom to provide trade credit.

Our analysis of the impact of the financial crisisthe provision of trade credit shows
that, though the level of trade credit provided bmth public and private firms decreased
during the financial crisis, the crisis itself dwdt have a differential effect on the supply of
trade credit by public and private firms. This fimgl confirms the argument that during the
financial crisis, suppliers were not able to accadate trade credit requests because of the

shortage in global liquidity.

“ Customer fraud occurs when the customer re-selptioducts that he bought on credit to get caskrefbre,
there are high chances of customer fraud in inghsstvhere products can be easily diverted into ¢Bsinkrat
and Ellingsen, 2004).
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The results of this study contribute to variousistis of literature. In the trade credit
literature, we are the first to examine the impaicthe supplier’s listing status on its trade
credit provision. Our findings complement the sésdon the provision of trade credit by U.S.
SMEs (Petersen and Rajan, 199Giannetti, Burkart, and Ellingsen, 201Murfin and
Njoroge, 2015), as we provide first large-sampliel@vce on the trade credit offered by U.S.
private firms, whereas these papers use surveg-saxgion data or a small sample. We add to
the studies on the effect of macro-economic comastion trade credit provision (Choi and
Kim, 2005; Love, Preve, and Sarria-Allende, 2007; Ga#sgpendini and Montriol-Garriga,
2013), as these studies only examine the effectiedés on public firms’ trade credit provision.
Our paper also adds to a recent strand of litezatiomt has been investigating the effect of
market dynamics on a firm’s provision of trade dre@icMillan and Woodruff, 1999;
Johnson, McMillan, and Woodryf2002; Fisman and Raturi, 2008jannetti, Burkart, and
Ellingsen, 2011; Fabbri and Klapper, 2p18y providing evidence on the differential effeft
the industry type and industry’s level of competition the level of trade credit provided by
public and private firms. With the exception Gfannetti, Burkart, and Ellingsen (2011), all
the other three studies use non-U.S. survey datde wGiannetti, Burkart, and Ellingsen
(2011) use U.S. SMEs dat@ur novel evidence that public firms provide ménade credit
than private firms, contribute to the extensive\boflliterature on the difference between the
corporate financial policies of public and privdiems. This growing literature includes
capital structure (Brav, 2009), dividends (Michaalyd Roberts, 2012), cash holdings (Gao,
Harford, and Li, 2013), investments (Mortal and $e&i 2013; Asker, Farre-Mensa, and
Ljunggvist, 2015), and innovation (Gao, Hsu, and2014; Ferreira, Manso, and Silva, 2014;
Acharya and Xu, 2015

The rest of the chapter proceeds as follows. Weudssthe theoretical models of trade

credit and related literature in section 4.2. Weellgp our hypotheses in section 4.3. We
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discuss our data and methodology in section 4.4pa@skent our results in section 4.5. Section
4.6 concludes.
4.2. Why do Firms Provide Trade Credit?

According to the theoretical models of trade creditppliers grant trade credit for
three main motives: financial, operational, and owncial. First, based on the financial
motive, suppliers have a lending advantage ovegratbnventional creditors (see Schwartz,
1974; Petersen and Rajan, 1997). This advantagesairiom their information advantage due
to the frequent interactions with customers (Besl Gollier, 1997; Burkart and Ellingsen,
2004; Fabbri and Menichini, 2010), their monitoriadvantage due to their knowledge about
the goods and the industry as well as their abibtgnforce payment through the cutting of
supplies (Burkrat and Ellingsen, 2004; Boissoy darbpp, 2013), and their liquidity
advantage due to the ease in reselling the praducase of customer’s default (Mian and
Smith, 1992; Fabbri and Menichini, 2010). Therefaaecording to this motive, suppliers
should grant trade credit to their customers. lditeah, Emery (1984) argues that firms should
provide trade credit because it is a short-ternestment, which has a significant return higher
than marketable securities. For instance, the wmsimon trade credit term of 2% net 10, 30,
has an annual return of 40%.

Second, according to the operational motive, sepploffer trade credit to smooth the
demand of their goods (Emery, 1987), for instaticeyugh deferring the payment in periods
of low demand. Suppliers face seasonality in demaiich cause them to be vulnerable to
variation in either prices or production, and batternatives are expensive. The variation in
the production is costly to suppliers, for instgnicemnight involve installing extra capacity,
while, the variation in prices might decrease tlndnd. Therefore, firms with unstable
demand are expected to offer more trade creditmoosh the demand of their goods (Long,

Malitz, and Ravid, 1993). Additionally, Ferris’s9@81) theoretical model shows that trade
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credit reduces transaction costs, such as waraiguesists through overcoming the problem
of holding inventories of goods, as it separatespétyment and delivery cycles (Petersen and
Rajan, 1997; Bougheas, Mateut, and Mizen, 2009).

Third, the commercial motive suggests that tra@delicican be utilized as a guarantee
for the product quality and as a marketing too&tinact and stimulate demand (Smith, 1987,
Lee and Stowe, 1993; Long, Malitz, and Ravid, )993tead of immediate cash payments,
customers will be granted a credit period as a antee of quality of the goods before
payment. Long, Malitz, and Ravid (1993) find thatde credit is offered for product quality
purposes, more in low reputation or small firmgj anindustries with quality-based products,
such as technology, machinery, etc. Trade creditaisao be utilized as a marketing tool to
attract new customers. Fabbri and Klapper (201&phcthat it is a less aggressive and more
flexible marketing instrument than, for instanceace reduction, which can cause price wars
and reactions from other firms in the industry. Z2lako and Vandezande (2003) show that
trade credit plays a similar role to advertising differentiate the products and attract
customers. Biais and Gollier (1997) indicate thanagers often claim that if firms did not
grant trade credit they would not have been abketiotheir goods. The commercial motive is
of more relevance to firms which are concerned alawacting customers such as high-
growth and low bargaining power firms (Fabbri antapper, 2013 and therefore are
expected to provide more trade credit. On the dtlaed, firms with higher bargaining power
are better able to enforce payment and contragistemd hence can also provide a higher
level of trade credit (Wilner, 2000).

A number of U.S. empirical papers examine the datents of supplying trade credit
and the contract terms (Mian and Smith, 1992; Ldaglitz, and Ravid, 1993; Ng, Smith, and
Smith, 1999; Cuiat, 2007; Klapper, Laeven, and iRa2®12). More recently, a few papers

focus on trade credit provision in a specific graidirms such as U.S. SMEs (Petersen and
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Rajan, 1997 Giannetti, Burkart, and Ellingsen, 201Murfin and Njoroge, 2015) and U.S.
distressed firms (Molina and Preve, 2008Jowever, there has been no study examining the
effect of the supplier's listing status on its peson of trade credit; despite of the well-
documented differences between public and privatasf that can result in a potential
difference in their level of trade credif\ related recent strand of literature investigates
effects of market dynamics, for instance, the efi@fc product market industryJohnson,
McMillan, and Woodruff 2002; Giannetti, Burkart, and Ellingsen, 20Q11lthe effect of
industry’s level of competition (McMillan and Woadf, 1999; Fisman and Raturi, 2004), and
the effect of macro-economic conditions (Choi anehK2005; Love, Preve, and Sarria-
Allende, 2007; Garcia-Appendini and Montriol-Gaajg2013) on a firm’s trade credit
provision. However, we still know very little on wtiher those market dynamics have a similar
effect on the provision of trade credit by publidaprivate firms.
4.3. Development of Hypotheses

We develop two hypotheses for our two researchtmunss The first relates to the
impact of the supplier’s listing status on its &ackedit provision and the second is on the
effect of the macro-economic conditions on the dradedit provided by public and private
firms. We hypothesize that the supplier’s listingtss influences its trade credit provision
based on the differences between public and privabe in their access to external markets,
the level of asymmetric information, financial ctamts, and bargaining power. These
differences in turn affect the motives for provglitnade credit and the supplied level of trade

credit. However, these differences can have coictiag implications, so we consider the two

® For non-U.S. studies on the supply of trade crisdie Deloof, 1996; Wilson and Summers, 2002; Fikeng,
Cravens, and Lamminmaki, 2005; using SMEs data, Niskanen and Niskanen, 2006; Garcia-Teruel and
Martinez-Solano, 2010).
® Anagnostopoulou (2012) is the only study that carap the working capital (cash conversion cycledudilic
and private firms using European data. However, ghthor does not examine potential differenceshia t
components of working capital such as trade ciagiublic and private firms.
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alternatives hypotheses, i.e. public firms prowadbigher or lower level of trade credit than
private firms.

We predict that public firms provide a higher lewéltrade credit than private firms
because of their greater access to financial mari@ter level of asymmetric information and
financial constraints, and higher bargaining po{g&nav, 2009; Schenone, 2018jll, Kelly
and Lockhart, 2012Gao, Harford, Li, 2013; Fabbri and Klapper, 20E&;harya and Xu,
20195. These differences affect the amount of tradditterough the following three channels.
First, based on the differences in access to fiahmearkets, asymmetric information, and
financial constraints, public firms are predictedbe more financially capable of providing
trade credit.Their higher financially capability is due to theiarious alternative sources of
finance, lower cost of debt (Brav 2009; Gao, Hatfdti, 2013), and stronger bargaining
power with banks (Saunders and Steffen, 2011).2del{1960) and Schwartz (1974) suggest
that large, firms with better access to capitalkets, financially unconstrained firms should
grant more trade credit; this is known as the tebigtion view. The redistribution view
explains the financial channel of trade credit, weh&nds should flow from large, liquid,
unconstrained, better credit quality to small, ¢amsed and lower credit quality firms
Petersen and Rajan (1997) argue that there is iiveorelationship between the access of
finance and the supply of trade crediill, Kelly and Lockhart (201Rindicate that financially
constrained firms may preserve their limited fugdio finance projects or R&D projects
rather than financing trade credit.

Second, based on the difference in financial caimds between public and private
firms, public firms are expected to have bettelitghin handling the trade credit process. The
financial motive of providing trade credit, whichewdiscussed earlier, has three dimensions:
information advantage, monitoring advantage, amplidity advantage. Public firms are

predicted to have better ability in utilizing thediemensions because they are expected to have
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economies of scale and sophisticated credit managemnechniques, which facilitate the
handling of trade credit. In addition, offeringdeacredit has costs such as discounts granted,
late payments, bad debts losses, customer defanlisadministrative and monitoring costs,
and more generally, the opportunity cost of tyilgaash in trade credit (see Emery, 1984;
Kim and Atkins, 1978; Sartoris and Hill, 1984ill, Kelly and Lockhart, 2012). Hill, Kelly,
and Lockhart (201argue that, given the costs of granting tradditreonstrained firms may
find it difficult to grant it. The administrativerpcess of offering trade credit involves five
stages: credit-risk assessment, credit grantirgletrcredit financing, credit collection, and
credit-risk bearing (Mian and Smith, 1992). Pulliims are less financially constrained than
private firms, therefore, can deal with the creditninistration process and the costs of trade
credit more effectively and at the same time wgilihe three dimensions of the financial
motive.

Third, according to the commercial motive of traledit provision, firms with higher
bargaining power, can more easily enforce paymami$ contract terms and evaluate a
customer’s credit risk because customers depertiean mainly for their purchases (Wilner,
2000). Public firms are expected to have highegdiaing powelbecause bargaining power is
usually measured by firm’s market share in industaes Kill, Kelly and Lockhart, 2012;
Fabbri and Klapper, 20)3public firms are anticipated to be larger witlyher sales than
private firms (Brav, 2009; Gao, Harford, and Li,13) Asker, Farre-Mensa, and Ljungqgvist,
2015; Acharya and Xu, 2035’ Taken together, these arguments support that pfibtis
provide a higher level of trade credit than theivgte counterparts.

However, one could argue that, since public firnavehgreater access to external
markets, lower asymmetric information, are lessrcially constrained, and have higher

bargaining power than private firms, they may lss Iilling to grant trade credit because of

" Consistent with this argument, Martinez-Sola, Gaiflieruel, and Martinez-Solano (2014) predict BBtEs
have low bargaining power.
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the following alternative arguments. First, pulfilens are less financially constrained than
private firms, therefore, they may be less inclinedyrant trade credit to utilize its financial
advantage. Trade credit can be factored if fundsiaeded before collection (Mian and Smith,
1992). It can also be collateralized and used torseasset-backed funding (Hill, Kelly, and
Lockhart, 2012). However, public firms can use salvalternative sources to meet their
financial needs and are less in need to providketcaedit to use its financial privileges.

Second, trade credit is used as a tool to guargmtekict quality before payment and
ultimately to signal the supplier’s quality. Onetbé predictions of the product quality model
is that firms with established reputations are lesseed of extending trade credit as a quality
signal. Public firms have a higher level of trangpay (Saunders and Steffen, 2011) to
outsiders and it is relatively easier to signalrteality and their products’ quality; according
to the product quality model, they are expecteprtwide a lower level of trade credit.

Third, trade credit is granted to attract and stataidemand of their goods. Small,
growing firms, firms with low bargaining power, andw entrant firms must grant trade credit
and offer competitive terms to market their produand attract customers (Wilson and
Summers, 2002). As discussed earlier, private fiames predicted to have lower bargaining
power than public firms. In a similar context, Febdnd Klapper (2013) find that Chinese
firms with lower bargaining power grant more traxedit, because they are more in need to
provide a guarantee for the quality of their prdduattract new customers, and when dealing
with high bargaining power customers they are foraer longer and better payment terms.

Given the arguments and counter-arguments discussede, our prediction of the
relationship between listing status of a firm atsdprovision of trade credit is ambiguous. We,
therefore, have the following alternative hypottsese

H1(a): Public firms provide a higher level of traderedit than private firms.

H1(b): Public firms provide a lower level of tradeedit than private firms.
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We hypothesize that the recent financial crisis dédterential effects on the trade
credit provided by private and public firms. Priz/dirms are expected to provide less trade
credit during adverse periods, because they arandially constrained and cannot
accommodate further financial pressure from tradeit provision during crisis periods.
Specifically, suppliers do not receive compensationcase of a customer deferment of
payments or default. Trade credit often has no paigments penalty and usually there are
concessions in case of a customer defawlilner, 2000) Furthermore, based on the
redistribution view, trade credit should flow frdarge, liquid, unconstrained, and better credit
quality firms to small, constrained and lower cteguality firms especially during tight
macroeconomic conditions (Meltzer, 1960; Schwat@74). Compared to public (private)
firms, private (public) firms are financially comsined (unconstrained), with limited
(alternative) sources of finance, and thus are &epeto grant less (more) trade credit during
the crisis periods. Consistent with these predistid_ove, Preve, and Sarria-Allende (2007)
and Garcia-Appendini and Montriol-Garriga (2013)dfithat firms which are more (less)
vulnerable to crisis decrease (increase) theireti@édit provision dramatically during crisis
periods. We expect public (private) firms to besl@mnore) vulnerable to crisis and so public
(private) firms should increase (decrease) theaddr credit provision during the recent
financial crisis. Collectively, the arguments dissed above lead to the following hypothesis:

H2: During economic downturns, private firms decrsa their provision of trade
credit, while, public firms increase theirs.

4.4. Data Description and Empirical Models

The data source is the S&P Capital 1Q databasehfomperiod 1994-2012. Our data
allows us to investigate the trade credit over @opeand to address the concern of Petersen
and Rajan (1997) that the most important challefugefuture research is to examine the

determinants of trade credit over time. In the saomext,Huyghebaer(2006) indicates that
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trade credit has a dynamic nature and hence iettebinvestigated using panel data. S&P
Capital IQ database specialize in providing U.8/gte firm’s data, therefore, its coverage of
trade credit data includes more private than pubins. Our final sample consists of 30,108
private firms with 76,632 firm-year observationgld@)385 public firms with 34,821 firm-year
observation§.We arrive at the final sample after excluding ficals and utilities, IPO firms,
firms that went private during our sample periaa airms with cash flow over total assets of
less than -509%9We also remove observations with missing varighhegjative equity, and
negative total assetS.Finally, we winsorize the variables at the 1% &8P levels.
Survivorship bias does not affect our analysis bses&S&P Capital 1Q does not remove dead
companies.

We use the following model to capture the impacsapplier’s listing status on its
trade credit provision:

AR;; = Bo + BiPublic;; + 0' X + €4 (1)

The dependent variable is accounts receivable 1&i®; ) measured as accounts
receivable to total sales (Pertersen and Rajan7;19%/e, Preve, and Sarria-Allende, 2007,
Giannetti, Burkart, and Ellingsen, 2011; Garcia-Apgini and Montriol-Garriga, 2013).
Public;; is a dummy that takes a value of 1 for public ramd O otherwis@.he impact of the
supplier’s listing status on its trade credit psien is captured bg,. Based on prior studies
(Pertersen and Rajan, 1997; Choi and Kim, 2005n&&ti, Burkart, and Ellingsen, 2011,
Garcia-Appendini and Montriol-Garriga, 2013), welude a vector of control variableX;()
which includes age, age-squared, fixed assetstimeggowth, positive growth, profitability,

short-term debt, and sizs; is the error term.

8 Consistent withGao, Lemmon, and Li (2012and Asker, Farre-Mensa, and Ljungqvist (20483 our sample
includes more observations for private than forliguirms.
® We find qualitatively similar results if we incle utilities firms in our sample. The regressiosutts are
tabulated in Table A.1 in the Appendix.
% Our filtration strategy is consistent with Gao, féad, and Li (2013).
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Age and size are proxies for the creditworthinesshe firm (Petersen and Rajan,
1997). We measure age as In(1+age) and size asatheal logarithm of total sales (Scherr
and Hulburt, 2001), measured in the 2012 DollacgrLarge and old firms, due to their better
financial ability, should grant more trade credit.the same time, large firms are less in need
of boosting the demand of their goods by providiagle credit, in addition, small and young
firms should provide more trade credit as a guasaifbr the quality of their products, (Long,
Malitz, and Ravid, 1993). We also include age-sgdao account for the importance of the
first few years in developing firm’s reputationx&d assets has a substitute effect on accounts
receivable because of the trade-off between invgst it and providing trade credit. We
measure fixed assets as property, plant and equipover total assets and expect to find a
negative relationship between fixed assets and uamtsoreceivable, consistent with the
findings of Giannetti, Burkart, and Ellingsen (2011) a@arcia-Appendini and Montriol-
Garriga (2013).

We measure negative growth as sales growth timesn#gative growth dummy
variable, which takes the value of 1 if sales gtowg negative, and 0 otherwise. Positive
growth is sales growth times the positive growtimdwy variable, which takes the value of 1
if sales growth is positive, and 0 otherwise, csiesit with Petersen and Rajan (1997).
Profitability is a proxy for the internal funds die firm, used to finance trade credit. We
measure it as net income over total sales (PetemsenRajan, 1997). Firms with high
profitability are expected to provide more tradedit. Short-term debt is another source
(external) to finance trade credit. We measuretglkeom debt as short-term borrowings plus
current portion of long-term debt over total asg&sherr and Hulburt, 2001). We expect to
find a positive relationship between short-termtdatd the supply of trade credit, consistent

with Choi and Kim (2005).
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Our second model examines the effects of thentdagancial crisis (2007-2009) on

the level of trade credit provided by public antvate firms:

ARy = Po + p1Publicy + B, Crisisy + 5 CrisisgxPublic;;+0' Xy + & (2)

The dependent variable is similar to the first Mpdecounts receivable ratidR;; ) is
defined as accounts receivable to total s#eslic;; is a dummy that takes a value of 1 for
public firms and 0 otherwiseCrisis;; is a dummy that takes the value of 1 for crisiarge
2007-2009 Crisis; xPublic;, is the interaction term betweé€nisis;, andPublic;,. &, is the
error term. Following Love, Preve, and Sarria-Atlen(2007), we include three years pre-
crisis and the crisis period, thus, the model tsveded during the period 2004-2009, to avoid
capturing effects from other macro-economic eveiit®e effect of the financial crisis on
private firms’ trade credit provision is captureyl the coefficient oCrisis, while on public
firms’ by the sum of coefficients dfrisis andCrisisxPublic. If Hypothesis 2 is to be

supported, we expegl, to be negative to indicate that private firms dase their trade

credit provision during the crisis period.
4.5. Empirical Results

This section is divided into six sub-sections: e first sub-section, we discuss the
descriptive statistics and the univariate analy®fpwed by the regression results of the
impact of suppliers’ listing status on its tradedit provision in the second sub-section. We
present a series of robustness checks in the shlvesection. Next, we examine the effects of
firm characteristics on the level of trade credibyided by public and private firms in the
fourth sub-section. We then report the result$efdffects of the product market dynamics on

the level of trade credit provided by public ant/ate firms in the fifth sub-section and finally

1 We find qualitatively similar results if we defirtee crisis period as 2007-2008. The regressiounlteesre
tabulated in Table A.2 of the Appendix.
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we present the results of the effects of the macamiomic conditions on the level of trade
credit provided by public and private firms in &igth sub-section.

4.5.1.Sample Description

Table 1 presents the descriptive statistics of sample (Panel A) and of accounts
receivable ratio across industries (Panel B). Team(median) of accounts receivable ratio of
our firms is 13.4% (11.9 %). The average age i$ ¥2ars. Our firms have 23.4% of their
assets as fixed assets.

Panel (B) of Table 1 reports the accounts receévaditio across the 12-Fama French
Industry classification. We find that the highestdls of accounts receivable ratio are in the
energy and business equipment industries, with nieaadlian) of 18.7% (15.5%) and 18.4%
(16.2%) respectively. Accounts receivable rati@xpected to be high in the energy industry
because customer fraud is low as the productsifiieutl to be diverted into cash (Giannetti,
Burkart, and Ellingsen, 2011). In addition, busswexjuipment industry has products that
require a guarantee of quality; therefore, suppl@ovide more trade credit in this industry.
Similar to the findings of Giannetti, Burkart, aktlingsen (2011), we find that the retail and
wholesale industry has the lowest accounts reckviaio. This finding suggests that this is
because of high customer fraud and low customettipySuppliers in the retail and wholesale
industry, suppliers find it difficult to induce laity without undue credit risk, therefore choose
to offer less trade credit (Blazenko and Vandezaf@d@3).

[Insert Table 1 here]

Table 2 presents the accounts receivable ratiaubfiggand private firms for the full
sample as well as across different industries. IPékeof Table 2 reports the univariate
analysis of accounts receivable ratio of public pridate firms. The mean (median) accounts
receivable ratio of public firms is 15.7% (14%), ilghprivate firms have a mean of accounts

receivable ratio of 12.4% (10.9%). The differenedween the means (medians) of accounts
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receivable ratio of the two types of firms is 3.8%41%). The t-test of the differences in mean
and the Wilcoxon-Mann-Whitney test of differencasmedian, confirm that the differences
are statistically significant; and suggest thatligulrms provide a higher level of trade credit
than private firms, supporting Hypothesis (1a).

In Panel (B) of Table 2, we report the summaryigias of accounts receivable ratio
of public and private firms across industries. lniredustries, there is a statistical significant
difference between the mean (median) of accountsvable ratio of public and private firms.
Public firms provide more trade credit than privetms in all industries, with the exception
of retail and wholesale industry, where privatenBr offer a higher level of trade credit by
about 1.2%, we will return to discuss this restileagth in section 4.5.5.1. Overall, the results
indicate a variation in the difference in tradeditr@rovided by public and private firms across
industries; therefore, we examine later the imgdidhe industry type on the supply of trade
credit by public and private firms.

[Insert Table 2 here]

4.5.2.The Supplier’'s Listing Status and Trade Credit Pision

Table (3) presents the regression results of agt fnodel of the impact of the
supplier’s listing status on its trade credit psien. In Columns (1-2), we examine the
relationship between theublic dummy and accounts receivable ratio without andh wear
and industry dummies respectively. Tieblic dummy is positive and statistically significant
with a coefficient of 3.3% (1.9%) in Column 1(2)spectively, confirming that public firms
provide more trade credit than private firms. Tlesuits in Columns (3-4) show that the
inclusion of the control variables does not sigmwfitly alter our earlier results, tiublic

dummy is still positive, and statistically signdiat with a higher coefficient of 4.9% and 2.9%

149



respectively? According to the coefficient oPublic dummy in Column (4) (2.9%), public
firms supply more trade credit than private firms28.4% relative to the mean of accounts
receivable ratio of private firms (12.4%). This ukssupports that Hypothesis (1a)
denominates the alternative hypothesis and confilms public firms provide more trade
credit than private firms. The prediction of Hypesis (1a) leaned on the arguments that
public firms have higher financial capability, letability in handling the trade credit process
and in enforcing payments and contract terms, finesate firms.

With respect to the control variables, their resalte consistent with prior studies. Age
and size are negatively related to accounts relgivaonsistent with the findings Gfiannetti,
Burkart, and Ellingsen (2011) an@arcia-Appendini and Montriol-Garriga (2013). This
supports the argument that large and old firmsless in need in providing trade credit to
attract customers and to signal their productslityuaAs predicted, and consistent with the
findings of Giannetti, Burkart, and Ellingsen (2011) a@arcia-Appendini and Montriol-
Garriga (2013), firms with high tangibility providess trade credit due to the substitution
effect between investing in fixed assets and tracglit. In line with Petersen and Rajan
(1997), positive growth has a positive coefficiearid negative growth has a negative
coefficient. We find that firms with high profitdlty provide less trade credit, similar to the
findings of Petersen and Rajan (1997) and GarcipeAdini and Montriol-Garriga (2013).
Petersen and Rajan (1997) argue that this couttfiben by firms with negative profits; in the
next sub-section, we distinguish between positive @egative profits. Finally, we document
as expected a positive relationship between skam-tlebt and trade credit in Column (4), in
line with the findings ofZhoi and Kim (200h

[Insert Table 3 here]

12 All our empirical regressions results are usingusi heteroskedasticity-consistent standard ertmnsgever,
our results remain qualitatively similar if we usdust standard errors clustered at the firm level.
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4.5.3.Robustness Checks

We apply a battery of additional tests to checkrteustness of our results reported
above. First, we include alternative measures otrob variables in model (1). Second, we
utilize two matching techniques to control for thieservable differences between public and
private firms. Third, we run a treatment regresstonaccount for the possibility of the
endogeneity of th@ublic dummy in the accounts receivable model.

4.5.3.1. Alternative Measures of Control Variables

Table 4 reports the results of model (1) afterudolg alternative measures of the
determinants of trade credit provisibhin all Columns, we still find strong evidence that
public firms provide a higher level of trade creiti&n private firms.

In Column (1), we distinguish between negative apdsitive profits. This
disaggregation is used to investigate why profitigbihas a negative impact on the supply of
trade credit. The justification is that the firmgtiwnegative profits drive this negative
relationship, these firms grant more trade crealistimulate the demand for their products
(Petersen and Rajan, 1997). We find evidence figr dlgument and observe that negative
profits have higher magnitude than positive protigre, public firms grant a higher level of
trade credit than private firms by 2.3%.

In Column (2), we include letter of credit, being @ternative source of financing for
trade credit other than short-term debt that wel useour baseline regression. It is measured
as undrawn letter of credit over total assetsptaihg Giannetti, Burkart and Ellingsen (2011

The finding shows that public firms provide a highevel of trade credit than private firms by

13 Table A.1 of the appendix presents the regressienlts on an extended sample and after includinidper
control variables.
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1.5%, and that firms with a higher level of undraletters of credit provide more trade
credit™

In Column (3), we confirm the robustness of ounlss after including turnover, being
an alternative proxy for the product quality theasther than size and age which we used in
our baseline regression. Turnover is measuredtakdales over total assets minus accounts
receivable (Long, Malitz, and Ravid, 1993). Firmsthwlower turnover have a longer
production cycle and are expected to grant momet@edit to signal their products’quality.
Products with long production cycle are assumebet@f high quality. We find that public
firms offer a higher level of trade credit thanvatie firms by 2.9%; turnover is, as expected,
negatively related to trade credit.

In Column (4), we account for the possible substitueffect between investing in
inventory and accounts receivable. We measure towgras inventory over total assets.
Public firms provide a higher level of trade cretiian private firms by 2.3% as shown in
Columns (4). The results show that firms with lowerentory will provide more trade credit.

[Insert Table 4 here]

4.5.3.2. Matching Techniques

We employ two matching techniques, one-to-one prsipe score matching, and one-
to-n matching, similar to Gao, Harford, and Li (3p1to rule out that our results are being
driven by the observable differences between puiat private firms. In the propensity score
matching, we match each public firm observatiom farivate firm observation using the one-
to-one nearest neighborhood without replacementoapp, which choose the matches that
minimize the absolute value of the difference betwéhe propensity scores of the public
(treated) and private (control) firm. The propenstores are from a probit regression of

being public, using the matching criteria. In tirstfcriterion, we match on industry, year and

4 Due to missing data on letter of credit of privdilens, we run this regression with limited numbefr
observations.
152



size. In the second criterion, we match on alldbetrol variables, namely, age, age-squared,
fixed assets, negative growth, positive growth fifability, short-term debt, and size. In the
one-to-n matching, we match each public firm witpravate firm in the same industry and
year, and of closest size (allowing for a deviatwdr80%). The one-to-n matching procedure
(with replacement) allows us to have more matchki@se each private (control) firm can be a
match for more than one public (treated) firm. Tiesults of the matched samples are
presented in Table 5. In Panel (A) of Table 5, wport the pairwise differences in the
accounts receivable ratio between public and pivains in the propensity score-matched
sample, public firms provide a higher level of gactedit than private firms by 3.3% (2.8%)
in criterion 1 (2).

In Panel (B) of Table 5, we present the multivariahalysis of the matched sample,
the first (second) Column reports the regressimulte of the matched sample based on
criterion 1 (2) of the propensity score matching.bloth Columns, public firms provide a
higher level of trade credit than private firms3y% (3.8%). In the third Column, we present
the regression results of the matched sample basdtie one-to-n matching. Public firms
continue to provide a higher level of trade crégi3.6% than private firms.

[Insert Table 5 here]

4.5.3.3. Treatment Regression

A possible concern, given that the decision to gblip can be affected by variables
that also determine firm’'s trade credit provisios, that thePublic dummy can be
endogeneous in the accounts receivable model ¢lactount for this concern, we estimate a
treatment regression. Treatment regression accdointhe endogeneity of a binary variable
(see Gao, Harford, and Li, 2013). It involves estimg two-stage regression as follows:
Public;y = y'Z;; + w;; First — stage regression (3)
Public;; = 1if Public;; > 0; = 0 otherwise
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AR;; = B1Public;y + 0'X;; + €;;. Second — stage regression 4)

The first stage regression (model 3) is a prolgression oPublic dummy and the
fitted value ofPublic dummy is included in the second-stage regressioodé¢l 4) of the
accounts receivable regression. The independerables are similar in both models except
that we include an instrument for tReblic dummy in model (3) for identification purposes.
The instrument should directly affect tReblic dummy, but does not affect the accounts
receivable directly unless througPublic dummy. The industry level of underwriter
concentration satisfies these requirements asfectsf the costs of doing an IPO and the
decision to go public, but does not affect corpmfatancial policies (Gao, Harford, and Li,
2013). The industry level of underwriter concentnatis defined as the number of IPOs
underwritten by the top five underwriters divideglthe number of IPOs in that industry (Liu
and Ritter, 2011).

Table 6 presents the results of the treatment segme, with the first-stage of the
treatment regression in Column (1) and the sectagksegression in Column (2). Consistent
with the findings of Liu and Ritter (2011) and Gatarford, and Li (2013), we find that the
higher the underwriter concentration, the lesslyike a firm to go public. In Column (2),
Public dummy has a positive significant coefficient 08%, suggesting that public firms
provide more trade credit than private firms. Té&t bf endogeneity confirms the endogeneity
of the Public dummy in accounts receivable regression and ta&ed coefficient of rho is
negative suggesting that the unobservable chaistaterthat affect the decision of going
public are negatively related to accounts receaaBk here th@ublic dummy has a higher
coefficient than our baseline results, this indésahat the endogeneity affected the strength of
our baseline results.

[Insert Table 6 here]
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4.5.4.The Effects of Firm Characteristics on Trade Cred®rovision

In this section, we investigate whether the striergftour earlier results vary across
different types of firms. In particular, we sub-4di® our sample according to the firm
characteristics related to the motives of providiragle credit, namely size, tangibility, sales
volatility, bargaining power, and growth opportuest We borrow the usage of these variables
as proxies for the motives of trade credit provisimom Long, Malitz, and Ravid (1993) and
Hill, Kelly, and Lockhart, (201R Hill, Kelly, and Lockhart (201p perform similar sub-
sampling to investigate the impact of supplyingl&r&redit on shareholder returns.

Table 7 presents the regression results on therdifte between the level of trade
credit provided by public and private firms, comatied on these firm characteristics. In the
first Column, we consider size; large firms providere trade credit by 0.6% because these
are expected to have higher financial ability aggested by Pertersen and Rajan (1997). The
interaction terml(argexPublic) shows that large public firms provide even moeglé credit
by 0.6%. This is consistent with the predictions thé redistribution view that large,
unconstrained, better credit quality should grantaertrade credit. Additionally, within public
firms, the financial motive arguments are strongerlarge firms, such as the lending
advantage, handling the trade credit process,lliegsadvantage in case of a customer default
etc. In the second ColumHjgh Tangdummy: is negatively related to trade credit. Generally,
firms with high tangibility provide less trade crelly 0.5% because they are less in need to
use trade credit as collateral, consistent withlifigs of Giannetti, Burkart, and Ellingsen
(2011) and Garcia-Appendini and Montriol-GarrigddD13). We argued earlier that public
firms are less in need to utilize trade credit émddit from its collateral feature. Subsequently,
public firms with high tangibility can use thesengible assets as collateral and therefore,

provide even less trade credit, by 0.9% than simpitevate firms.
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In Column (3), we consider the volatility of saleeasured by the standard deviation
of sales of three years over average sales of geass, following Long, Malitz, and Ravid
(1993). Firms with high sales volatility provide redarade credit by 0.2%, consistent with the
operational motive of trade credit to smooth thendied of their goods and the findings of
Long, Malitz, and Ravid (1993). The interaction nter(High Vol.xPublic) is positive,
supporting the arguments of the operational motuehlic firms with high sales volatility
offer more trade credit, by 0.5% than comparabieape firms.

In Column (4), we consider the bargaining power snead by a firm’s sales divided
by aggregate industry sales in a given year, foligwHill, Kelly, and Lockhart (2012). The
High Bargain.dummy is significantly positive, supporting the ament that firms with high
bargaining power provide more trade credit by 0.5%gause they have a greater ability to
enforce payments and contract terms. These argsmemtain consistent in public firms as
shown by the positive significant interaction tefmigh BargainxPublic). Within public
firms, those with higher bargaining power providerentrade credit, by 1.3% than comparable
private firms. This confirms that public firms witligher bargaining are better able to force
payments and contract terms. Finally, in Columnkbyh Growthdummy confirms that firms
with high growth provide more trade credit by 0.8stimulate the demand of their products.
The interaction termHigh Growth<Public) shows that public firms with high growth grant
more trade credit by 0.3% than similar private 8rrithis is consistent with the commercial
motive predictions that high growth firms are marelined to stimulate demand and attract
customers, hence, supply more trade credit.

[Insert Table 7 here]

To sum up, we find that public firms that are largave low tangibility, high sales

volatility, high bargaining power, and are high \gtb provide more trade credit than

respective private firms. These findings are brpaminsistent with the expectation of the
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motives for providing trade credithe results of this sub-section are not fully suppg the
theories (financial constraints, access to findnmarkets, and asymmetric information) that
we rely on in explaining our main results (Table Blevertheless, we find them to be
consistent with an alternative views, i.e., tothatives of trade credit provision.

4.5.5. The Product Market Dynamics and Trade Crelivision

Our earlier results document that the supplied llefetrade credit varies across
industries similar to prior studies. In this suletg@n, we examine the effects of two product
market dynamics on the level of trade credit predidy public and private firms, namely
industry’s type (including differentiated, servicegtail and wholesale, and standardized
industries) and industry’s level of competition.

4.5.5.1. Industry’s Type

The type of industry affects the supplied amountrafle credit Johnson, McMillan,
and Woodruff 2002). Giannetti, Burkart, and Ellingsen (201ibhfifthat firms in differentiated
and service industries grant more trade creditirTtiassification of industries is based on
Rauch (1999) in which industries are categorizedth®y first two digits of the standard
industrial classification (SIC) code.The findings confirm their two main arguments: the
difficulty of diverting, and high switching costB1 differentiated and service industries, the
products and services sold are less liquid andreoddficult to be diverted into cash and
(Burkart and Ellingsen, 2004), therefore, custonagesless likely to commit fraud. In addition,
these industries have high switching costs bec#usee are limited number of suppliers,
hence, the customers are more concern about pnegehéese costdHjll, Kelly, and Lockhart,

2012 and are less tempted to defaliilhese two arguments highlight the strong supplier-

'3 Service industry include firms with the first tv@C digits 41, 42, 44, 45, 47-57, 59, 61, 64, 65,75, 78 and

79. Differentiated industry include firms with tffiest two SIC digits 25, 27, 30, 32, 34-39, andnstardized

industry is defined as firms with the first two Sdii@its 12, 14, 20, 22-24, 26, 28, 29, 31, and 33.

16 Switching costs are costs incurred by custometeeij switch to another supplier. Examples of shiitg costs

are learning and transaction costs (Klemperer, 1@8igvalier and Scharfstein, 199@.earning costs could be
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customer relationship in these industries. Burkand Ellingsen (2004) argue that from the
supplier's perspective, the ideal scenario for mhog trade credit is to have a good which is
difficult to divert and has a high collateral value

There are two other possible justifications for thigh supply of trade credit in
differentiated and service industries, comparedtteer industries (Giannetti, Burkart, and
Ellingsen, 2011). First, the collateral argumentjch is only valid in differentiated industry,
as services have no liquidation value. Supplierslifferentiated industry are better at re-
selling the product in the case of customer’s deféecause they know their customer base
and are able to modify the product and re-seb ibther customers; this encourages suppliers
to grant more trade credif.Second, the product quality argument, goods andces offered
in differentiated and service industries tend to um@que and quality-based, therefore,
suppliers should offer more trade credit as a quaeafor the product quality.

In respect to public versus private firms, we expbat at least two of the above-
mentioned arguments are more pronounced in onedfyfiens than the other, such as, the re-
selling of products and the product quality argumeédur earlier discussion predicts that
public firms have better ability in re-selling ofggucts due to their sophisticated networks in
the industry, while, private firms are more coneetrio provide trade credit to signal their
products’ quality. Therefore, we investigate whettiere is a difference in the trade credit
provided by public and private firms in these irtties. Table 8 reports the regression results

of this analysis.

software, learning how to use a new machine prodinet transaction costs related to new supplieesy
equipment, etc.

" The advantage of re-selling the goods has beemifiedjafter the Bankruptcy Abuse and Customer étin
Act in 2005. The act has changed the supplier’aneation rights. In the case of the customer’s lwestcy, the
reclamation period was extended from 10 to 45 dawpd,the grace period after the bankruptcy case &0 to
20 days (Section 546 (c)). Trade creditors who islexy goods to a distressed debtor within 20 daysrédehe
start of a bankruptcy case are entitled to adnmatisin priority equal to the value of the goodsds(@ection 503
b (9)). These changes in regulations have grantppliers substantial reclamation rights.
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Column (1) of Table (8) confirms that in differeated industries, there is a higher
supply of trade credit by 1.1%, consistent with firedings of Giannetti, Burkart, and
Ellingsen (2011). The interaction ternDiff. xPublic) supports that public firms in
differentiated industries provide more trade crdmit 0.8% than private firms. This result
confirms that public firms are better at re-sellthg good in the event of customer defallt.

We tabulate the service industry results in Coly@)n where we find a lower level of
trade credit by 4.3%. Possibly, this finding caneglained by two reasons; first, it appears
that the feature of zero liquidation value of seevindustry denominates the other opposing
arguments, and so we find that firms are reluctansupply trade credit in this industry.
Second, the employed definition of service industgiudes retail and wholesale firms, which
as documented in section 4.5.1., have a lower le/¢tade credit. The positive significant
coefficient on the interaction terr&érvicedPublic) shows that public firms in service industry
provide a higher level of trade credit than theivgte counterparts. This result suggests that
the characteristic of zero liquidation value of Hesvice industry is of more concern to private
firms because they are financial constrained arsdféature provide more risks in case of a
customer default because the service cannot balde-s

Retail and wholesale industry is included under $kevice industry according to
Giannetti, Burkart, and Ellingsen’s (2011) clagsifion. However, they differ than service
firms, because the products sold in these indsséie very liquid and can be easily diverted
into cash, resulting in high chances of customaudrand therefore lower supply of trade
credit (Johnson, McMillan, and Woodryf2002; Burkart and Ellingsen, 2004; Giannetti,
Burkart, and Ellingsen, 2011). We identify firmstire retail and wholesale industry according
to the 12-Fama French industry classification. olugén (3), we find that the supply of trade

credit is lower in the retail and wholesale indudiy 5.7%. Furthermore, public firms in retail

8 We do not rule out the possibility that other s such as high switching costs and difficultylieert, can
explain this result.
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and wholesale industry provide even a lower levetaxle credit, by 2.6% than private firms.
In this industry, public firms tend to choose tamyrless trade credit, possibly because of the
high chances of customer fraud, especially, thet ittdustry have weak supplier-customer
relationship.

In Column (4), we report the regression results tlié standardized industry.
Standardized industry has similar high chancesustamer fraud to the retail and wholesale
industry, as well as has a weak supplier-customkationship. In the standardized industry,
first, products are homogeneous, hence, theresssreed to offer trade credit to guarantee the
product quality. Second, there are many supplieosiging similar products and switching
costs are low, therefore there is a weak supplistemner relationship and customers are not
discouraged to default. These reasons suggedirthatprovide a lower level of trade credit in
the standardized industry, as argued Jphnson, McMillan, and Woodruff2002) and
Giannetti, Burkart, and Ellingsen (2011). Our fimgs show that the supply of trade credit in
standardized industries is lower by 1% and publimg supplying standardized products
provide even less trade credit than private copates, by 0.8%. We propose that this result is
due to, the same arguments as in the retail andegdle industry, the high chances of
customer fraud and the weak supplier-customer iogistiip leads public firms to be less
concern to provide trade credit.

In short, we find that there is a variation in taeel of trade credit provided by public
and private firms across industries. Specificafiyplic firms provide more trade credit in
differentiated and service industries, but lesddreredit in retail, wholesale and standardized
industries than private firm'S.These findings suggest that public firms do nangmore
trade credit than private firms in all industriémwever, they tend to carefully evaluate the

costs and benefits of supplying trade credit.

91n unreported results, we investigate the high téafustry, but we find no differential effect dmetsupply of
trade credit by public and private firms.
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4.5.5.2. Industry’s Level of Competition

The industry’s level of competition influences teadredit provision, however, the
direction of its effect remains debatable. In cotitipe industries, a firm’s market power and
negotiating ability are lower, firms find it diffidt to provide less trade credit without harming
their market share, especially with the existentalternative suppliersHill, Kelly, and
Highfield, 2010Q. Fabbri and Klapper (2013) explain that since coitipetmarkets have most
likely homogeneous products, suppliers are williaggrant more trade credit to attract new
customers as well as to prevent current customens $witching to another supplier. Fisman
and Raturi (2004) and Fabbri and Klapper (2013) fimat in competitive industries, suppliers
are more likely to offer more trade credit withteetcontract terms.

However, McMillan and Woodruff (1999) find that ikoncentrated industries the
supply of trade credit is higher because the sapplhave better ability to force payments
from customers and contract terms, particularlgt there are few if any alternative suppliers.
Molina and Preve (2009) argue that concentratedsimigs have strong supplier-customer
relationship, due to the difficulty in finding atteative suppliers and the high switching costs.
This feature forces customers to maintain theiut&ion as reliable customers and be less
likely to default. As discussed earlier, publionis have better ability to enforce payments,
whereas, private firms are more concern to atcastomers. These differences suggest that
the industry’s level of competition can have aalintial effect on the level of trade credit
provided by public and private firms. Column (5) Tdible 8, reports the regression results.
Concentrated industries are industries with abdwe median Herfindahl-Hirschman index,
following Molina and Preve (2009) and Hill, Kellgnd Lockhart (2012).

The results show that firms in concentrated indesstoffer an extra 3.6% trade credit
as compared to other industries. This supportsatgament that in concentrated industries,

firms have better ability to force payments andtmt terms as well as they have a strong
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relationship with their customers, consistent wittMillan and Woodruff (1999). The
statistically significant interaction termCe@ncentratedPublic) confirms that there is a
differential effect between the supply of trade direby public and private firms in
concentrated industries. In concentrated industpablic firms supply less trade credit than
private firms as indicated by the negative coedfiti on the interaction term
ConcentratedPublic (-0.016). This result suggests that because therdeav suppliers in
concentrated industries, public firms are lessimecl to attract new customers and prevent
current customers from switching to another supplie
[Insert Table 8 here]

4.5.6. The Effects of Macro-economic Conditions ®rade Credit Provision

We investigate the effect of the macro-economicdaans, proxied by the recent
financial crisis, on the level of trade credit pa®d by public and private firms. During bad
macro-economic conditions, previous studies pretiiat inter-firm finance should play an
important role (Meltzer, 1960; Schwartz, 1974). Heer, Garcia-Appendini and Montriol-
Garriga (2013) document an overall decline in thpp$y of trade credit provided by public
firms during the recent financial crisis, if theg dot take in to account the level of supplier's
pre-crisis liquidity. Table 9 reports the regressioesults of model (2).

We first examine the overall effect of the finah@asis on trade credit provision; next,
we consider its effects on the level of trade dreuiovided by public and private firms.
Consistent with aggregate results of Garcia-Apparathid Montriol-Garriga (2013), we find a
negative effect of the financial crisis on amouhtsopplied trade credit by 1.2% (1.6%) in
Column 1(2). This finding confirms that during theancial crisis, the shortage in global
liquidity did not allow suppliers to provide as nfutrade credit as they would have planned

for. However, in Columns (3-4), we do not find sfgrant evidence for a differential effect of
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the financial crisis on the level of trade credibypded by public and private firms as
demonstrated by the insignificant interaction téx@tween Crisis x Public).

The pre-crisis level of liquidity affects the lewaltrade credit offered during the crisis
period (Love, Preve, and Sarria-Allende, 2007; @afppendini and Montriol-Garriga,
2013). We define the pre-crisis liquidity by thedé of cash holdings, measured as cash and
cash equivalents to total assets of the year 06.20& report the effects of the financial crisis
on trade credit levels provided by public and pevirms conditional on pre-crisis firm’s cash
holdings in Columns (5-6). According to Column (8)e effect of the financial crisis on the
level of trade credit provided by private firmsyen the pre-crisis cash holdings is measured
by the sum of the coefficients Gfisis (-0.007) andCashye-crisis X Crisis (-0.054). The sum of
the coefficients is significantly negative, indicat that the level of private firms’ pre-crisis
cash holdings was not fully sufficient to clear ttexline in their supply of trade credit during
the financial crisis. Similarly, based on Columm, (e impact of the crisis on public firms’
trade credit provision, conditioned on the preisrsash holdings is captured by the sum of
coefficients ofCrisis (-0.007), Crisis x Public (-0.008), Cashye-crisis * Crisis0.089,Cashye-
ariisis X Publiq-0.054, and Cashye-cisis x Crisisx Public (0.070) is significantly negative. This
negative impact is potentially driven by firms’ ¢b® to hold cash for precautionary reasons
rather than using it to offer trade credit.

Overall, suppliers had financially suffered durthg recent financial crisis, regardless
of their listing status; both types of firms proeitiless trade credf

[Insert Table 9 here]
4.6. Conclusion
In this paper, we examine the impact of the suppligsting status on its trade credit

provision. The data on both public and private &rma collected from the S&P Capital 1Q

%% In unreported results (available upon request),deenot find a differential effect of the pre-csisievel of
short-term debt on the level of trade credit predidhy public and private firms during the recenéficial crisis.
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database for the period 1994-2012. We predictghhlic firms provide more trade credit than
private firms, because public firms have higheaficial capability, better ability in handling

the trade credit process and in enforcing paymamiscontract terms, than private firms. This
is because public firms have greater access torattearkets, lower asymmetric information,
lower financial constraints, and higher bargainpogver. Consistent with our hypothesis, our
findings show that the amount of trade credit pded by public firms is 23.4% higher than
that provided by private firms. Our results areustito including alternative control variables,
re-estimating the analysis on a matched sampleubligpand private firms, and taking into

account the endogeneity of the going public denisio

We find that public firms that are large, have langibility, high sales volatility, high
bargaining power, and are high growth provide nitade credit than the private counterparts.
The findings also show that public firms providersatrade credit in differentiated and service
industries, but less trade credit in retail and Mbale, standardized, and concentrated
industries than private firms. These results sugtes public firms do not always provide
more trade credit than private firms; their degisdepends on the product market dynamics
and a weighing of the costs against the benefigrafiding trade credit. The financial crisis
had no differential effect on the level of tradedit provided by public and private firms.
Both types of firms reduced their supply of tradedd.

Overall, our results show that the decision of $yipg trade credit does not only
depend on the supplier's financial ability, butintvolves an evaluation of the costs and
benefits of providing trade credit. In a similambext, Murfin and Njoroge (2015) investigate
the implicit costs of small, constrained supplieten they provide trade credit to their larger,
financial unconstrained, and higher bargaining poeestomers. Future research should

explore further, the costs and benefits of pro\gdirmde credit.
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Table 1: Summary Statistics and Accounts ReceivabRatio across Industries

Panel A of this table reports the summary statis#acounts receivable ratio is defined as theratiaccounts
receivable to total sales. Firm age is the numbeears from incorporation. Fixed assets is propgrtant, and
equipment scaled by total assets. Negative grosvbales growth times the negative growth dummyatdei
which takes the value of 1 if sales growth is negatand O otherwise. Positive growth is sales gnativnes the
positive growth dummy variable, which takes theueabf 1 if sales growth is positive, and 0 otheewis
Profitability is net income over total sales. Sherm debt is short-term borrowings plus the curartion of
long-term debt, scaled by total assets. Size is\gttaral logarithm of total sales, measured in 28dlar price.
The total number of observations in our samplelit,453. Panel Brovides the summary statistics afcounts
receivable rati@cross the 12-Fama French industries.

Panel A: Summary Statistics

Variable Mean Median SD. Min. Max.

Accounts receivable (%) 0.1340 0.1185 0.1067 0.0000 1.0000

Age(years) 39.59 31.00 29.36 0.00 135.00

Fixed assets (%) 0.2340 0.1633 0.2161 0.0000 1.0000

Negative growth -0.0531 0.0000 0.1275 -1.0000 0.0000

Positive growth 0.2129 0.0651 0.7770 0.0000 15.7500

Profitability 0.0659 0.0249 3.4586 -1.0017 609.0735

Short-term debt (%) 0.0301 0.0000 0.0854 0.0000 1.0000

Size(Ln) 2.6659 2.0901 2.0608 -3.6498 8.2483

Panel B: Accounts Receivable Ratio across Industrise
Industry  Industry description Mean Median Std. dev. Min Max N

1 Consumer Non-Durables 0.1161 0.1003 0.0827 0.00@.000 5,019
2 Consumer Durables 0.1391 0.1299 0.0951 0.000 01.00 1,945
3 Manufacturing 0.1469 0.1352 0.0836 0.000 1.000 ,16#
4 Energy 0.1869 0.1545 0.1563 0.000 1.000 2,645
5 Chemicals 0.1474 0.1369 0.1029 0.000 1.000 1,942
6 Business Equipment 0.1837 0.1619 0.1148 0.000 001.0 10,224
7 Telecommunications 0.1407 0.1176 0.1309 0.000 o00L0 1,719
9 Retail and Wholesale 0.0869 0.0738 0.0839 0.000 .000L 28,384
10 Health 0.1436 0.1298 0.1082 0.000 1.000 9,845
12 Others 0.1467 0.1292 0.1106 0.000 1.000 37,566
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Table 2: Trade Credit Provision by Public and Privae Firms

This table reports the accoumeceivable ratio of public and private firms in th#l sample andacross the 12-
Fama French industriediccounts receivable ratio is defined as the rafi@ccounts receivable to total sales.
Panel Apresents the univariate analysis of the accoumsivable ratio of public and private firms in thalf
sample using the t-test for differences in meanthrdwilcoxon-Mann-Whitney test for differencesnredian.
Panel B reports the mean, median, standard dewjatfoaccounts receivable ratio of public and peverms
across industries, the p-values of thest of differences in mean (mean test) andvitileoxon-Mann-Whitney
test of differences in median (median test).

Panel A: Univariate Analysis
Mean test Median test
(p-value) (p-value)
Mean 0.1568 0.1236 0.000
Median 0.1400 0.1091 0.000
N 34,821 76,632

Accounts Receivable Public  Private

Panel B: Accounts Receivable Ratio of Public Firmsersus Private Firms, by Industries

Median

Industry Industry description Firm type Mean  MediarStd. dev. N Mean test test

1 Consumer Non-Durables Private 0.1098 0.0926 0.0859 2,520
Public 0.1226 0.1078 0.0789 2,499 0.000 0.000

2 Consumer Durables Private 0.1194 0.1135 0.0717 757

Public 0.1517  0.1419 0.1056 1,188 0.000 0.000
3 Manufacturing Private 0.1328 0.1224 0.0709 6,746

Public 0.1646  0.1509 0.0943 5,418 0.000 0.000
4 Energy Private 0.1596  0.1369 0.1121 380

Public 0.1916  0.1584 0.1622 2,265 0.000 0.000
5 Chemicals Private 0.1189 0.1087 0.0722 546

Public 0.1586  0.1466 0.1107 1,396 0.000 0.000
6 Business Equipment Private 0.1579  0.1442 0.0862 3,070

Public 0.1948 0.1696 0.1235 7,154 0.000 0.000
7 Telecommunications Private 0.1105 0.0892 0.0947 777

Public 0.1656  0.1399 0.1501 942 0.000 0.000
9 Retail and Wholesale Private 0.0888 0.0771 0.0790 23,856

Public 0.0766  0.0426 0.1055 4,528 0.000 0.000
10 Health Private 0.1219 0.1171 0.0701 5,658

Public 0.1728  0.1549 0.1394 4,187 0.000 0.000
12 Others Private 0.1455 0.1304 0.0995 32,322

Public 0.1539 0.1191 0.1630 5,244 0.000 0.000
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Table 3: The Supplier’s Listing Status and Trade Cedit Provision

This table provides the regression results foiriggact of the supplier’s listing status on its garedit provision.
The dependent variable is accounts receivable atitefined as the ratio of accounts receivableotal sales.
Publicis a dummy variable that takes the value of Ipidslic firms, and 0 otherwise. Firm age is the nemtf

years from incorporation. Fixed assets is propgignt, and equipment scaled by total assets. Negatowth is

sales growth times the negative growth dummy végjalhich takes the value of 1 if sales growth égative,

and 0 otherwise. Positive growth is sales growtheti the positive growth dummy variable, which takes
value of 1 if sales growth is positive, and 0 ottiee. Profitability is net income over total sal&ort-term debt
is short-term borrowings plus the current portidnang-term debt, scaled by total assets. Sizéhésrtatural
logarithm of total sales, measured in 2012 dolidcep T-statistics are reported in parenthesesidata errors
are heteroskedasticity robust., ”, and” denote statistical significance at the 1, 5, afdpércent levels,
respectively.

1) _ () _ (3) (4)
Public 0.0332 0.0196 0.0486 0.0286
(42.70) (20.72) (41.52) (21.42)

In(1+age) -0.0088"  -0.0124"
(-3.44) (-5.03)

In(1+age)2 0.0002 0.0019"
(0.48) (5.17)

Fixed assets -0.0775"  -0.0798"

(-51.63) (-47.47)

Negative growth -0.1081"  -0.1035"

(-22.10) (-20.28)

Positive growth 0.0059" 0.0045"
(6.25) (4.77)

Profitability -0.0004”  -0.0003"
(-3.14) (-3.09)

Short-term debt -0.0105 0.0259"
(-2.28) (5.98)

Size -0.0054"  -0.0035"

(-18.23) (-13.04)

Intercept 0.1236" 0.1507" 0.1718" 0.1970"
(374.38) (32.26) (39.21) (32.40)
Industry effects No Yes No Yes
Year effects No Yes No Yes

N 111,453 111,453 111,453 111,453
Adjusted B 0.021 0.157 0.088 0.200
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Table 4: Alternative Measures of Control Variables

This table presents the regression results aftdwdmg alternative measures of control variabRssitive profits is profitability times the posigprofits dummy
variable, which takes the value of 1 if profitafyilis positive, and 0 otherwise. Negative profgprofitability times the negative profits dummyriadle, which
takes the value of 1 if profitability is negatiad O otherwise. Letter of credit is undrawn lettecredit over total sales. Turnover is total saleer total assets
minus accounts receivable. Inventory is inventowerototal assets. The other independent variablesdafined in Table 3. T-statistics are reported in

parentheses. Standard errors are heteroskedastibitgt.”, ", and” denote statistical significance at the 1, 5, abgédrcent levels, respectively.
(1) _ () _ Q) _ (“4)
Public 0.0228 0.0150 0.0285 0.0230
(18.11) (2.38) (21.42) (18.40)
In(1+age) -0.0106 -0.0379” -0.0096" -0.0129"
(-4.38) (-2.60) (-3.92) (-4.86)
In(1+age)2 0.0017 0.0060" 0.0013" 0.0020~
(4.63) (2.94) (3.64) (5.20)
Fixed assets -0.0802 -0.0963" -0.0781" -0.1095"
(-47.87) (-9.07) (-46.85) (-58.22)
Negative growth -0.0949 -0.1630" -0.1002” -0.1185"
(-18.77) (-3.50) (-19.76) (-18.64)
Positive growth 0.003%4 0.0079" 0.0044" 0.0059"
(3.66) (2.69) (4.72) (4.56)
Profitability 0.0237 -0.0004" -0.0005
(1.95) (-3.29) (-2.30)
Short-term debt 0.0250 0.0424 0.0251 0.0565"
(5.76) (1.19) (5.77) (13.14)
Size -0.002%4 -0.0015 -0.0056 -0.0054"
(-9.64) (-1.35) (-18.49) (-20.85)
Positive profits -0.0002
(-1.69)
Negative profits -0.0489
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(-8.98)

Letter of credit 0.2753
(6.00)
Turnover -2.51x10°>™
(-17.12)
Inventory -0.130%4
(-66.74)
Intercept 0.1937 0.2593" 0.1991" 0.2265"
(32.01) (4.99) (32.88) (35.54)
Industry effects Yes Yes Yes Yes
Year effects Yes Yes Yes Yes
N 111,453 3,816 111,453 82,295
Adjusted R 0.203 0.267 0.205 0.283
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Table 5: Results on the Matched Sample

This table presents the results of the one-to-aopgnmsity score matching and the one-to-n matchHimghe
propensity score matching, we match each publw fibservation to a private firm observation usimg dne-to-
one nearest neighborhood without replacement. itei@m (1), the matching is based on size, industnd year.

In Criterion (2), the matching is based on all twatrol variables, namely In(1+age), In(1+¥gefixed assets,
negative growth, positive growth, profitability, @irterm debt, size, industry, and year effectsthia one-to-n
matching, we match with replacement, each pubtio fio a private firm in the same industry and yeend of
closest size (allowing for a deviation of 30%). ®laA presents the pairwise differences in the maerounts
receivable ratian the propensity score matched samples and thestbampped standard errors (SE) based on 50
replications are reported in the square brackeirePB reports the baseline regression resultshimmatched
samples, with the propensity score matching in @alsi (1-2) and the one-to-n matching in Column (3).

Panel A: Propensity Score Matching: Pairwise Diffeences

Criterion (1) Criterion (2)
Difference 0.0313 0.02827
SE [0.09%)] [0.08%)]

Panel B: Multivariate Analysis

Propensity Score One-to- n

Matching Matching
Criterion Criterion
Q@ @
Public 0.0374 0.0376 0.0359
(38.36) (38.49) (39.43)
In(1+age) -0.0079  -0.0075"  -0.0178"
(-3.42) (-3.30) (-6.31)
In(1+age)2 0.0007 0.0007 0.0016"
(1.98) (1.89) (3.82)
Fixed assets -0.0875 -0.0888"  -0.0919"

(-46.39) (-46.73) (-50.25)

Negative growth  -0.1216  -0.1156°  -0.0353"
(-33.73) (-37.09) (-7.71)

Positive growth ~ 0.0053 0.0052" 0.0109"

(12.10) (11.74) (10.15)
Profitability -0.0004"  -0.0004" -0.0015
(-4.36) (-4.23) (-0.48)
Short-term debt -0.0023 -0.0187 0.0372"
(-0.48) (-4.41) (9.97)
Size -0.0050° -0.0053"  -0.0014"
(-22.06) (-22.90) (-5.41)
Intercept 3.4488 3.7944" 0.2470"
(17.18) (18.75) (19.79)
Industry effects Yes Yes Yes
Year effects Yes Yes Yes
N 69,642 69,642 84,300
Adjusted R 0.098 0.100 0.232
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Table 6: Treatment Regression

This table presents the results of the treatmegression models (3) and (4) which accounts foret@ogeneity
of Public dummy in the accounts receivable model (1). Cokinih)-(2) report the first and second-stage
regression results, respectively. The first-staggassion is a probit regression with Bgblic dummy being the
dependent variable. We instrument for this varialgieg the industry underwriter concentration Valgadefined

as the number of IPOs underwritten by the Top Senmdters divided by the number of IPOs in thatustly.
The Top 5 underwriters are determined by the nurob#Os that they have underwritten over the fiast years.
The other independent variables are defined in eT&hlT-statistics are reported in parentheses.lyesaare
reported in square bracketsStandard errors are heteroskedasticity robust.”, and " denote statistical
significance at the 1, 5, and 10 percent levelpeetively.

1) 2)__
Public 0.0378
(21.88)
In(1+age) -0.1972  -0.0136"
(-5.87) (-5.17)
In(1+age)2 -0.0090  0.0022"
(-1.76) (5.61)
Fixed assets 0.4541  -0.0807"
(19.19) (-45.70)
Negative growth -1.6892  -0.1035"
(-37.78) (-18.68)
Positive growth 0.5250 0.0039"
(37.12) (4.04)
Profitability 0.0089  -0.0004"
(1.98) (-3.12)
Short-term debt 15531  0.0189"
(27.69) (4.16)
Size 0.4270°  -0.0048"
(121.49) (-17.20)
Underwriter concentration -0.3315
(-22.12)
Intercept -1.1586  0.1708"
(-20.13) (24.13)
Endogeneity test-Rho -0.0562
[0.000]
N 99,549
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Table 7: The Effects of Firm Characteristics on Trale Credit Provision

This table presents the effects of five firm-speatharacteristics, namely firm size, tangibilitplatility of sales, bargaining power, and growtportunities, on the level of
trade credit providedy public and private firms. The dependent variablacsounts receivable ratio is defined as acco@usivable to total salekargeis a dummy variable
that takes the value of 1 for observations withvabihe median size, and 0 otherwidegh Tang.is a dummy variable that takes the value of 1 fiseovations with above the
median tangibility, and 0 otherwiskligh Vol. is a dummy variable that takes the value of 1dioservations with above the median volatility ofesaand O otherwise.
Volatility of sales measured by standard deviatibeales of 3 years over average sales of 3 yelagh. Bargain.is a dummy variable that takes the value of 1 fisepvations

with above the median bargaining power, and O wotlser Bargaining power measured by firm sales éditly aggregate industry sales in a given ydagh Growthis a

dummy variable that takes the value of 1 for obstons with above the median growth opportunitées] 0O otherwisePublic is a dummy variable that takes the value of 1 for
public firms, and 0 otherwise. The other independ@niables are defined in Table 3. T-statistias mported in parentheses. Standard errors areobkeelasticity robust. ,
”, and” denote statistical significance at the 1, 5, abgdrcent levels, respectively.

1) __ (2) 3) 4) 6)_
Large 0.0063  High Tang. -0.0055  High Vol. 0.0015  High Bargain. 0.0051  High Growth 0.0080
(7.28) (-5.94) (2.09) (5.91) (9.85)
Public 0.0248"  Public 0.0328"  Public 0.0252°  Public 0.0196°  Public 0.0271
(10.53) (19.64) (17.87) (6.98) (17.10)
LargexPublic 0.0061"  High Tangx Public  -0.0095"  High Vol.xPublic ~ 0.0052"  High BargainxPublic ~ 0.0131"  High Growth  0.0029’
xPublic
(2.58) (-6.12) (3.80) (4.53) (2.05)
In(1+age) -0.0128  In(1+age) -0.0176 In(1+age) -0.017T  In(1+age) -0.0134  In(1+age) -0.0175
(-5.26) (-5.13) (-4.67) (-5.43) (-5.09)
In(1+age)2 0.0020  In(1+age)2 0.0018  In(1+age)2 0.0019  In(1+age)2 0.0021  In(1+age)2 0.0020
(5.45) (5.35) (4.88) (5.63) (5.44)
Fixed assets -0.0796 Fixed assets -0.0651  Fixed assets -0.0793  Fixed assets -0.0798 Fixed assets -0.0793
(-47.44) (-28.16) (-45.98) (-47.60) (-47.25)
Negative growth ~ -0.1033  Negative growth -0.1035  Negative growth ~ -0.0984  Negative growth -0.1039  Negative -0.1166~
growth
(-20.29) (-20.28) (-18.19) (-20.43) (-21.13)
Positive growth 0.0045  Positive growth 0.0043  Positive growth 0.0043  Positive growth 0.0046  Positive 0.0033"
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4.77) (4.64) (4.20) (4.92) (3.40)
Profitability -0.0004"  Profitability -0.0003"  Profitability -0.0003"  Profitability -0.0003"  Profitability -0.0004"
(-3.15) (-3.11) (-3.04) (-3.02) (-3.20)
Short-term debt 0.0257  Short-term debt 0.0261  Short-term debt 0.0268  Short-term debt 0.0262  Short-term 0.0261"
debt
(5.90) (6.00) (5.90) (6.02) (6.01)
Size -0.0052°  Size -0.0033  Size -0.0033  Size -0.0052°  Size -0.0037
(-14.80) (-12.14) (-12.05) (-16.45) (-13.49)
Intercept 0.1980  Intercept 0.1973 Intercept 0.1943  Intercept 0.1961 Intercept 0.1917
(32.64) (32.45) (31.70) (32.33) (31.36)
Industry effects Yes Industry effects Yes Indusgtffects Yes Industry effects Yes Industry Yes
effects
Year effects Yes Year effects Yes Year effects Yes Year effects Yes Year effects Yes
N 111,453 N 111,453 N 105,226 N 111,453 N 111,453
Adjusted R 0.200 Adjusted R 0.201 Adjusted R 0.199 Adjusted R 0.200 Adjusted R 0.201
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Table 8: The Impacts of the Product Market Dynamicson Trade Credit Provision

This table presents the effects of the product stadlgnamics on the supply thde credit bypublic and private firms. The dependent variabladsounts receivable ratio is
defined as accounts receivable to total s&teblic is a dummy variable that takes the value of Ipfdslic firms, and O otherwise. Diff. is a dummy iaddle that takes a value
of 1 for differentiated industry and O otherwisen@ce is a dummy variable that takes a value ohé for service industry and O otherwise. Retad dummy variable that

takes a value of 1 for retail and wholesale induatrd O otherwise. Std. is a dummy variable thiatdaa value of 1 for standardized industry andh@mtise. Differentiated,

Service and Standardized industries are deternanedrding to Giannetti, Burkart, and Ellingsen (BP&lassification. Retail and Wholesale industrgédined according to

12 Fama-French industry classification. Concenttasea dummy variable that takes a value of 1 fumcentrated industries and 0 otherwise. Conceutriaidustries are

industries with above the median Herfindahl-Hirsaelmindex. The other independent variables are e@fin Table 3. T-statistics are reported in paresgk. Standard errors
are heteroskedasticity robust, ~, and” denote statistical significance at the 1, 5, abgdrcent levels, respectively.

@ __ ) _ Q) (4) (5)
Diff. 0.01157  Service -0.0433  Retall -0.0568 Std. -0.0102°  Concentrated 0.0358
(13.43) (-67.63) (-86.31) (-8.37) (55.13)
Public 0.0344"  Public 0.0268°  Public 0.030T"  Public 0.0435  Public 0.0480°
(23.20) (19.94) (22.94) (33.17) (33.28)
Diff. xPublic 0.0083"  ServicecPublic  0.0240°  RetaikPublic ~ -0.0256"  StdxPublic -0.0079"  ConcentratesPublic ~ -0.0155"
(5.34) (13.62) (-14.81) (-3.92) (-10.30)
In(1+age) -0.0072  In(1+age) -0.0080 In(1+age) -0.0076  In(1+age) -0.0074  In(1+age) -0.0068
(-2.80) (-3.10) (-3.00) (-2.85) (-2.67)
In(1+age)2 3.15x10° In(1+age)2 0.0002 In(1+age)2 0.0005 In(1+age)2 @00 In(1+age)2 0.0002
(0.08) (0.54) (1.43) (0.42) (0.57)
Fixed assets -0.0760 Fixed assets -0.0876 Fixed assets -0.0951  Fixed assets -0.0784  Fixed assets -0.0868
(-49.07) (-57.50) (-62.35) (-51.75) (-57.11)
Negative growth ~ -0.1189  Negative growth -0.1110  Negative growth  -0.1107 Negative growth -0.1183  Negative growth -0.1097
(-23.50) (-21.77) (-21.81) (-23.42) (-21.55)
Positive growth 0.0063  Positive growth ~ 0.0055  Positive growth ~ 0.0052  Positive growth ~ 0.0060  Positive growth 0.0054
(6.57) (5.79) (5.53) (6.33) (5.75)
Profitability -0.0004"  Profitability -0.0003"  Profitability -0.0004"  Profitability -0.0004"  Profitability -0.0003"
(-2.89) (-2.84) (-3.09) (-3.04) (-2.94)
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Short-term debt -0.0118 Short-term debt 0.0049 Short-term debt ~ 0.0157 Short-term debt  -0.0132  Short-term debt -0.0019
(-2.56) (1.07) (3.50) (-2.87) (-0.42)
Size -0.0045"  Size -0.0042  Size -0.0034  Size -0.0046  Size -0.0044
(-16.10) (-15.21) (-12.43) (-16.66) (-15.90)
Intercept 0.1860 Intercept 0.2087 Intercept 0.2041  Intercept 0.1887 Intercept 0.1688
(35.26) (39.59) (39.54) (35.69) (32.14)
Industry effects No Industry effects No Industrfeefs No Industry effects No Industry effects No
Year effects Yes Year effects Yes Year effects Yes Year effects Yes Year effects Yes
N 111,453 N 111,453 N 111,453 N 111,453 N 111,453
Adjusted B 0.096 Adjusted R 0.122 Adjusted R 0.153 Adjusted R 0.095 Adjusted R 0.114
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Table 9: Macro-economic Conditions Influences on rede Credit Provision

The table reports the regression results for m{@elwhich captures the effect of the recent finalncrisis
on the supply of trade credit by public and privetes. The model is estimated for the period 2Q0409.
The crisis period is defined as from 2007 to 20D8e dependent variable is accounts receivable igtio
defined as accounts receivable to total saleisisis a dummy variable that takes the value of ltHeryears
2007-2009, and 0 otherwisPublic is a dummy variable that takes the value of 1pfablic firms, and 0
otherwise. Cash.cisis is the pre-crisis (2006) level of cash holdingseTmodel includes all the control
variables, listed and defined as in Table 3. Tisttes are reported in parentheses. Standard eai@s
heteroskedasticity robust., *, and” denote statistical significance at the 1, 5, afdpércent levels,

respectively.

1 () _ Q) __ (4) ) (6)
Crisis -0.0124 -0.0159 -0.0119 -0.0154 -0.0037°  -0.0070
(-15.81) (-9.75) (-14.96) (-9.15) (-4.13) (-4.08)
Public 0.029:™ 0.0287" 0.0308™ 0.029¢™ 0.038¢™ 0.0377"
(15.51) (15.19) (13.72) (13.20) (14.00) (13.59)
Crisis<xPublic -0.002¢ -0.001¢ -0.008¢"  -0.008:"
(-1.23 (-0.87 (-2.96) (-2.80
Cashyecrise XPublic -0.0803"  -0.0849"
(-21.98 (-23.10
Cashyecrie XCrisis -0.0540"°  -0.0537"
(-3.62) (-3.61)
Cashe.crisic XCrisis X Public 0.066." 0.070C"
(3.40) (3.60)
Intercep 0.1727 0.1737" 0.1721" 0.173” 0.171” 0.1727”
(23.60 (23.58 (23.58 (23.54 (23.53 (23.46
Controls Yes Yes Yes Yes Yes Yes
Industry effects Yes Yes Yes Yes Yes Yes
Year effects No Yes No Yes No Yes
N 60,52¢ 60,52¢ 60,52¢ 60,52¢ 60,52¢ 60,52¢
AdjustedR? 0.197 0.19¢ 0.197 0.19¢ 0.20: 0.20¢
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Appendix
Table A.1. Additional Robustness Checks

This table presents the regression results for m@tle after including additional control variables.
Specifically, Column (1) includes accounts payatiddined as accounts payable divided by total assets
Column (2) includes the gross margin and gross imaqguared. Gross margin is defined as gross proét
total sales. Column (3) reports the regressionlte$or an extended sample including utilities fenThe
other independent variables are defined in Tablé-&8tatistics are reported in parentheses. Stanelals

are heteroskedasticity robust. , *, and” denote statistical significance at the 1, 5, aBddrcent levels,
respectively.

1) (2)_ 3)
Public 0.0305 0.0138 0.0332
(22.47 (3.42 (24.88
In(1+age) -0.012T -0.0129" -0.0139"
(-4.94) (-5.25) (-5.73)
In(1+age): 0.001¢™ 0.002(™ 0.002.™
(5.38) (5.44) (5.83)
Fixed asse -0.075." -0.079:” -0.080¢™
(-43.87 (-47.25 (-44.04
Negative growth -0.1045 -0.1063" -0.0607"
(-20.49 (-20.90 (-16.56
Positive growth 0.0044 0.0049" 0.0027"
(4.70) (5.24) (3.02)
Profitability -0.000™" -0.000™" -0.000¢™
(-3.04) (-2.76) (-3.17)
Shor-term dek 0.027:” 0.027¢” 0.025."
(6.27 (6.35 (5.85
Size -0.003% -0.0038" -0.0044”
(-13.82 (-14.25 (-16.20
Accounts payable 0.0322
(11.06)
Gross margi 0.123¢”
(9.84)
Gross margin squar -0.115"
(-8.91,
Intercept 0.1898 0.1886" 0.1650"
(31.19 (27.09 (13.49
Industry effect Yes Yes Yes
Year effect Yes Yes Yes
N 111,453 111,453 117,451
Adjusted R 0.201 0.202 0.188
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Table A.2. Macro-economic Conditions Influences ofirade Credit Provision- An
Alternative Window for the Financial Crisis

The table reports the regression results for tfexedf the recent financial crisis on the supgiyrade credit
by public and private firms, defining the crisisripel as 2007- 2008. The model is estimated forpteéod
2004-2008. The dependent variable is accountsvaolei ratio is defined as accounts receivableta tales.
Crisis is a dummy variable that takes the value of 1tifer years 2007-2008, and O otherwiBeblic is a
dummy variable that takes the value of 1 for pufitims, and 0 otherwise. Cagliisisis the pre-crisis (2006)
level of cash holdings. The model includes all domtrol variables, listed and defined as in Tahler3
statistics are reported in parentheses. Standamiseare heteroskedasticity robust, ~, and” denote
statistical significance at the 1, 5, and 10 petrtmrels, respectively.

a @ _ @) @) (5) (6)
Crisis -0.0095 -0.0155 -0.0088 -0.0150 0.0011 -0.0057
(-11.46) (-12.42) (-10.46) (-11.92) (1.17) (-4.27)
Public 0.0298™ 0.029:™ 0.030¢” 0.029¢™ 0.039(" 0.038."
(14.44) (14.16) (23.37) (12.90) (13.78) (13.37)
Crisis<Public -0.0033 -0.0023  -0.0086  -0.0087"
(-1.32 (-0.92; (-2.91 (-2.65,
Cashyecrise XPublic -0.0553"  -0.0546"
(-3.71 (-3.66
Cashye.crise XCrisis -0.0909"  -0.0935"
(-20.82) (-21.36)
Cashe.cisic XCrisis X Public 0.0647" 0.066:"
(3.04) (3.11)
Controls Yes Yes Yes Yes Yes Yes
Industry effect Yes Yes Yes Yes Yes Yes
Year effect No Yes No Yes No Yes
N 50,873 50,873 50,873 50,873 50,873 50,873
Adjusted R 0.205 0.206 0.205 0.206 0.212 0.213
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Chapter 5
Conclusion

5.1. Summary of Results

This thesis presents three essays that explorerwesiearched areas in debt
maturity and trade credit policies. | investigate effect of an IPO on debt maturity in
Chapter 2, compare the use of trade credit by pubid private firms in Chapter 3, and
examine the impact of a supplier’s listing stataste trade credit provision in Chapter 4.

Chapter 2 examines the effect of an IPO on debtintyatstructure using a sample
of U.S. firms that went public between 1998 and122(My main finding is that firms use
less short-term debt post-IPO. In particular, tHegrease their short-term debt ratio by 7%
(19% relative to the short-term debt ratio pre-IR®dhe first two years after the IPO and
decrease their short-term ratio by 2.5% (7% redatovthe pre-IPO level) post-IPO. These
results remain robust to using a sample of new dsbies and a difference-in-differences
regression of IPO and non-IPO firms. The robustneisgshe main findings is also
confirmed when | control for the potential endoggnef the listing decision and the
simultaneity bias due to the joint determinationesferage and debt maturity. Overall, the
results are consistent with arguments based onrasymc information and the agency
costs of equity, because the IPO effect on debumtytis only evidenced in small and
high-growth firms as well as in firms with a higiution ratio. Inconsistent with theory
based on the agency costs of debt, firms with lkegbrage decrease their short-term debt
post-IPO. Further tests examining the impact of rdment financial crisis show that the
IPO effect on debt maturity was more pronouncedhduthe crisis period.

Chapter 3 compares the use of trade credit by puBlic and private firms for the
period 1995-2012. My results show that the levarade credit in private firms is 40.4%
higher than that in public firms. These resultstocare to hold in tests controlling for
sample selection and endogeneity. Further, you;drowth, and low-tangibility private

firms use more trade credit than their public cegparts, indicating that firms with higher
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degrees of asymmetric information and financialstiints, and more limited access to
alternative sources of financing use more traddicrédditional tests show that public
firms adjust faster toward their target trade dredilicies than private firms: the former
firms have an adjustment speed of 29%, compares speed of 23% for private firms.
This finding supports the argument that public Brface lower costs of adjusting their
trade credit due to their greater bargaining pomigr suppliers as well as greater access to
other forms of credit. Finally, | show that the @atfinancial crisis had differential effects
on the use of trade credit by public and privatesi. Public firms were able to use slightly
more trade credit, while private firms were grargeghificantly less trade credit. The latter
finding suggests that suppliers were less willingptovide trade credit to private firms
during the crisis.

Chapter 4 investigates the impact of a suppliéssng status on its trade credit

provision using data on U.S. public and privatenfirfor the period 1992012. | find that

the level of trade credit provided by public firnss23.4% higher than that provided by
private firms, which is consistent with the argutsenhat public firms have more
incentives to supply trade credit thanks to thahér financial capability as well as better
ability in handling the trade credit process anfbering payments and contract terms. The
result is statistically and economically signifitaand is robust to models accounting for
sample selection and the potential endogeneityceded with a firm’s decision to go
public. Additional tests show that public firms trere large, have low tangibility, high
sales volatility, high bargaining power, and higlowth opportunities provide more trade
credit than comparative private firms. The findirgjso indicate that public firms grant
more trade credit than private firms in differetdh and service industries, but less trade
credit in concentrated industries and those withkee customer-supplier relationships and
high customer fraud such as retail and wholesalgedisas standardized industries. During
the recent financial crisis, both types of firmslueed the level of trade credit they

provided, because of the shortage in liquidity eredlit.
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5.2. Implications and Scope for Further Research

The findings of this thesis improve our understagdif the effect of a company’s
listing status on its debt maturity as well as tsrdemand and supply of trade credit. They
also have important implications for shareholdems)-financial stakeholders, practitioners,
policy makers, and academic researchers. The findinthe second chapter that firms
increase their debt maturity post-IPO highlights #xpected benefits and costs related to
the debt maturity of IPO firms. Such a finding isrgcularly beneficial for firms
considering floating their shares for the firsteims it confirms an advantage of the going
public decision: the IPO provides an opportunityffons to use more long-term debt post-
IPO, which allows them to invest in more long-teamd innovative projects. The finding
on the impact of the supplier’s listing status tantiade credit provision can benefit policy
makers as it shows which type of supplier is exgedb provide more trade credit in
general and during crisis periods in particular,vesl as across different industries.
Related results also highlight the importance ofkaadynamics in the decision on trade
credit provision.

Overall, the findings throughout the thesis shoat tihe recent financial crisis had
significant impacts on debt maturity and trade itrédcisions of public and private firms.
These findings may be informative to shareholdedsstakeholders, in terms of increasing
their awareness of the effects of macro-economiclitions on corporate financial policies
as well as in enabling them to develop supportiraeg@dures and policies for firms. For
example, the results from the third chapter, whiblow trade credit is a very important
source of short-term finance for private firmshaligh it was not an effective substitute
for bank credit during the recent financial cridigve relevant policy implications. They
suggest policies aimed at improving the credit dehnto private firms should be
considered, especially during periods of bad mamoeemic conditions.

For academic researchers, the findings of my tHesie two implications. First, |

have assessed and confirmed the quality of theuatiog and financial data provided by a
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relatively new database, S&P Capital 1Q. My reskedrence opens up new opportunities
for further research using this database. Sectwedresults of my thesis encourage future
research in the areas related to debt maturityttaa® credit. While my findings provide
evidence of the IPO effect on debt maturity stregtit would be interesting to investigate
whether firms also change the types of debt (ssdbaak debt versus non-bank debt) used
post-IPO. This is a promising area of researchemgithat Pagano, Panetta, and Zingales
(1998) argue that firms’ default risk improves pB3D while Dennis and Mihov (2003)
show that firms’ credit quality is one of the maleterminants of the choice between
different types of debt. In a similar context, wi#l &now very little about whether firms
display a more or less diversified debt structussetpPO. Colla,lppolito, and Li(2013)
develop a measure for debt specialization and fived unrated public firms have less
diversified debt structure. On the other hand, Randh Sufi (2010) find that firms with low
credit quality (BB and lower ratings) use many typ# debt. McCumber (2014) shows
that private firms rely on more types of debt. Simrivate firms have high asymmetric
information and low bargaining power with lendeesg( Brav, 2009; Schenone, 2010;
Saunders and Steffen, 2011), they are expectedvte less diversified debt structure.
Further research investigating the question of dgpletcialization pre- and post-IPO will
help to explain the mixed results documented inliteeature and contribute to findings of
these studies.

In terms of trade credit, future research can eranthe effect of the recent
Bankruptcy Abuse and Customer Protection Act 20@%¢h provides suppliers with more
reclamations rights, on the demand and supplyaoleticredit using data on both public and
private firms. | was unable to consider this engaifiquestion in this thesis due to data
limitations, as the best setting would be to haveaiched sample of suppliers and their
customers as well as customers’ likelihood of baptay. This research will complement a
series of recent working papers on bankruptcy eadketcredit by Yang and Birge (2011),

Ivashina and Iverson (2014), Yang, Birge, and Ral2©€14), Garcia-Appendini and
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Montoriol-Garriga (2014). Future research can dsdd on my work and examine the
effect of the listing status on inventory, anotimportant component of working capital.
Further, given the results regarding the effedhefrecent financial crisis on two sides of
trade credit (i.e. accounts receivable and payatileye is room for future analysis on the
effect of financial crisis on the cash holding abjpic and private firms. Gao, Harford, and
Li (2013) and Mortal and Riesel (2014) find thatopa firms have higher level of cash
holdings; however, they do not consider whethes ttifference exists during bad
macroeconomic conditions. Such an analysis wod edmplement Pinkowtiz, Stulz, and
Williamson (2013), who compare the evolution oftfcésldings of US public firms over
pre- and post-financial crisis periods.

The main limitation of my research is data, whianlyocomes from the S&P
Capital 1Q database: | was restricted by the nunabguublic firms and the time period
covered by the database. In addition, | was hirddlérem exploring, for instance, trade
credit contract terms or the effect of multi-natbty on the use or supply of trade credit.
Giannetti, Burkart, and Ellingsen (2011) and Klappaeven, and Rajan (2012) examine
the trade credit contract terms of U.S. SMEs aneriational firms, respectively. Hence,
there is scope for future research on the tradditcoentract terms used in public and
private firms. In their survey study, Ng, SmithdaBmith (1999) argue that suppliers that
have international customers may be faced withrin&tion problems regarding these
customers’ credit quality and therefore may be ledleng to provide trade credit. On the
other hand, international customers may prefer qgayin credit because they may be
unfamiliar with the supplier or have concerns alieitvery delays; it will be fruitful for

future empirical studies to examine these arguments
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