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Abstract

TORNADOES IN THE BRITISH ISLES: CLIMATOLOGY,

FORMATION ENVIRONMENTS, AND STORM DYNAMICS
Kelsey J. Mulder
A thesis submitted to the University of Manchester
for the Degree of Doctor of Philosophy, 2015

This thesis was funded by a scholarship from the Faculty of Engineering and
Physical Sciences, University of Manchester and is presented in an alternative
thesis format. The thesis consists of three separate journal articles which form a
coherent research project.

Paper 1 is a climatology of tornadoes in the British Isles from 1980-2012. The
climatology included interannual variability, seasonality, diurnal cycle, intensity,
location of occurrence, sounding-derived environmental parameters, and parent
storm types of tornadoes. One finding from Paper 1 was that the most common
parent storm type in the British Isles was linear storms, for example, storms
forming along cold fronts. This finding motivated Papers 2 and 3, which studied
vortexgenesis in a tornadic narrow cold-frontal rainband (NCFR), a storm type
common to the British Isles, which occurred 29 November 2011. This NCFR
caused seven tornadoes across Wales and England. Paper 2 compares the differ-
ences in WRF simulation runs of the NCFR based on initialization time, planetary
boundary layer scheme, microphysics scheme, and land surface scheme. Out of
96 simulations, the most realistic (most similar to observed radar reflectivity)
run was chosen for a case study in Paper 3. Paper 3 analyzes vortices along the

NCFR to determine mechanisms dominating their formation and maturation.
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Chapter 1
Introduction

Tornadoes have been reported on every continent except Antarctica (Snow and
Wyatt, 1997; Goliger and Milford, 1998). The science of tornadoes has been
well developed in the United States including storm morphologies (e.g., Gallus
Jr. et al., 2008; Duda and Gallus Jr., 2009; Smith et al., 2012), techniques use-
ful for forecasting (e.g., Rasmussen and Blanchard, 1998; Evans and Doswell,
2001; Shafer et al., 2009; Calhoun et al., 2014), storm dynamics (e.g., Fujita,
1955; Lemon and Doswell, 1979; Trapp and Weisman, 2003; Straka et al., 2007;
Markowski et al., 2008; Markowski and Richardson, 2014), and modeling (e.g.,
Klemp and Rotunno, 1983; Lee and Wilhelmson, 1997b; Atkins and St. Laurent,
2009; Markowski and Richardson, 2014). The same level of progress has not been
achieved in the British Isles, although efforts have been made with studies on tor-
nadoes by creating climatologies (Lacy, 1968; Elsom and Meaden, 1984; Meaden,
1985a; Elsom, 1985; Reynolds, 1999; Tyrrell, 2003; Holden and Wright, 2004;
Kirk, 2007, 2014), using observations to detail synoptic and mesoscale processes
leading to tornadoes (e.g., Clark, 2009, 2011, 2012; Clark and Parker, 2014), and
storm-scale model simulations to determine the origin of strong winds within

vortices (e.g., Smart and Browning, 2009).

A tornado is “a rotating column of air, in contact with the surface, pendant
from a cumuliform cloud, and often visible as a funnel cloud and/or circulat-
ing debris/dust at the ground” (Glickman, 2000). This definition, which points
to cumuliform clouds as the source of tornadoes, requires that tornadoes form
from deep, moist convection. Deep, moist convection requires three ingredients:

moisture, lift, and instability, or the rapid decrease of temperature with height
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(Doswell et al., 1996). Two further ingredients are necessary for producing tor-
nadoes. The first is a low cloud base. A low cloud base is a proxy for moisture.
Additionally, a funnel cloud from a low cloud base is more likely to reach the
ground, therefore becoming a tornado by definition, than a funnel cloud from
a higher cloud base, which has a greater vertical distance to travel. The sec-
ond necessary ingredient for producing tornadoes is wind shear, or the change
of wind speed and direction with height. Change of wind speed with height cre-
ates horizontal rotation, known as horizontal vorticity. Change of wind direction
with height creates vertical rotation, known as vertical vorticity. This preexist-
ing vorticity is required to form tornadoes by processes described later in this

chapter.

The ingredients required for tornado production are the same everywhere.
However the magnitude of each of the ingredients can differ depending on any
given location’s climate. A common way of comparing tornadic environments is
the CAPE (convective available potential energy, used as a measure of instability)—
shear parameter space. The CAPE-shear parameter space has been used as a
forecasting tool in the United States (Johns and Doswell, 1992). For example,
supercells (storm with a persistent, rotating updraft) are favored in high-CAPE,
low-shear and low-CAPE, high-shear environments (Weisman and Klemp, 1982).
Tornadoes in the British Isles have been noted in low-CAPE, high-shear envi-
ronments (e.g., Smart and Browning, 2009). Tornadoes occurring in low-CAPE,
high shear environments have resulted in high false alarm rates (tornado warnings
were issued, but no tornado occurred) for forecasters in the United States (Dean
and Schneider, 2008). Further research on the magnitudes of the ingredients
required to create tornadoes in different locations worldwide, for example low-
CAPE, high-shear environments, will help increase understanding of tornadoes

under all conditions and in all locations.

This thesis focuses on tornadoes in the British Isles, which, for our purposes,
includes England, Scotland, Wales, Northern Ireland, The Republic of Ireland,
Isle of Man, and Channel Islands. The remainder of this introduction will pro-
vide the background necessary to present my research questions. First, previous
research on UK tornado environments is summarized. Second, a tornado clas-
sification system is introduced. Third, mechanisms leading to vortexgenesis for
supercells, quasi-linear convective systems, and localized convective and shear

vortices are discussed. Fourth, a brief introduction to the gaps in the research
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on tornadogenesis in narrow cold-frontal rainbands is presented. Fifth, research

questions and a description of the remaining chapters in this thesis are provided.

1.1 British Isles tornado environments

It is difficult to reliably remotely sense tornadoes. Although rotation within a
storm can be detected by Doppler radar, not all of these rotations, or vortices,
produce tornadoes. Additionally, the vortices must be located near the radar to be
detected. Therefore, we rely on tornado reports submitted by trained spotters and
the public. The Tornado and Storm Research Organisation (TORRO), founded
in 1974, has collected these reports and has centuries of data. There are over 30
known tornadoes in the British Isles before 1660, the first being reported in 1054
AD (Rowe, 1999). Tornado reports have been collected to modern day, providing
a vast database to help pinpoint when and where the British Isles are at risk for
tornadoes.

Because tornado climatologies rely on tornado reports, there is a chance for
tornado under- or overreporting. For example, in areas of low population density,
there is a chance a tornado would not damage any structures or be seen by an
observer. Therefore the tornado may go unreported. Conversely, it is possible for
multiple reports to be submitted for the same tornado, resulting in overreporting.
Another source of error in tornado reports is intensity. Tornado intensity can
be estimated based on the damage by the tornado, but is inherently subjective.
TORRO implemented the tornado intensity scale (T scale), which is based on the
Beaufort wind scale and consists of eleven ratings, compared to the Fujita scale
(F scale), which consists of six ratings (Meaden, 1985b; Elsom et al., 2001; Kirk,
2014). To convert between the F scale to the T scale, the following equation can
be used, rounding down to the nearest integer: F' ~ 0.57" (Brooks and Doswell
I11, 2001; Meaden and Chatfield, 2007). Determining the intensity of tornadoes
requires site-visits or assumptions based on damage photos, which leaves room
for error. Analyzing many years of data and updating climatologies periodically
helps increase confidence in trends of tornado occurrence in spite of potential
tornado reporting errors.

Many tornado climatologies have been conducted previously in the British
Isles: Lacy (1968, study period 1963-1966) and Meaden (1985a, study period
1970-1979) covering England, Scotland, and Wales; Elsom and Meaden (1984,
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study period 1960-1982), Elsom (1985, study period 1950-1984), Reynolds (1999,
study period 1960-1989), Holden and Wright (2004, study period 1995-1999),
Kirk (2007, study period 1980-2004), and Kirk (2014, study period 1981-2010)
covering the United Kingdom; and Tyrrell (2003, study period 1950-2001) cov-
ering Ireland. Studies with tornadoes before 1950 are not listed or summarized
here because of increased reporting and recording errors. To summarize previous

findings:

e The average annual number of tornadoes ranged from 10.3 (Tyrrell, 2003)
to 47.2 (Kirk, 2014) per year. These numbers varied due to locations con-

sidered, years analyzed, and whether waterspouts were included.

e Spring and summer (Holden and Wright, 2004), summer and autumn (El-
som and Meaden, 1984; Tyrrell, 2003), autumn (Reynolds, 1999; Kirk, 2007,
2014), autumn and winter (Meaden, 1985a), and winter (Lacy, 1968) were
cited as the seasons with the most tornadoes. These differences have to
do with different time periods and areas covered as well as inclusion or

exclusion of waterspouts.

e Tornado outbreaks of 10 or more tornadoes in one day were most common
in autumn and winter (Elsom and Meaden, 1984; Elsom, 1985; Meaden,
1985a; Reynolds, 1999)

e Tornadoes occurred most frequently in the afternoon (Elsom and Meaden,
1984; Elsom, 1985; Meaden, 1985a; Reynolds, 1999; Tyrrell, 2003; Kirk,
2014).

e Between 1950-2010, tornadoes in the UK were between TO-T7 (FO-F3)
in intensity (Elsom and Meaden, 1984; Meaden, 1985a; Reynolds, 1999;
Tyrrell, 2003; Kirk, 2007, 2014). The strongest tornado known in the UK
occurred in 1666 and is believed to be T8/9 (F4; Brown et al., 2012). In all
studies analyzed, the most common intensity was T2 (F1) with over 90%
of tornadoes being between T0-T3 (FO-F1) intensity (Elsom and Meaden,
1984; Meaden, 1985a; Reynolds, 1999; Tyrrell, 2003; Kirk, 2007, 2014).

e The spatial distribution of tornadoes in the British Isles was previously

analyzed by determining frequencies by county or region (Elsom, 1985;
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Reynolds, 1999; Holden and Wright, 2004; Kirk, 2007), plotting touch-
down locations on a map (Elsom and Meaden, 1984; Tyrrell, 2003; Holden
and Wright, 2004; Kirk, 2014), and plotting spatially smoothed gridded
tornado frequencies (Meaden, 1985a). England was found to have the
most tornadoes in the United Kingdom (Elsom and Meaden, 1984; El-
som, 1985; Meaden, 1985a; Reynolds, 1999; Holden and Wright, 2004; Kirk,
2007, 2014). Southern and eastern (Elsom, 1985; Elsom and Meaden, 1984;
Reynolds, 1999; Meaden, 1985a; Kirk, 2007, 2014), northwestern (Elsom,
1985; Meaden, 1985a; Reynolds, 1999; Kirk, 2007), and central (Elsom and
Meaden, 1984) England and southern Wales (Meaden, 1985a; Reynolds,
1999; Kirk, 2007) were cited as the most common locations for tornadoes to
occur. Southeast and Northwest England were cited as having more strong
(T3 or higher) tornadoes (Meaden, 1985a)

Previous climatologies concurred on the seasonality of outbreaks, diurnal oc-
currence of tornadoes, intensity, and spatial distribution of tornadoes. However,
there has not been a gridded analysis of the locations most likely to experi-
ence tornadoes since the 1980’s (Meaden, 1985a). There was also no consensus
on the seasonality of tornadoes in the British Isles. Although Lacy (1968) and
Holden and Wright (2004) examined the temperature, dew point, wind speed,
wind direction, and pressure associated with tornado days in the British Isles, an
environmental sounding analysis to determine the magnitude of the ingredients
necessary for producing tornadoes has not been previously conducted. Anecdo-
tally, there was evidence that most tornadoes in the British Isles, especially from
outbreaks, formed from linear storms (Lacy, 1968; Elsom, 1985; Meaden, 1985a).
However there has been no parent storm analysis in the British Isles to date,

which would be useful from a forecasting perspective.

1.2 Tornado classification

Tornadoes are classified into three types, based on the type of storm from which
they are produced: supercells (Type I from Fig. 1.1), quasilinear convective sys-
tems (QLCS, Type II from Fig. 1.1), and localized convective and shear vortices
(Type IIT from Fig. 1.1) (Agee, 2014). A supercell is a storm with a persistent,
rotating updraft. The QLCS category includes all storms with a linear or near-

linear appearance such as squall lines, bows (a linear storm with segment bowing
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Tornado Classification System

Type | Type I Type Il
Supercells QLCS Localized Convective
(with Mesocyclone) (Cold Pool, Shear, and Shear Vortices
Mesocyclone)
lla- LEWPs ‘
la- Classic Supercells llie-Landspouts
(SR, SL) 1ib- Bows | |
] Ilib- Waterspouts*
Ib- Low-Top Mini- He-BEVs lllc- Cold Air
Supercells l Funnels
lld- 1Js
le- Tropical Storm/
Hurricane Related lle- Other *Type | and Type Il "waterspouts”

Mini-Supercelis are also possible

Mesovortices

Id- Anticyclonic |
Secondary Vortices Ilf- Tropical Storm/
Humcane Spiral Bands

Figure 1.1: Taxonomy of tornado types. From Agee (2014)

forward), and narrow cold-frontal rainbands (Weisman and Davis, 1998; Agee
and Jones, 2009). Localized convective and shear vortices, such as landspouts,

are tornadoes not characterized as either supercell or QLCSs.

The reason for classifying tornadoes by parent storm type is because each
type tends to produce different strengths of tornadoes, occur in different storm
environments, and has different mechanisms of tornadogenesis (Agee and Jones,
2009). For example, tornadoes from supercells tend to produce more damage
than those produced from QLCSs (Trapp et al., 2005; Agee and Jones, 2009;
Grams et al., 2012). Localized convective and shear vortices tend to produce
weak tornadoes (Agee and Jones, 2009). Discrete supercells tend to occur in
higher CAPE environments than QLCSs (Thompson et al., 2012). Vortices in
supercells typically descend from above and are detectable from radar data with
greater lead-time than QLCS tornadoes, whose vortices ascend from the surface
and provide a mean lead time of five minutes (Trapp et al., 1999). Therefore,
from a forecasting perspective, there are different challenges in forecasting asso-
ciated with differences in the classification of tornadoes. The processes leading

to tornadogenesis in each tornado type is detailed in the sections below.
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1.3 Supercell tornadogenesis

The process by which supercell tornadoes form requires three steps (Fig. 1.2
Davies-Jones, 2014; Markowski and Richardson, 2014). In the first step, the
mesocyclone (a 2-10 km in diameter cyclonically rotating vortex with strongest
vorticity located 3-7 km above ground) forms (labeled as the gray rounded arrows
in Fig. 1.2a). Horizontal vorticity in the direction parallel to the low-level hor-
izontal velocity (called streamwise vorticity, horizontal vorticity vector is shown
as the white arrow at the surface with associated rotation shown as the yellow
arrow in Fig. 1.2a), caused by vertical wind shear, is already present ahead of
the developing supercell. This streamwise vorticity gets tilted upwards into ver-
tical vorticity (the white vorticity vector along the red line in Fig. 1.2a becomes
vertical) into the updraft (shown as the red line in Fig. 1.2a), causing the entire
updraft to rotate (Markowski and Richardson, 2014, Fig. 1.2a). This tilting alone
cannot cause a tornado because appreciable vertical vorticity does not occur close
to the ground, as seen by the white vertical vorticity vector not becoming vertical
in Fig. 1.2a until midlevels (Davies-Jones and Markowski, 2012; Markowski and
Richardson, 2014). Even abrupt tilting of horizontal vorticity would cause decel-
eration before tilting. Therefore, not enough vertical vorticity would be available
at the surface to form a tornado.

In the second step, downdraft air (shown as the blue line in Fig. 1.2a) ac-
quires horizontal vorticity (the white line shows the vorticity vector along the
blue downdraft air in Fig. 1.2a) due to a temperature gradient between cold air
from the storm due to rain evaporating and hail and snow melting and warm
environmental air (Dahl et al., 2014; Markowski and Richardson, 2014). As the
downdraft air approaches the ground, the horizontal vorticity tilts upwards be-
cause of the surrounding wind, creating vertical vorticity near the ground (seen
as the white vorticity vector tilts from horizontal into the vertical along the blue
downdraft line in Fig. 1.2a). Near-surface vertical vorticity is required to produce
a tornado.

In the third step, the cool, negatively buoyant downdraft parcels are stretched
by perturbation pressure gradient force-induced suction, caused by the mesocy-
clone, increasing vertical vorticity by conservation of angular momentum (Markowski
and Richardson, 2014, Shown as the pink arrows in Fig. 1.2b). Supercells with
stronger mesocyclones and warmer downdrafts are more likely to cause tornadoes

(Markowski and Richardson, 2014, Fig. 1.2b). Stronger mesocyclones (associated
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Figure 1.2: The three steps in the formation of supercell tornadoes. (a) Step 1:
Horizontal streamwise vorticity (direction of the vorticity vector shown as white
arrows, direction of spin shown in yellow arrows) is tilted into the vertical by the
updraft (shown as the red line). This creates the rotating mesocyclone. Step 2:
Baroclinically-induced horizontal vorticity is formed in downdraft and is tilted
upwards as it moves toward the ground, forming near-surface vertical vorticity
(blue line). (b) Step 3: In a supercell with a strong mesocyclone and relatively
warm downdraft, perturbation pressure gradient-induced suction pulls parcels
upwards, increasing vertical vorticity by conservation of angular momentum. This
panel is zoomed in to the area of the white dashed box from (a). (c) If the supercell
has a weak mesocyclone, it will have less suction. Additionally, cold downdraft
air will be more negatively buoyant, therefore will take more energy to acquire
upward motion. Both of these instances make tornadogenesis less likely. From
Markowski and Richardson (2014)
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with stronger vertical wind shear, shown as the gray arrows in Fig. 1.2b) produce
more suction, therefore increasing the amount of vertical vorticity at the surface.
Conversely, supercells with weaker mesocyclones (shown as the single gray arrow
in Fig. 1.2¢) are less likely to produce tornadoes. Warmer downdrafts produce
parcels that are less negatively buoyant, and therefore are easier to accelerate
vertically, thereby increasing vertical vorticity. However, there has to be enough
temperature difference to create baroclinically-induced horizontal vorticity de-
scribed in Step 2. Therefore the temperature of the downdraft cannot be too

cold nor too warm (Markowski and Richardson, 2014).

1.4 QLCS tornadogenesis

There are different hypotheses for how vortices are formed in bow echoes, or bow-
shaped lines of convection. One hypothesis is that horizontal vorticity is created
by a temperature gradient between warm, environmental air and air cooled by
evaporation and melting of rain and snow (Trapp and Weisman, 2003, vorticity
shown as black, bold vortex lines in Fig. 1.3). This horizontal vorticity forms
similarly to the second step of supercell tornadogenesis (Markowski and Richard-
son, 2014). The horizontal vorticity is tilted by the downdraft (black vectors),
caused by the rain core (blue hatching), creating cyclonic (red orb and solid red
line) and anticyclonic (purple orb and solid purple line) vertical vortices on the
south and north sides of the downdraft, respectively (Fig. 1.3). After the vortices
are formed, stretching of planetary vorticity enhances the cyclonic and reduces
the anticyclonic vorticity (dashed red and purple lines in Fig. 1.3, respectively,
Trapp and Weisman, 2003).

Another hypothesis of vortex formation is similar to the hypothesis proposed
by Trapp and Weisman (2003). Preexisting horizontal vorticity (vortex lines and
direction of rotation shown as yellow lines in Fig. 1.4) are either created by tem-
perature gradients (Atkins and St. Laurent, 2009) or vertical shear (Weisman and
Davis, 1998). The horizontal vorticity is then tilted upwards by an updraft (red
lines in Fig. 1.4, Weisman and Davis, 1998; Atkins and St. Laurent, 2009). This
process produces vortex couplets (green circles with direction of rotation shown
by the green arrows in Fig. 1.4) with the anticyclonic vortex to the south of the
downdraft and the cyclonic vortex to the north of the downdraft, opposite of the
couplets presented by Trapp and Weisman (2003). This mechanism was mostly
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Figure 1.3: One hypothesis on formation of bow-echo vortices. Horizontal cross-
wise vorticity aloft (seen as the black, bold vortex lines) is tilted downward by the
downdraft (black vectors) in the rain core (blue hatching), creating cyclonic (red
orb and solid red line) and anticyclonic (purple orb and solid purple line) vortices.
The vortex couplet straddles the downdraft along the gust front (barbed green
line). Stretching of planetary vorticity enhances the cyclonic vorticity (dashed
red line) and reduces the anticyclonic vorticity (dashed purple line). From Trapp
and Weisman (2003).

seen early in the bow-echo life cycle in US bow echoes (Atkins and St. Laurent,
2009). A similar mechanism forming vortex couplets was found near simulated
(Straka et al., 2007) and observed (Markowski et al., 2008) supercell low-level
mesocyclones in the US with the cyclonic vortex being collocated with the hook
echo (Straka et al., 2007; Markowski et al., 2008).

Another hypothesis of bow echo vortexgenesis produces only a cyclonic vortex
rather than vortex couplets. Vorticity comes from two different sources. First,
trajectories indicate that low-level warm air ahead of the front acquire horizon-
tal streamwise vorticity from vertical wind shear and are tilted upwards into
the vortex (not shown in Fig. 1.5), similar to Step 1 in supercell tornadogene-
sis (Markowski and Richardson, 2014). Additionally, horizontal vorticity (vortex

lines and direction of rotation shown as yellow lines in Fig. 1.5) is generated
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Figure 1.4: Bow-echo vortex couplet formation where the cyclonic vortex is lo-
cated to the north and anticyclonic to the south. Southward pointing vortex
lines (gold lines) behind the gust front (black barbed line) are tilted upwards by
a localized updraft (red lines) straddling the downdraft (blue lines), therefore cre-
ating a cyclonic northern vortex and anticyclonic southern vortex (green circles).
From Atkins and St. Laurent (2009).

due to temperature gradients in the downdraft, are tilted upwards by the up-
draft (Atkins and St. Laurent, 2009, updraft shown in red lines, resulting vertical
vorticity shown as spiraling blue line in Fig. 1.5), similar to Step 2 in supercell
tornadogenesis (Markowski and Richardson, 2014). Stretching by the updraft
strengthens the vertical vorticity (Atkins and St. Laurent, 2009), similar to Step
3 in supercell tornadogenesis (not shown in Fig. 1.5, Markowski and Richardson,
2014).

1.5 Localized convective and shear vortices

In localized convective and shear vortices, the vortex formation is dictated by
the up- or downdraft forming from non-supercell storms (or a storm without a

persistent rotating updraft) or by preexisting shear. One mechanism by which
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Figure 1.5: Another hypothesis on formation of bow-echo vortices, only producing
a cyclonic vortex, similar to supercell tornadogenesis. Horizontal crosswise vor-
ticity at low levels (shown as vortex lines in gold) in the downdraft (blue lines) are
tilted upwards by the updraft (red lines) creating a vortex (green circle) along the
gust front (black barbed line). Subsequent stretching by the updraft strengthens
the vortex. From Atkins and St. Laurent (2009).

these tornadoes form is by stretching of preexisting vertical vorticity by an updraft
early in the development of a thunderstorm by conservation of angular momentum
(Brady and Szoke, 1989; Wakimoto and Wilson, 1989). Unlike for the hypotheses
for both supercells and bow echoes, tornadogenesis in these shear vortices does
not require tilting. Often, the preexisting vorticity is cited as being created
by horizontal shearing instability (HSI; e.g., Wakimoto and Wilson, 1989; Lee
and Wilhelmson, 1997b), or the concentration of vertical vorticity caused by

perturbations (Glickman, 2000), discussed more below.

Vortex development by HSI has been described, using results from an ide-
alized simulation, by Lee and Wilhelmson (1997b) as a six step process. First,
the wind shift along a boundary, such as a surface cold front, provides a zone
of horizontal shear known as a vertical vortex sheet. Second, the HSI rolls the

vortex sheet into separate vortices because of inhomogeneities, such as lobe and
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cleft instability (shown as the breaking waves along the line in Fig. 1.6 I), inter-
sections of horizontal convective rolls with the cold front, friction, or temperature
variations (Carbone, 1982; Lee and Wilhelmson, 1997b) along the line (vortices
shown as black circles in Fig. 1.6 II). Third, the individual vortices interact and
merge into larger vortices (Fig. 1.6 III). The individual larger vortices deepen as
vorticity is advected upward by the vortex and storm updraft (shown as vertical
black lines in Fig. 1.6 III). Fourth, the vortex strengthens to tornadic strength
by stretching due to conservation of angular momentum (Fig. 1.6 IV). The vor-
tices are maintained by vorticity advection and tilting of horizontal vorticity, but
tilting of baroclinically-induced horizontal vorticity was not found to be a sig-
nificant source of vortex production (Lee and Wilhelmson, 1997b). Fifth, cold
pools (shaded area at the surface in Fig. 1.6 V) are formed due to evaporation
of precipitation (hashed lines) and formation of a downdraft (downward pointing
black lines in Fig. 1.6 V) and outflow increases convergence, thus increasing vor-
tex stretching (Fig. 1.6V). Sixth, the tornado dissipates (shown as the slanted,
spiral black lines in Fig. 1.6 VI) as the downdraft strengthens and the negatively
buoyant cold pool surrounds the circulation, creating downward, difluent motion

(Fig. 1.6 VI).

Conversely to the model from an idealized simulation presented by Lee and
Wilhelmson (1997b), real-data simulations (e.g., Wheatley and Trapp, 2008) and
observations (e.g., Carbone, 1983) found that a vortex sheet was formed by the
tilting of horizontal vorticity, not by preexisting vertical vorticity due to wind
shear along a boundary. The vortex sheet was rolled up into vortices by HSI and
the vortices were intensified by stretching, similar to the process hypothesized by

Lee and Wilhelmson (1997b).

In idealized simulations, Lee and Wilhelmson (1997¢) found that higher CAPE
increased tornadic potential by encouraging stronger vortices, whereas Smart and
Browning (2009) found no correlation between CAPE and circulation intensity.
Narrow cold-frontal rainbands with larger forward motion (Clark, 2013; Clark
and Parker, 2014), a larger temperature difference across the front (Clark, 2013),
and larger horizontal wind shear across the front (Wakimoto and Wilson, 1989;
Lee and Wilhelmson, 1997a; Kawashima, 2011; Clark, 2013; Clark and Parker,
2014) are more likely to produce tornadoes. The finding that increased horizontal
wind shear across the line increases tornadic potential supports the notion that

a vortex sheet caused by a wind-shift line plays a role in NCFR vortexgenesis.
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ol cutflow boundary

Figure 1.6: Schematic showing the hypothesis of nonsupercell vortexgenesis aris-
ing from horizontal shearing instability (HSI) with black lines showing horizontal
and vertical motion. (I) and (II) Perturbations form along a vortex sheet (or tran-
sition zone of horizontal shear) along a surface boundary, such as a cold front,
trigger HSI, which causes the vortex sheet to roll up into vortices. (III) The
vortices interact and merge into larger vortices, deepening by vorticity advection.
(IV) Stretching strengthens the vortices to tornadic strength. (V) A cold pool
and downdraft form. (VI) The downdraft dominates storm motion and cold pool
air surrounds circulation, dissipating the tornado (spiraling black lines). From
Lee and Wilhelmson (1997b).

1.6 NCFRs

Narrow cold-frontal rainbands (NCFRs, Houze et al., 1976) have been associated
with damaging winds and tornadoes (e.g., Smart and Browning, 2009; Clark
and Parker, 2014). The linear nature of the convection suggests that NCFRs
belong to the QLCS category of tornadoes. Many different radar reflectivity
signatures have been associated with tornadoes along NCFRs such as hooks (radar
reflectivity resembling a hook, e.g., Carbone, 1982; Clark, 2011, Fig. 1.7a), bulges

or bow echoes (radar reflectivity with the center bulging or bowing ahead of
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the rest of the line, e.g., Smart and Browning, 2009; Clark, 2011; Clark and
Parker, 2014, Fig. 1.7b), and “core and gap” structure (two lines of higher radar
reflectivity, separated by a gap, e.g., Hobbs and Persson, 1982; Jorgensen et al.,
2003, Fig. 1.7¢). Some of these reflectivity signatures are associated with different
tornado types as listed above: hook echoes with supercells, bow echoes with
QLCS, and core and gap with HSI and localized convective and shear vortices
(Smart and Browning, 2009; Kawashima, 2011; Clark and Parker, 2014). The
different reflectivity signatures associated with both NCFRs and other different

storm types begs the question, what formation mechanism causes tornadoes in
NCFRs?

Reflectivity (dBZ) ; ’
[ | | | S Vertical Vorticity ———— Horizontal velocity
> m/s

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75

Figure 1.7: Modeled radar reflectivity (colored contours) showing examples of (a)
a hook echo, (b) a bulge or bow echo, and (c) core and gap structure. Vertical
vorticity (black contours) and horizontal vorticity (gray contours) are also shown.
More details on the simulation and the results can be found in Chapter 4.

1.7 Research questions

There are a number of discrepancies or gaps in the literature presented above,
which motivated the research questions investigated in this thesis. This section
will detail the discrepancies, list the research questions, and outline the remainder
of the thesis.

Although many previous tornado climatologies have been conducted in the
British Isles, there is no consensus on the seasonality of tornadoes. Additionally,

probability analysis of where and how likely tornadoes are to occur in the British
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Isles has not been conducted since the 1980’s (Meaden, 1985a). Additionally, a
study using environmental soundings comparing tornadic and nontornadic envi-
ronments has not been conducted in the British Isles. Finally, a tornado parent
storm type analysis has not been conducted in the British Isles. To address these

discrepancies, the following research questions are addressed in Chapter 2:

1. Where, when, and from what storm types do British Isles tornadoes form?
What sounding parameters distinguish tornadic from nontornadic environ-

ments? Which areas of the British Isles are most susceptible to tornadoes?

Chapter 2, which is formatted as a journal-style paper, addresses these re-
search questions by using tornado report data from 1980-2012 and details the
probability of tornadoes spatially across the British Isles, interannual variabil-
ity, annual and diurnal cycles of tornado activity, parent storm types of tornadic
storms, and the environmental conditions derived from proximate soundings (such
as instability and shear) of tornadic and nontornadic storms.

The results of Chapter 2 are useful for a variety of purposes. The spatial
probability analysis of tornado occurrence is useful for understanding the most
likely locations for tornado occurrences, which helps with public awareness, fore-
caster knowledge, and decision-makers such as insurance agencies. The interan-
nual variability, annual, and diurnal cycles is similarly useful for awareness and
preparedness. Parent storm and proximity sounding analyses are useful to help
forecasters diagnose potentially tornadic environments.

Chapter 2 was published under the title, Climatology, Storm Morphologies,
and Environments of Tornadoes in the British Isles: 1980-2012 in the June 2015
issue of Monthly Weather Review. David Schultz is listed as co-author on Chapter
2. However, the work was all completed by me, under his guidance.

One finding from Chapter 2 was that linear storms, such as narrow cold-frontal
rainbands, are the most common parent storm type for tornadoes in the British
Isles. Additionally, it is tricky to predict where along these storms tornadoes
will occur, making tornadoes produced by linear storms a challenging forecasting
problem. Therefore, Chapters 3 and 4 focused on the dynamics of vortices along
a narrow cold-frontal rain band that traversed northern Wales and England on
29 November 2011. Chapters 3 and 4 were based upon a simulation using the
Advanced Research Weather and Forecasting Model (WRF-ARW, Skamarock
et al., 2008).
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When analyzing a case study, it is important to produce a realistic simulation,

which begs the following research question:

2. Which initialization time and combination of parameterizations lead to the

most accurate simulation of a modeled NCFR?

Therefore, Chapter 3 summarizes the results of 96 different combinations of
planetary boundary layer scheme, microphysics scheme, land surface scheme, and
initialization times for the 29 November 2011 narrow cold-frontal rainband to
ensure the simulation in Chapter 4 was as close to reality as possible. Even
though Chapter 3, Sensitivity Tests of a WRF-Simulated Tornadic Narrow Cold-
Frontal Rainband in the United Kingdom, is formatted like a journal-style paper,
is not intended for publication because it is provided as a technical document
further explaining the methodology in Chapter 4. David Schultz is also listed as
co-author for Chapter 3, but the work was completed by me, under his guidance.

Finally, because many radar reflectivity signatures, such as core and gap,
hook, and bow echoes, have been associated with NCFR tornadoes and each of
the signatures is associated with different hypotheses of vortexgenesis, it is un-
clear which hypothesis of vortexgenesis applies, especially in an NCFR exhibit-
ing many of the reflectivity signatures listed above (e.g., Smart and Browning,
2009). Additionally, tilting has been noted as contributing to vortexgenesis and
the generation of strong winds in NCFRs associated with HSI (e.g., Carbone,
1983; Smart and Browning, 2009), contrary to the model of HSI-induced vortices
(Lee and Wilhelmson, 1997b). Therefore, Chapter 4 of this thesis addresses the

following research questions:

3. What is the mechanism creating vortexgenesis in NCFRs with different
radar reflectivity signatures? Is it possible for many mechanisms to be

present? Could tilting also be involved in vortexgenesis with HSI present?

To address these research questions, Chapter 4, The case for multiple growth
mechanisms of vortices along a tornadic cold front, analyzed the simulated narrow
cold-frontal rainband chosen in Chapter 3. Vortices associated with a wave, hook,
bowing segment, core and gap, and broken S radar reflectivity signatures were an-
alyzed at vortexgenesis and at vortex maturity (when strongest horizontal winds
occurred near the surface). Analysis includes cross sections and backwards tra-

jectories to determine the magnitude of stretching and tilting required for both
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vortexgenesis and vortex maturity. This study challenges previous conceptual
models for vortexgenesis that suggest contrary vortexgenesis and vortex matu-
rity mechanisms. Additionally, understanding the origin of vorticity in NCFR
tornadoes may help future forecasts, especially in the British Isles, where torna-
does from this type of parent storm are common.

Chapter 4 is aimed to be published in Monthly Weather Review, but has not
been submitted yet because I wanted comments from my internal and external re-
viewers first. Again, David Schultz is listed as co-author on Chapter 4. However,
the work was all completed by me, under his guidance.

The thesis ends with Chapter 5, which summarizes the conclusions from Chap-

ters 2, 3, and 4 and suggests future work.
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ABSTRACT

A climatology is developed for tornadoes during 1980-2012 in the British Isles, defined in this article as
England, Scotland, Wales, Northern Ireland, Republic of Ireland, Channel Islands, and the Isle of Man. The
climatology includes parent storm type, interannual variability, annual and diurnal cycles, intensities, oc-
currence of outbreaks (defined as three or more tornadoes in the same day), geographic distribution, and
environmental conditions derived from proximity soundings of tornadoes. Tornado reports are from the
Tornado and Storm Research Organization (TORRO). Over the 33 years, there were a mean of 34.3 tor-
nadoes and 19.5 tornado days (number of days in which at least one tornado occurred) annually. Tornadoes
and tornado outbreaks were most commonly produced from linear storms, defined as radar signatures at least
75km long and approximately 3 times as long as wide. Most (78%) tornadoes occurred in England. The
probability of a tornado within 10 km of a point was highest in the south, southeast, and west of England. On
average, there were 2.5 tornado outbreaks every year. Where intensity was known, 95% of tornadoes were
classified as FO or F1 with the remainder classified as F2. There were no tornadoes rated F3 or greater during
this time period. Tornadoes occurred throughout the year with a maximum from May through October.
Finally, tornadoes tended to occur in low-CAPE, high-shear environments. Tornadoes in the British Isles
were difficult to predict using only sounding-derived parameters because there were no clear thresholds

VOLUME 143

9Climatology, Storm Morphologies, and Environments of Tornadoes in the

between null, tornadic, outbreak, and significant tornado cases.

1. Introduction

Although tornadoes in the British Isles have been la-
beled as “freak’ occurrences by the media (Elsom 1985),
the United Kingdom has been cited as having more tor-
nadoes per area than any other country in the world
(Reynolds 1999). In fact, over 30 tornadoes are known to
have occurred in Britain before 1660 (Rowe 1999).

Deaths are not common in British Isles tornadoes
(Elsom and Meaden 1984), but injuries and damage to
property have been observed. For example, the F2
Birmingham tornado on 28 July 2005 resulted in 19 in-
juries and approximately £40 million ($68 million) in
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damages (Russell 2010). Because tornadoes pose
a threat to human health and property, the knowledge of
when, why, where, and under which conditions torna-
does occur has great relevance.

Although tornadoes have been reported on every
continent except Antarctica, the conditions under which
tornadoes are produced may not be the same everywhere
(Brooks 2009). This makes tornado climatologies con-
ducted in countries outside of the United States, for ex-
ample, important. Temporal analysis of tornadoes has
been conducted before in the British Isles (Table 1).
These climatologies reported average annual occurrence
of tornadoes ranging from 10.3 tornadoes per year (Ire-
land, 1999-2001; Tyrrell 2003) to 47.2 tornadoes and
waterspouts per year (United Kingdom, 1981-2010; Kirk
2014). This statistic varies depending on the study period
and whether waterspouts were included. This article up-
dates the knowledge of tornado occurrence in the British
Isles by using a 33-yr study period excluding waterspouts.

Another common analysis of the studies summarized
in Table 1 was seasonality. The results depended on the
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TABLE 1. Selected results from previous tornado climatologies conducted in the British Isles.
Avg annual Season
Avg annual No. of determined from
No. of tornado Waterspouts Tornado tornado numbers
Study Location Years tornadoes days included? season or days?
Lacy (1968) England,
Scotland, 1963-66 19.5 9.0 No Winter Days
and Wales
Elsom and United 1960-82 32.1 12.7 No Summer and Days
Meaden (1984) Kingdom autumn
Elsom (1985) United 1950-84 27.7 16.1 No — —
Kingdom
Meaden (1985a) England, 1970-79 ~32 18 Yes Summer and Days
Scotland, autumn
and Wales Autumn and Numbers
winter
Reynolds (1999) United 1960-89 332 15.8 No Autumn Numbers
Kingdom
Tyrrell (2003) Ireland 1950-2001 10.3 — No Summer and Numbers
(1999-2001) autumn
Holden and United 1995-99 24.4 — No Spring and Numbers
Wright (2004) Kingdom summer
Kirk (2007) United 1980-2004 45.7* 22.6% Yes Autumn Numbers
Kingdom
Kirk (2014) United 19812010 47.2 24.3 Yes Summer Days
Kingdom 36.5 18.9 No Autumn Numbers
This article British Isles 1980-2012 343 19.5 No Summer Days
Summer and Numbers
autumn

*Kirk (2007) originally reported a mean of 51.4 tornadoes and 24.2 tornado days per year. These numbers were revised to 45.7 tornadoes
and 22.6 tornado days per year in Kirk (2014) after correcting database errors.

study period and whether tornado numbers or tornado
days (number of days in which at least one tornado occurs)
were used. The season with the most tornadoes has been
cited as autumn (Reynolds 1999; Kirk 2007, 2014), summer
and autumn (Tyrrell 2003), autumn and winter (Meaden
1985a), and spring and summer (Holden and Wright 2004).
Using tornado days, tornado season has been cited as
winter (Lacy 1968), summer and autumn (Elsom and
Meaden 1984; Meaden 1985a), and summer (Kirk 2014).
Using both tornado day and tornado number analysis, this
article will address the discrepancy in seasonality.

An analysis of the types of storms and environmental
parameters conducive to producing tornadoes has not
been conducted by the studies in Table 1. The only re-
search on environmental conditions associated with tor-
nadic storms have been case studies (e.g., Bolton et al.
2003; Clark 2012) or were based on reanalysis data over
short periods and large areas (e.g., Brooks et al. 2003b;
Romero et al. 2007). This article addresses these gaps in the
research by including storm type and proximity sounding
analyses. Additionally, this article assesses the probability
of tornadoes spatially in the British Isles, furthering the
gridded tornado frequencies presented in Meaden (1985a).

Section 2 discusses the Tornado and Storm Research
Organization (TORRO), the organization from which
the tornado occurrence data come. Section 3 describes
the data and methods used in this study. The type of
parent storms producing tornadoes is analyzed in sec-
tion 4. Spatial patterns in tornado occurrence are pre-
sented in section 5, including an analysis of probability
of tornado occurrence and how those probabilities
change throughout the year. Section 6 examines the in-
terannual variability, annual cycle, diurnal cycle, and
occurrence of outbreaks. Section 7 details the intensity
of tornadoes. Section 8 describes the environmental
conditions in which tornadoes occur using proximity
soundings. The results are summarized in section 9.

2. TORRO

The data used in this climatology come from TORRO,
a U.K.-based, nonprofit organization founded in 1974
(Elsom and Meaden 1984; Meaden 1985b; Elsom et al.
2001). TORRO collects severe weather reports from the
media and over 350 observers in the United Kingdom,
Republic of Ireland, and elsewhere around the world
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(Elsom et al. 2001). The public can also submit reports
through the TORRO website (http://www.torro.org.uk).
Although TORRO collects reports worldwide, its con-
tributors are concentrated in the British Isles, which is
the subset of data used in this article. TORRO staff,
ranging from amateur meteorologists to doctoral re-
searchers, work on a volunteer basis. To help distrib-
ute work within the organization, TORRO is broken
into three divisions: Tornado, Thunderstorm and Severe
Weather, and Severe Weather Forecast.

Besides collecting severe weather reports, TORRO
conducts site investigations to verify tornado reports
and classify the damage using the tornado intensity scale
(T scale). In 1972, Terence Meaden, the founder of
TORRO, created the T scale, a tornado intensity classifi-
cation scale, similar to the Fujita scale used in the United
States (Elsom et al. 2001; Kirk 2014). The T scale has twice
as many classifications as the Fujita scale, making it useful
for European tornadoes, which tend to be less intense than
American tornadoes (Meaden 1985b). To convert be-
tween the Fujita (F) and T scales, the equation F ~0.5T
and rounded down to the nearest integer can be used
(Brooks and Doswell 2001; Meaden et al. 2007).

TORRO designates tornado reports as either proba-
ble, meaning a tornado likely occurred but no hard ev-
idence has been cited, or definite, meaning a tornado has
been confirmed. The distinction between probable and
definite is determined on a case-by-case basis with the
final word lying with the head of the Tornado Division of
TORRO. The amount of information available on the
report determines the designation of probable or defi-
nite. For example, a tornado would be classified as
definite if a site survey was completed and damage was
concluded to be attributable to a tornado. If there was
no site survey, but a photo or video of the tornado
was available, the report would also be considered def-
inite. Reports coming from a knowledgeable, educated
observer would likely become definite after more in-
vestigation. If only photos of damage were available,
classification depends on the damage portrayed. For
example, twisted trees or a narrow swath of damage
would help designate a tornado as definite. In the ab-
sence of a site investigation or photographic or video
evidence, an environmental situation conducive to tor-
nadoes would designate the report as probable. This
article uses both definite and probable reports, similar to
Elsom and Meaden (1984) and Kirk (2014).

3. Data and methods

This climatology uses tornado reports collected by
TORRO during 1980-2012 over England, Scotland,
Wales, Northern Ireland (together considered the
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United Kingdom), the Republic of Ireland, the Channel
Islands, and the Isle of Man (Fig. 1). For the purpose
of this article, this area is considered the British Isles.
As our period of analysis falls after the founding of
TORRO, the data used herein are not based on histor-
ical reports, but instead from observer and media
reports.

Waterspouts are excluded from this article because
they are not as reliably reported as land-based torna-
does. Additionally, we want to document land-based
tornadoes because these are more threatening to life and
property. Cases that originated on land and moved over
water or originated on water and moved over land
were included in the analysis because they were over
land for part of their duration. Some reports include
multiple tornadoes in the same location, occurring as
part of the same parent storm or boundary. These re-
ports are considered one tornado case (Rauhala et al.
2012). To control for outbreaks (a day in which three
or more tornadoes occur), tornado-day analysis was
also conducted.

Some cases in the TORRO database are incomplete,
containing uncertain location, time of occurrence, or
intensity. Any uncertain information was left out of the
analysis, although the case remained in the dataset to
prevent the tornado dataset from becoming too limited.
Therefore, there are different numbers of tornadoes
included in different analyses. These numbers are
reported along with the results.

An unusually large outbreak, which was omitted from
some analyses, occurred on 23 November 1981 when 104
tornadoes were reported across the British Isles (here-
after called the 1981 Outbreak). The size of the outbreak
was unusual for the British Isles (discussed in section
6d). One reason so many tornadoes were reported were
the appeals made for further reports. According to
Rowe (1985), reports of 35 tornadoes came from press
cuttings, 30 came after meteorologist Michael Hunt
called for reports on Anglia Television, and the re-
maining 39 came from TORRO’s appeals in provincial
newspapers. As a result of the appeals, it is possible that
some tornado reports are not valid or are reporting the
same tornado. It is also possible that there were indeed
104 tornadoes on that day, but a similar appeal process
has not been followed for subsequent tornado cases.
Therefore, in most analyses in the present paper, results
are presented both including and excluding the 1981
Outbreak, in case this event was overreported.

There were 1241 tornado cases over 642 tornado days
(including the 1981 Outbreak) over the 33 years. The
data used herein differ slightly from Kirk (2014), who
analyzed 1416 tornado cases on 729 tornado days. First,
we included data from 1980, 2011, and 2012, and



JUNE 2015 MULDER AND SCHULTZ 2227
10000
B 5000
.
Scotland 1000
© | 4 -Edj,_ngurgh
0 ~hagals g B
oo
ot Newcastle 500
Northern Ireland
: “Be%afst i
Isle of Man, -
o i1 v @ York
. L) A > 250
S Dublin m g_z L b
Ireland L R
ngland -
. ';ﬁi SPHR AT
Wales Biivinghiam T el -
o ] o 226 ke - @
o & & i % <
Swansea - g e T
'07‘.,;~iB_rls§oI‘ a ’o"
Cardiff -+  Rez fir 1
e, T ®
g
-
Channel Islands
T T | T T | \
-10 -8 -6 -4 -2 0 2
FIG. 1. Map of the British Isles and locations described in the text and 2000 population density

in people per square kilometer.

included the Republic of Ireland. Second, we excluded
tornadoes occurring only over water. Third, we excluded
the 1981 Outbreak from some analyses. Fourth, we
omitted uncertain data from analysis.

4. Parent storm analysis

To determine the type of storm from which tornadoes
were produced, the Met Office 1-km grid spacing Nim-
rod radar 5-min composite rainfall rates were used.
Radar data were only available starting in April 2004, so
a subset of 254 tornadoes with known locations, dates,
and times during April 2004—December 2012 (20% of all
1241 tornado cases) were included in this analysis.

Parent storms were categorized manually based on
the classification scheme in Gallus et al. (2008) (Fig. 2).

All morphologies had at least 2.5mmh ™' peak rainfall
rate. Because of the small sample of tornadoes, broken
lines, bow echoes, and all squall lines with or without
stratiform rain were collectively classified as linear
(Fig. 2). Linear morphologies were defined by being at
least 3 times as long as wide and at least 75km long,
following Gallus et al. (2008). Other morphologies were
isolated cell, nonlinear, cluster, and unassigned. [solated
cells were defined as cells with high rainfall rates com-
pletely separated from each other. Clusters, like isolated
cells, had discrete regions of high rainfall rates but were
connected by weak rainfall rates. Nonlinear morphol-
ogies differed from clusters due to their lack of discrete
cells and large size (approximately 70 km wide). If the
case did not fit into a category, belonged to multiple
categories, or could not be classified because of poor
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FIG. 2. Classification scheme for parent storm analysis, adapted from Gallus et al. (2008).

radar coverage, it was classified as unassigned (Doswell
1991).

The most common category of storm morphology,
with 42% of all tornadoes in the British Isles, was the
linear category (Fig. 3). In contrast, in the United States
during 1998-2000, 18% of tornadoes were produced
from linear systems, with 79% produced from isolated
cells (Trapp et al. 2005). Other morphologies in the
British Isles were isolated cells (28%), nonlinear sys-
tems (11%), and clusters of cells (9%). The remaining
10% were unassigned. In winter and autumn, the most
common storm morphology was linear storms (52% and
62%, respectively; Fig. 4). In summer, 42% of tornadoes
were produced by isolated storms, the most common
storm morphology. In spring, the most common storm
morphology was isolated cells (31%) followed by non-
linear storms (23 % ); linear storms were least common in
spring compared to the other seasons (14%; Fig. 4).

5. Spatial distribution of tornadoes

To analyze the spatial distribution of tornadoes, gridded
point observations of tornado touchdown locations
(n=1091) were smoothed temporally and spatially using
Gaussian smoothers. The method is the same as Brooks

et al. (2003a) and is summarized below. Touchdown lo-
cations were used because only 20% of cases had track
information. Additionally, because 83% of track lengths
were less than or equal to 5 km, incorporating track length
would produce similar results. Tornadoes from the 1981
Outbreak were omitted from the spatial analysis because
they distorted the spatial distribution of tornadoes on and

near that day.
50% 140

] 120
40%
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% |
306_ 80

20% 60

Percentage

40

Number of Tornadic Storms

10% -
1 20
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Isolated cell

Linear

Nonlinear Cluster of cells Unassigned

FIG. 3. Histogram of parent storm type for tornadic storms in the
British Isles, based on the classification scheme in Fig. 2. Left side y
axis in percentage of total 254 tornadic storms; right-side y axis in
number of tornadic storms.
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FIG. 4. Percentage of tornadic storms classified as each parent storm type in the British Isles by
season based on the classification scheme in Fig. 2.

First, tornado point observations were transferred to
a grid box with Lambert conformal conic map projection
(standard parallels of 43° and 62°N). Grid spacing was
0.125°, or approximately 10-km by 10-km grid size.
Second, the mean unsmoothed frequency of tornado
occurrence on the day of interest m, was calculated for
each grid box every day of the year by

=— 1
m= M
where M is the number of years in the period with at least
one tornado in the grid box and N is the number of years
in the dataset (N = 9 for 29 February, N = 33 for all other
days). Third, the data were temporally smoothed using

W6y 1 (n—k 2
f"_kg'l\/Z_wo-texpl E( o, ) ]’ @

where f,, is the mean time-smoothed frequency of tor-
nadoes on the day of interest n, k is the day of the year,
and o, is the temporal smoothing parameter. Fourth, f,, is
smoothed spatially to find p, ., the probability of a tor-
nado occurring within the grid box (x, y) on day n by

J 1 f 1 d.. 2
Pryn= 2 "5 exp| = (”) SN E)
X

Oy

where [ is the number of grid boxes in the x direction, J is
the number of grid boxes in the y direction, d;; is the
Euclidean distance between the location of interest

(x, y) and the data location (i, j), and o is the spatial
smoothing parameter. A 15-day temporal smoothing
parameter was used, the same as used in Brooks et al.
(2003a). Brooks et al. (2003a) used a 120-km spatial
smoothing parameter for their 80-km by 80-km grid size.
Because of our smaller grid size, a 50-km spatial
smoothing parameter was chosen. The results were
plotted as smoothed contours to help detect important
spatial patterns.

Maximum annual cumulative probability of a tornado
in a 10-km grid box was maximum in England (Fig. 5),
where 78% of cases occurred. Local probability maxima
were typically near cities. More specifically, probabili-
ties of tornadoes within 10km of a point were locally
higher southwest of London between London and
Reading (up to 6.0%), northeast of London to Ipswich
(up to 4.0%), from Bristol north to Manchester (up to
5.0%), and along the south coast of Wales near Swansea
(up to 3.0%). Scotland, Northern Ireland, the Republic
of Ireland, and the Channel Islands had local maxima up
to 2.0% chance of a tornado occurring within 10 km of
a point.

The area of highest tornado probability varied by lo-
cation throughout the year (Fig. 6). February through
April, tornado probabilities were small (up to 0.02%)
and localized across England. In May through Septem-
ber, the probability of tornadoes filled in across England
and locally increased to up to 0.03%. In October
through December, the maximum tornado probability
moved to southern England before low probabilities
become scattered across England again in January.
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FIG. 5. Cumulative percent probability of a tornado occurring in a 10-km grid box across the
British Isles per year, using a 15-day temporal and 50-km spatial smoothing parameter.

The migration of maximum tornado probability, up to
0.04%, in the British Isles south toward coastal areas and
relatively warm seawater is similar to the migration of
maximum tornado probability from the Great Plains to
the southeastern United States (referred to as ‘“‘Dixie
Alley”’) during November through February (Brooks
et al. 2003a; Gagan et al. 2010; Dixon et al. 2011; Smith
et al. 2012). Perhaps the spatial change in tornado
probabilities in the British Isles is due to local, seasonal
conditions favorable to deep, moist convection. For
example, Holley et al. (2014) found that highest con-
vective available potential energy (CAPE) values in
September through January (over the study period
2002-12) were along the south coast of England.

The overall spatial patterns of tornado probabilities
could be affected by secular differences. This is

especially apparent in Fig. 5, where higher probabilities
mirrored the population density in the United Kingdom
(Fig. 1) and in Fig. 6 where areas of higher probability
lingered near cities throughout the year. Tornado
probabilities were near zero in central and eastern
Wales, most of Scotland, the Republic of Ireland, and
Northern Ireland throughout the year (Fig. 6). These
patterns were likely present because of the few people
present to witness and therefore report a tornado. An
additional challenge in the British Isles is that tornado
occurrence data are not actively collected through the
Met Office or Irish Meteorological Service. Although
tornado occurrence data are collected for tornado
warning verification in the United States, tornado warnings
are not issued in the United Kingdom (Rauhala and
Schultz 2009) or the Republic of Ireland (http://www.met.
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FIG. 6. Change in tornado percent probabilities on the first day of every month using a 15-day temporal and 50-km
spatial smoothing parameter.
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F1G. 7. Histogram of number of tornadoes and tornado days per
year during 1980-2012. Number of tornadoes including the 1981
Outbreak are shown as a dashed line (rn = 1235). Number of tor-
nadoes not including the 1981 Outbreak are shown as a solid line
(n=1131). Tornado days are shown as columns (n = 642).

ie/nationalwarnings/warnings-explained.asp). Instead, wind
and rain (and thunderstorm, in the Republic of Ireland)
warnings are issued because these hazards pose a greater
risk, partially because of their more common occurrence
and larger area affected. Additionally, hazards from wind
and rain occur simultaneously with tornado threats.

6. Temporal analysis

The following sections discuss when tornadoes and
outbreaks occur in the British Isles.

a. Annual variation

The number of tornadoes by year, including the 1981
Outbreak, ranged from 12 in 1989 to 149 in 1981 with
amean of 37.4 and a median of 26 tornadoes per year. Not
including the 1981 Outbreak, the maximum annual tor-
nado occurrence was 81 in 1982 with a mean of 34.3 and
a median of 26 tornadoes per year. A mean of 19.5 and
median of 18 tornado days occurred annually with a min-
imum of 8in 1987 and a maximum of 43 in 2004. The mean
tornado numbers and days per year were lower than that
of Kirk (2007) because waterspouts were not included in
this article. The mean tornado numbers and days differed
from that of Kirk (2014) because this article included
different years (Table 1) and handled the data differently.

There was evidence of a stepwise increase in tornado
cases between 1980-96 and 1997-2012 (Fig. 7). The
mean number of tornadoes per year, not including the
1981 Outbreak, increased from a mean of 26.6 and
a median of 20.0 in 1980-96 to a mean of 42.4 and
a median of 41.0 in 1997-2012. The means did not differ
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FIG. 8. Scatterplot of the percentage of all tornado cases that are
definite (as opposed to probable) by year, 1980-2012. The best-fit
line is also shown.

significantly when including the outbreak (p = 0.31), but
significantly differed when the outbreak was omitted
(p <0.01). Mean annual tornado days differed signifi-
cantly (p = 0.02) between 1980 and 1996 with a mean of
13.5 and a median of 11.0 and 1997-2012 with a mean of
25.8 and a median of 25. The increase in tornado cases
could be explained by increased awareness and interest
in tornadoes due to the popular film Twister released in
July 1996 in the United Kingdom.

There did not appear to be a difference in the per-
centage of definite (versus probable) tornadoes during
1980-2012 (Fig. 8), indicating that social media and the
prevalence of phones with cameras, which have gained
popularity in the past five years, have not necessarily led
to an observed increase in reporting or verification of
tornadoes. In fact, there was a significant decrease in the
mean percentage of definite tornadoes in the last five
years studied (p = 0.02).

All previous U.K. tornado climatologies including 20
years or more of data, not including waterspouts, cite
amean of between 27 and 37 tornadoes per year (Table 1).
These means are comparable to the means found herein,
providing evidence that the dataset has stabilized since the
1997 step function increase.

England averaged 2.2 tornadoes per year per
10000 km?, more than the 1.3 per year per 10000km? in
the United States (including Alaska and Hawaii, 1991-
2010; NCDC 2014). Because the frequency of occur-
rence of tornadoes in the United States is higher east of
the Rocky Mountains, the country as a whole averaged
fewer tornadoes per area compared to England. For
comparison, Oklahoma, in “Tornado Alley,” had an
average of 3.5 tornadoes per year per 10000 km?. In-
cluding the rest of the British Isles, there were 1.2
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tornadoes per year per 10000km? comparable to the
value for the entire United States.

b. Monthly distribution

Tornado season in the British Isles depends upon the
inclusion of the 1981 Outbreak and the use of tornado
numbers or tornado days. With the outbreak, the season
with the highest number of tornadoes (37.6%) was au-
tumn (Fig. 9), consistent with Reynolds (1999), Kirk
(2007), and Kirk (2014) (Table 1). Removing the out-
break, there were nearly equal tornado numbers in the
summer and autumn (31.4% and 31.8%, respectively),
consistent with Tyrrell (2003) (Table 1). Conversely, the
season with the highest proportion of tornado days
(38.3%) was summer (Fig. 9), consistent with Kirk
(2014) (Table 1).

Smoothing all tornado occurrence data with known
dates (n =1183) temporally following Eq. (2) yielded
the probability of a tornado day occurring anywhere in
the British Isles any day of the year, represented as
a decimal between 0 and 1 (Fig. 10). The probability of
a tornado day doubled from 0.04 in January to 0.08 in
August, which makes May through October appear to
constitute a ‘““tornado season.” For comparison, the
decimal probability of tornadoes in the United States
increased from almost 0.2 to approximately 0.9 from
1 January to mid-June (Fig. 11). The nearly fivefold in-
crease in tornado probabilities indicates a more distinct
tornado season in the United States compared to the
twofold increase in the British Isles. Additionally, the
probability of tornado days in the British Isles from
September to December was nearly constant (Fig. 10).
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FIG. 10. Probability of a tornado day occurring anywhere in the
British Isles by temporally smoothing tornado occurrence data
using a 15-day moving window. Probabilities are expressed as
a decimal between 0 and 1. The bold black line is the mean, dashed
lines are the mean plus and minus one standard deviation, and the

red solid lines are maximum and minimum values.

Although there is a slight seasonality to tornado days,
tornadoes occur year-round in the British Isles.

c. Diurnal distribution

Of the 669 tornadoes in the British Isles for which
the time of occurrence was known, including the 1981
Outbreak, 77.6% occurred during the daytime between
0800 and 2000 UTC (Fig. 12). There was a maximum in
tornado occurrence in the late morning and afternoon
with 57.5% of tornadoes touching down between 1100

1
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FIG. 11. Probability of a tornado day anywhere in the United
States, smoothing tornado touchdown data during 1980-99 using
a 15-day moving window. Probabilities are expressed as a decimal
between 0 and 1. Similar to Fig. 10, the bold black line is the mean,
dashed lines are the mean plus and minus one standard deviation,
and the thin solid lines are maximum and minimum values [from
Brooks et al. (2003a)].
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and 1759 UTC, the same percentage as Kirk (2014).
Excluding the 1981 Outbreak, 54.6% of tornadoes oc-
curred between 1100 and 1759 UTC, resembling the
distribution including the outbreak.
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By season, an afternoon peak in tornado activity oc-
curred in spring, summer, and autumn (Figs. 13a, 13b,
and 13c, respectively). In the winter, tornadoes occurred
consistently through the day and night, except for a dip
before midnight and at 0100 UTC (Fig. 13d). The British
Isles are between 49° and 60° latitude so there are less
than 8h of daylight in the winter. Because tornadoes
were reported throughout the night, especially in winter,
there likely was not a reporting bias toward daytime
tornadoes.

d. Tornado outbreaks

There was a mean of 2.5 and a median of 2 tornado
outbreaks (3 or more tornadoes in a day) per year with
12.8% of tornado days being outbreak days (Fig. 14).
Omitting the 1981 Outbreak, all tornado outbreaks
consisted of fewer than 30 tornadoes and 90.2% of
outbreaks had fewer than 10 tornadoes. The probability
of exceedance of a 29-tornado outbreak was 0.3%,
meaning a 104-tornado outbreak would be unlikely and
rare, although still possible.

Tornado outbreaks, 51% of which were produced by
linear storms, occurred year-round with a maximum of
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FIG. 13. Histogram of diurnal distribution of tornado cases in (a) spring, (b) summer, (c) autumn, and (d) winter. In
autumn, the distribution is shown both including the 1981 Outbreak (hashed columns) and without the 1981 Out-

break (solid columns).
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FIG. 14. Number of tornadoes occurring on each of the 642 tor-
nado days, defined as 0000-2359 UTC during 1980-2012. Number
of occurrences is on the left-side y axis. The probability of ex-
ceedance, presented as percent probability, is shown as the dashed
black line corresponding to the right-side y axis.

13 outbreaks in November and a minimum of 3 in May.
Seasonally, outbreaks most commonly occurred in au-
tumn than the rest of the year, when the number of
outbreaks was nearly constant (Fig. 15).

7. Intensity

Tornadoes ranged from TO to T5 (FO-F2) in intensity,
a maximum intensity less than the United States
(Fig. 16). Of the 608 tornadoes with known intensities,
95% (n=577) were between TO and T3 intensity (FO-
F1), comparable to the 90% of tornadoes between T1
and T3 intensity that Kirk (2014) found. Only 5% of
tornadoes (n = 29) during the study period were signif-
icant [T4-TS or F2 intensity, after Hales (1988)].

Figure 16 is a log-linear graph showing the number of
tornadoes of each T-scale rating by decade. Each decade
was normalized to 100T2 tornadoes to more easily
compare the slopes of tornado intensity. The slope was
nearly log-linear in the United States (Fig. 16), which
Brooks and Doswell (2001) hypothesized to signify
a nearly complete tornado dataset. In the British Isles,
there were too few weak tornado cases for the slope to
be log-linear. The TO and T1 (F0) tornado cases in-
creased from 31% in the 1980s to 43% in the 1990s to
56% in the 2000s. The increase of weak tornado cases
signified less underreporting of weak tornadoes; how-
ever, the British Isles tornado dataset still appears less
complete than that of the United States, assuming that
log-linear implies completeness of the dataset.

Brooks and Doswell (2001) also discussed the differ-
ences in slopes of log—linear intensity graphs for differ-
ent regions in the United States and different countries
worldwide (their Figs. 3 and 4, respectively). They
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FIG. 15. Histogram of number of tornado outbreaks, defined as
three or more tornadoes in one day, by season in which they oc-
curred. There are a total of n = 82 outbreaks, including the 1981
Outbreak.

speculated that differences in slopes relate to the type of
storms from which tornadoes are produced: steep slopes
representing regions dominated by nonsupercell torna-
does and less steep slopes representing regions domi-
nated by supercell tornadoes. The slope of the British
Isles log-linear intensity graph in each decade was
steeper than that of the United States (Fig. 16), sug-
gesting that the British Isles was dominated by non-
supercell tornadoes.
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FIG. 16. Tornado cases by the tornado intensity (T) scale for the
British Isles and the United States by decade. Conversion to the
Fujita (F) scale is also shown. U.S. F-scale ratings were converted
to the T scale by T~ 2F. Tornadoes with intensity information
were used for the British Isles (n =569, including the 1981 Out-
break) and United States (n =14116). Tornado numbers were
scaled to 100 T2 tornadoes to easily compare slopes.
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One reason the British Isles had weaker tornadoes
than the United States is because British Isles tornadoes
most commonly came from linear storms, which tend to
be weaker than tornadoes from isolated cells, especially
supercells (Trapp et al. 2005; Grams et al. 2012). Indeed,
of the 228 cases included in the parent storm analysis
where intensity information was known, 5% of torna-
does from isolated cells were significant, whereas only
2% of tornadoes from linear storms were significant.
However, we cannot verify whether the parent storms in
section 4 were supercells because Doppler velocity data
were unavailable. Another reason for weaker tornadoes
in the British Isles is the weaker instability compared to
environmental soundings of tornadoes in the United
States, discussed further in section 8.

8. Environmental parameters derived from
proximity soundings

To determine environments conducive to tornadoes
in the British Isles, sounding-derived parameters were
calculated for tornadic and nontornadic (null) convec-
tive storms using upper-air observations provided by the
University of Wyoming. We adopted the same proxim-
ity criteria as in Brooks (2009): soundings within 3 h and
180 km of the case. Because the date, time, and location
of the tornado were required, tornado cases without
those data were omitted, leaving 659 tornadoes, 53% of
all tornado cases, for the proximity analysis. After ap-
plying the proximity criteria and removing duplicate
soundings, 438 tornado-case soundings remained.

All hourly surface SYNOPs in the British Isles during
1980-2012 reporting current thunderstorm or hail,
which ensured the timing and location of the event was
known, were chosen as potential null cases (n = 938).
After applying the same proximity criteria as tornado
cases to station locations and removing duplicate
soundings, 773 null case soundings remained.

Because we wanted to study the air mass producing
the null or tornadic convective thunderstorm, soundings
showing an airmass change (e.g., postfrontal soundings
in the case of storms occurring in the prefrontal envi-
ronment) were omitted. To help identify postfrontal
soundings, Met Office surface analyses were cross
checked for front locations, when available. Addition-
ally, if observations that affected calculations of pa-
rameters (discussed shortly) were missing, the sounding
was also omitted. After removing soundings not repre-
senting the null or tornadic environment or incomplete
soundings, 393 null and 188 tornadic soundings
remained. Of the tornadic soundings, 46 represented
outbreak days and 7 represented significant tornado
environments.
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Parameters calculated in the radiosonde analysis were
low-level (0-1km) and deep-layer (0-6km) bulk shear
(i.e., the vector difference in wind between levels),
convective available potential energy (CAPE) with
virtual temperature correction (Doswell and Rasmussen
1994), convective inhibition with virtual temperature
correction (CIN), height of the lifting condensation level
(LCL), and height of the level of free convection (LFC).
CAPE, CIN, LCL height, and LFC height were calcu-
lated from a mean temperature and dewpoint temper-
ature from the bottom 500m of the sounding (http://
weather.uwyo.edu/upperair/indices.html). Parameters
were analyzed separately for null, tornado, outbreak, and
significant tornado soundings to compare environments.

There was no significant difference in low-level shear
between null, tornado, outbreak, and significant tornado
cases (p > 0.05, Fig. 17a). Similarly, Clark (2013) found
that differences in 0-1-km and 0-3-km shear between
tornadic and nontornadic cold season convective lines in
the United Kingdom were not significant. Although
Craven and Brooks (2004) suggested 10ms~ ! of low-
level shear as a threshold for significant tornadoes in the
United States, only 3 of the 7 (43%) significant torna-
does in the British Isles occurred in environments ex-
ceeding that threshold. An alternative threshold cannot
be given because the differences between these groups
were not statistically significant (p > 0.05).

Mean deep-layer bulk shear was 20.5ms ' for tor-
nado cases and 23.3ms ' for null cases (Fig. 17b). The
mean deep-layer shear in tornado cases was significantly
less than that for null cases (p = 0.01). Although signif-
icant tornadoes appeared to have higher deep-layer
shear than null, tornado, and outbreak cases, these re-
lationships were not statistically significant (p > 0.05)
due to the small sample size of significant tornadoes. All
but one deep-layer shear value for significant tornadoes
was higher than 20ms™ !, the threshold Craven and
Brooks (2004) cited for significant tornadoes. Although
42% of all tornado soundings had a deep-layer shear
greater than 20ms ™', 7.8% of all tornado soundings
with greater than 20ms™~' deep-layer shear were asso-
ciated with significant tornadoes. In contrast, 0.9% of all
tornado events with less than 20ms~ ' deep-layer shear
were associated with significant tornadoes, suggesting
that significant tornadoes rarely occur in the British Isles
with less than 20ms ™' deep-layer shear.

Mean CAPE in tornado and outbreak cases was sig-
nificantly higher than in null cases (p <0.01, p =0.02,
respectively, Fig. 17c). However, zero CAPE did not
preclude tornado cases. Significant tornadoes all had
nonzero CAPE with a mean of 81.6Jkg ' and a median
of 39.7Jkg ', larger than a mean of 99.7Jkg ' and
a median of 18 kg™ ! for all tornado cases. However,
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because of the small sample size, CAPE in significant
tornado cases did not differ statistically significantly
from that for all tornado cases (p >0.05). In the conti-
nental United States, significant tornado mean-layer
CAPE values were higher than in the British Isles and
can exceed 4000Jkg~! with a median just over

1000J kg~ ! (Grams et al. 2012, cases from 2000 to 2008)
compared to a median of 39.7Jkg ™! for significant tor-
nadoes in the British Isles.

Null, tornado, and outbreak cases did not appear to
have separate parameter space when combining
CAPE and deep-layer shear (Fig. 18). Although high
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deep-layer shear and nonzero CAPE appeared to
discern significant tornadoes, there were too few cases
to make a definitive classification. Additionally, there
did not appear to be a threshold of bulk Richardson
number (BRN, defined as a unitless ratio of CAPE to
deep-layer shear; Glickman 2000) between null, tor-
nado, outbreak, and significant tornado cases with
99% of null and 82% of tornado cases with a BRN less
than 10. Weisman and Klemp (1982) found that su-
percells are favored with BRN between 10 and 50 and
multicellular storms for BRN greater than 45. BRN
values less than 10 were found to have too strong of
shear for storm development (Weisman and Klemp
1982). Because the majority of tornadic storms in the
British Isles occur with BRN less than 10, perhaps
these thresholds are not relevant. Additionally, the
low-CAPE, high-shear tornado environment could
explain the lower intensity of tornadoes compared to
the United States.

There was no significant difference in mean CIN be-
tween the null and tornado cases (p =0.25, Fig. 17d).
Conversely, tornadic supercells east of the Rocky Moun-
tains in the United States had less CIN than nontornadic
cases (Davies 2004). CIN values in British Isles tornado
cases, with a mean of 10Jkg ', were smaller than those in
the United States, with a mean of 30 kg ™' (Grams et al.
2012). Tornado outbreaks in the British Isles had less
mean CIN than in all tornado cases (p = 0.02). However,
because the difference in means was small, CIN is not
a useful forecasting parameter for tornado outbreaks.

The mean LCL heights in tornado and outbreak cases
were lower than in null cases (p =0.01 and p =0.01,
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respectively, Fig. 17e). Additionally, outbreak mean
LCL heights were lower than that for all tornado cases
(p <0.01). However, there were no significant differ-
ences between mean significant tornado LCL heights
and all tornado cases (p>0.05). In contrast, in the
contiguous United States, significant tornadoes tended
to have lower LCLs than all other cases with 75% of
significant tornado cases occurring with LCL heights less
than 1200m AGL (during 1997-99; Craven and Brooks
2004). In 90% of tornado and 88% of null cases in the
British Isles, LCL heights were less than 1200 m, making
the 1200m AGL threshold for significant tornadoes
suggested by Craven and Brooks (2004) of little fore-
casting use in the British Isles. We do not suggest an
alternative threshold for LCL height to distinguish between
null and tornado cases because the difference in means was
small, even though it was statistically significant.

The mean LFC height did not differ significantly be-
tween null and tornado cases (p > 0.05, Fig. 17f). Al-
though outbreak and significant tornado cases appeared
to have lower LFC heights than all tornado cases, these
were also not statistically significant (p > 0.05). Similar
to LCL heights, LFC heights tended to be lower in the
British Isles than in the United States, where the median
LFC height for supercells with FO-F1 tornadoes was
1871 m and nontornadic supercells had a median LFC
height of 2338 m (Davies 2004). In the British Isles, 84 %
of null and 82% of tornado cases were below 1871 m.

Because of the lack of clear thresholds, forecasting
tornadoes in the British Isles based solely on sounding-
based parameters is more difficult than doing so in the
United States. The exception is that significant tornadoes

are unlikely in deep-layer shear of less than 20ms ™.

9. Summary

This paper analyzed 1241 tornadoes during 1980-2012
in the British Isles to determine when, where, from what
parent storm, and in what environment tornadoes form,
finding the following:

o There were a mean of 34.3 and a median of 26
tornadoes, a mean of 19.5 and a median of 18 tornado
days, and a mean of 2.5 and a median of 2 outbreaks
per year over the 33 years.

o Tornadoes were most common in summer and au-
tumn, whereas tornado days were most common in
summer. However, tornadoes occurred throughout
the year, so the British Isles tornado season was not
as well defined as the United States.

o Tornado outbreaks were most common in autumn.

e The most common storm morphology producing
tornadoes in the British Isles was linear storms
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(42%), contrary to the United States, where only 18%
of tornadoes were produced from linear storms
(Trapp et al. 2005).

o Tornado outbreaks were produced by linear storms
51% of the time. Outbreaks consisted of relatively few
tornadoes with 90.2% consisting of 3-10 tornadoes.

o Tornadoes in the British Isles were weaker than those
in the United States, likely because linear storms tend
to produce weaker tornadoes than supercells (Trapp
et al. 2005; Grams et al. 2012) and because of the
weaker instability in the British Isles compared to that
in the United States.

e Tornadoes in the British Isles are more difficult to
forecast using sounding-based parameters than they
are in the United States because of the lack of clear
thresholds between null and tornadic events. The
exception is in forecasting significant tornadoes, which
are unlikely to occur in deep-layer shear less than
20ms .
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Sensitivity Tests of a WRF Simulated Tornadic Narrow Cold Frontal Rainband in the

United Kingdom
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University of Manchester, United Kingdom

ABSTRACT

This article tested parameterization schemes for the Advanced Research Weather and Forecasting
Model to simulate a narrow cold frontal rain band (NCFR). The NCFR occurred on 29 November
2011 and produced seven observed tornadoes in Wales and northern England. The parameters
tested were initialization time, planetary boundary layer scheme, microphysics scheme, and land-
surface scheme. The most accurate simulation, when compared to radar reflectivity and near-surface
temperature, relative humidity, wind speed, wind direction, and sea-level pressure, and considering
computational expense used 2-way nesting and was initialized at 1200 UTC 29 November 2011
using the Mellor-Yamada-Janjic planetary boundary layer, Thompson microphysics, and Five-Layer

Thermal Diffusion land-surface schemes.

1. Introduction

In the British Isles, the most common parent storm
type for tornadoes is linear convection (Mulder and Schultz
2015). Although tornadoes from linear storms tend to pro-
duce less damage than those from supercells (Trapp et al.
2005; Grams et al. 2012), tornadoes in the British Isles still
threaten life and property. In addition, these tornadoes
tend to develop under low-CAPE, high-shear environments
(e.g., Smart and Browning 2009; Mulder and Schultz 2015),
environments in which high false alarm rates have been
noted in the United States (Dean and Schneider 2008).
Therefore, it is important to understand the dynamics of
vortexgenesis and tornadogenesis in linear storms, partic-
ularly in low-CAPE, high-shear environments.

To help improve knowledge of the origin of vorticity in
linear convection, a case study was conducted on a tor-
nadic narrow cold frontal rainband (NCFR) that traversed
Wales and northern England (Chapter 4 of this thesis).
To conduct the case study, it was important to ensure the
simulation modeling the NCFR was realistic. Therefore,
we tested different combinations of parameterizations and
initialization times to identify the simulation most closely
resembling the observed radar reflectivity. The parameters
tested were planetary boundary layer scheme, microphysics
scheme, and land-surface scheme. The purpose of this pa-
per is to present the results of sensitivity tests in modeling
the NCFR on 29 November 2011. This will be accom-
plished by analyzing the shape and extent of the NCFR
from radar reflectivity the NCFR at 1300, 1400, 1500, and
1600 UTC. Additionally, temperature at 2 meters above

ground level, relative humidity at 2 meters above ground
level, wind speeds at 10 meters above ground level, and
sea-level pressure will be compared at 1500 UTC. These
parameters were analyzed at 1300, 1400, and 1600 UTC as
well with similar results, however to prevent repetition and
save space, the analysis shown herein will only be for 1500
UTC.

The NCFR on 29 November 2011 produced at least
seven observed tornadoes ranging from T1 to T4 (or FO
to F2) in Wales and northern England (Fig. 1). Previous
studies on tornadic linear convection have concerned either
bow echoes (e.g., Trapp and Weisman 2003) or exhibited
a broken-S pattern (e.g., McAvoy et al. 2000; Clark 2011),
bulge (Clark 2011; Clark and Parker 2014), or core and gap
structure (e.g., Jorgensen et al. 2003; Smart and Browning
2009; Kawashima 2011). The NCFR in this case produced
tornadoes from radar reflectivity exhibiting an S pattern
(tornadoes 2 and 5), bulge (tornado 6), and core and gap
(tornado 7) (circled and annotated in Fig. 1). However,
there was no radar reflectivity signature associated with
tornadoes 1, 3, and 4.

It is possible that there was a small wave, hook, or bulge
associated with these tornadoes, but the resolution of the
radar was too coarse to capture it. An additional short-
coming with radar data is the possible shielding of radar
beams due to mountainous terrain. This can yield unreal-
istic radar reflectivity values, especially over the Pennine
Mountains in northwest England.

At 1300 UTC, the NCFR made landfall with leading
stratiform precipitation (hereafter considered reflectivity
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between 25-40 dBZ, seen as the green reflectivity) ahead of
the front to the south and trailing stratiform precipitation
behind the front to the north (Fig. 2a). The NCFR at this
time was irregular as the higher reflectivity (45-55 dBZ,
vellow, orange, and red, hereafter considered the NCFR)
appeared jagged with intermittent gaps in the line (Fig.
2a). The southern end of the NCFR was unorganized at
this time.

The NCFR was more organized and nearly straight at
1400 UTC (Fig. 2b). There were few gaps between high
reflectivity within the NCFR. There were two broken S pat-
terns (McAvoy et al. 2000) along the line at this timestep
(indicated by the black arrows in Fig. 2b). The southern
and northern end of the NCFR had organized into bro-
ken linear convection between 1300 and 1400 UTC (Fig.
2b). Also at this time, the leading stratiform precipita-
tion south of the NCFR from Fig. 2a organized into a line
of convection (labelled as “Leading Convective Line” in

Fig. 2b). The trailing stratiform precipitation west of the
NCFR from 1300 UTC (Fig. 2a) was still present at 1400
UTC (Fig. 2b).

At 1500 UTC, the NCFR continued to be organized in
a nearly straight line, except for a slight bulge in the mid-
dle of the NCFR (indicated by the blue arrow in Fig. 2c).
The reflectivity in the NCFR became stronger at 1500 UTC
with highest reflectivity up to 55 dBZ (Fig. 2). There were
few gaps in the highest reflectivity, similar to the NCFR
at 1400 UTC. The broken linear convection that devel-
oped north and south of the NCFR at 1400 UTC (Fig. 2b)
was still present at 1500 UTC (Fig. 2c). However, only
the northern broken S pattern from Fig. 2b was present at
1500 UTC (indicated by the black arrow in Fig. 2c). Addi-
tionally, the leading convective line appeared more linear
(Fig. 2¢). At 1500 UTC, the trailing stratiform precipi-
tation became heavier, with areas of precipitation up to
45 dBZ (circled in Fig. 2¢). The increase in precipitation
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intensity was likely due to orographic enhancement of pre-
cipitation by the Pennies (labelled in Fig. 2a). The increase
of precipitation due to orography has been noted before in
both observed (e.g., Hill et al. 1981) and simulated (e.g.,
Colle et al. 2002; Jones 2013) cold fronts.

At 1500 UTC, the temperature across the cold front
varied from 4-6°C (locally 0°C) behind the front and up
to 14°C ahead of the front (Fig. 3a). Wind speeds were
up to 35 knots behind the front, coming from the west
northwest. Ahead of the front, wind speeds were up to 40
knots and coming from the southwest, oriented parallel to
the front. Along and directly ahead of the front, relative
humidity values were between 90-100% (Fig. 3b). Farther
east and west of the front, humidity values were down to
between 70-80%. The location of the front can be seen as
a kink in the sea-level pressure contours (Fig. 3c).

The NCFR at 1600 UTC was still nearly linear (Fig.
2d). However, gaps between the highest reflectivity in the
NCFR began to appear at this time (Fig. 2d). Neither the
bulge nor the broken S pattern from 1500 UTC (Fig. 2¢)
were present at 1600 UTC (Fig. 2d). Additionally, only
the broken linear convection north of the NCFR was still
present at 1600 UTC (Fig. 2d). The leading convective line
organized into broken linear convection at 1600 UTC (Fig.
2d). The trailing stratiform precipitation diminished be-
tween 1500 UTC (Fig. 2¢) and 1600 UTC (Fig. 2d). This
was likely because the NCFR and trailing stratiform pre-
cipitation had moved beyond the Pennines and therefore
orographic enhancement of precipitation was no longer oc-
curring.

The rest of this article will compare simulations using
different parameterization combinations to the observed
radar reflectivity from Fig. 2 and observed temperature,
relative humidity, and sea-level pressure in Fig. 3. We be-
gin in Section 2 by discussing the methods used in this
analysis. Sections 3, 4, 5, and 6 discuss changes in the
simulated radar reflectivity, 2-meter temperature, 2-meter
relative humidity, and sea-level pressure based on changing
initialization times, planetary boundary layer scheme, mi-
crophysics scheme, and land-surface scheme, respectively.
This article concludes with a summary in Section 7.

2. Methods

The simulations were produced by the Advanced Re-
search Weather and Forecasting Model version 3.4.1 (WRF-
ARW, Skamarock et al. 2008) using European Centre for
Medium-Range Weather Forecasting (ECMWF) initial data
interpolated onto a Lambert conformal grid. There were 90
vertical levels. Four nested domains were used in the simu-
lation. The largest domain, D01, had 25-km horizontal grid
spacing to capture the synoptic scale processes and covered
the North Atlantic Ocean, the United Kingdom, and part
of Eastern Europe (Figure 4). The Kain—Fritsch cumulus

parameterization scheme was used on D01 (Kain 2004),
but was turned off on all nested domains where convec-
tion was explicitly represented. D02 had 5-km horizontal
grid spacing to model the mesoscale. It covered the United
Kingdom, Republic of Ireland, and northeastern Atlantic
Ocean. D03, with 1-km horizontal grid spacing, was used
to resolve the storm-scale features and was centered over
England. D04 had 200-m horizontal grid spacing to resolve
the vortices along the NCFR. Although four domains were
calculated for the case study, only results from D03 are
presented herein to show the shape and size of the mod-
eled NCFR rather than the small-scale details, which will
be detailed in Chapter 4 of this thesis.

The parameters tested in this article were initializa-
tion time, planetary boundary layer scheme, microphysics
scheme, and land-surface scheme. One- versus two-way
nesting was also tested, but the differences in the resulting
simulations were minimal and therefore are not discussed
herein. The final simulation was chosen out of 96 total sim-
ulations with different parameterization combinations. For
brevity, outputs of all 96 simulations were not shown. The
examples shown in this article were chosen so that the over-
all best simulation was the control simulation, compared to
other simulations with only one parameter changed.

3. Initialization Time

Model initialization time can impact the output both if
the model is initialized too early or too close to the time
of analysis. Initializing the model with too much lead-time
can introduce convection in the wrong place, for example,
into the model that can propagate and worsen over time.
On the other hand, the model requires time to spin-up
from the initial conditions and analysis during the spin-
up time can produce misleading results. Spin-up time de-
pends on grid size and length of time steps. With finer grid
spacing and shorter time-steps, the overall spin-up time is
decreased. Therefore, the spin-up time between a global
climate model and a storm-scale model are vastly differ-
ent. Keeping all other parameters the same, the models
were initialized at 1800 UTC 28 November, 0000 UTC 29
November, 0600 UTC 29 November, and 1200 UTC 29
November.

As the initialization time approached the time of anal-
ysis, the NCFR moved north in the domain (Fig. 5a com-
pared with d), closer to where the NCFR was in observed
radar reflectivity (Fig. 2). The 1800 UTC 28 November
simulation valid at 1300 was essentially a line of broken
linear convection (Fig. 5a). As the simulation progressed
to 1600 UTC, a poorly-defined NCFR developed in south-
ern England (circled in Fig. 5a), where the broken linear
convection occurred in observed reflectivity (Fig. 2). The
NCFR had many breaks and bulges in the reflectivity in
all time steps from 1300 to 1600 UTC (Fig. 5). Unlike the
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observed reflectivity, the modeled broken linear convection
was oriented nearly perpendicular to the line rather than
parallel to the line in the observed reflectivity (examples
shown by the arrows in Fig. 5a). The shape of the NCFR
at 1600 UTC had few bulges (Fig. 5a), but there were gaps
between lighter precipitation (40-50 dBZ) and the heavi-
est precipitation (50-60 dBZ). There was little stratiform
precipitation associated with the NCFR, unlike observed
reflectivity. The NCFR in the 1800 UTC simulation did
not fully develop until 1500 or 1600 UTC. When the NCFR
did develop, the shape was similar to observed reflectivity,
although there were many gaps in the NCFR. Additionally,
the NCFR was located too far south.

Similar to the 1800 UTC 28 November simulation, the
0000 UTC 29 November simulation produced broken linear
convection at 1300 and 1400 UTC (Fig. 5b). At 1500 and
1600 UTC, an NCFR developed in southern England (Fig.
5b), again farther south than observed reflectivity (Fig.
2). The simulated NCFR initialized at 0000 UTC, valid at
1500 and 1600 UTC, had fewer breaks and bulges in the
reflectivity than the simulation initialized at 1800 UTC,
valid at the same times (circled in Fig. 5b). In the sim-
ulation initialized at 0000 UTC, the extent of the broken
linear convection was farther north than that in the 1800
UTC simulation (Fig. 5b compared to a), closer to the lo-
cation of the NCFR in the observed reflectivity (Fig. 2).
However, the broken linear convection was oriented nearly
perpendicular to the line, similar to the 1800 UTC simu-
lation (arrows in Fig. 5b), unlike the observed reflectivity.
Again, there was little stratiform precipitation associated
with the 0000 UTC simulation.

In the simulation initialized at 0600 UTC 29 November,

there was an NCFR in northern England at 1300 UTC (cir-
cled in Fig. 5¢). However, the NCFR did not extend as far
northeast or southwest as that in the observed reflectivity
(Fig. 2). The simulated NCFR broke down into smaller
segments at 1400, 1500, and 1600 UTC (Fig. 5¢), rather
than remaining a long, nearly-continuous line of precipita-
tion (Fig. 2). The segments of the broken linear convec-
tion at all times were oriented nearly parallel to the line
(examples shown by arrows in Fig. 5¢), more similar to the
observed reflectivity than the 1800 UTC and 0000 UTC
simulations. There was still very little stratiform precipi-
tation in the 0600 UTC simulation.

The simulation initialized at 1200 UTC 29 November
produced an NCFR in northern England that had a simi-
lar location and extent as the observed reflectivity at 1300,
1400, 1500, and 1600 UTC (Fig. 5d). The NCFR did not
turn into broken linear convection, like the other initializa-
tion times. The broken linear convection that was present
occurred south and east of the NCFR at 1400, 1500, and
1600 UTC (Fig. 5d), similar to observed reflectivity (Fig.
2). However, the leading convective line, especially at 1600
UTC (circled in Fig. 5d), was located much farther east of
the NCFR than in the observed reflectivity. Most of the
broken linear convection south of the NCFR was oriented
nearly parallel to the line, similar to the observed reflectiv-
ity. Along the NCFR, the simulation showed more bowing
segments than observed reflectivity at 1400 UTC (shown
by arrows in Fig. 5d). There was more stratiform precipi-
tation in the simulation initialized at 1200 UTC, but it was
still less widespread than observed reflectivity (Fig. 2).

There were only small differences in the 2-meter tem-
peratures between the initialization time simulations (Fig.
6). The air ahead of the front in the simulated reflectivity
was not as warm in the simulations as observed with the
12-14°C contour being lest widespread as in the observed
(Fig. 3a compared with Fig. 6). The air behind the front
was similar in temperature to the observed of 4-6°C. The
10-meter wind speeds and directions and the sea-level pres-
sure were similar between the different initialization times
and between the simulations (Fig. 6) and observed (Fig.
3c). The relative humidity for the simulation initialized
at 1200 UTC 29 November (Fig. 7d) was slightly different
than the other initialization times (Fig. 7a, b, and ¢). In
the simulation initialized at 1200 UTC, there was a curved
appearance in the line of relative humidity between 80-90%
and 90-100% (Fig. 7d), rather than a jagged straight line
in the other simulations (Fig. 7a, b, and c¢). Otherwise,
the relative humidity was very similar between the initial-
ization times. The air ahead of the front was more humid
in the simulations than the observed reflectivity, with a
widespread contour of 90-100% relative humidity (Fig. 7
compared to Fig. 3b).

All initialization times tested produced an NCFR with
broken linear convection, even if the NCFR was located
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See text for more information on the circles and arrows.

too far south when compared to observed reflectivity. The
differences between the simulations were mostly in the lo-
cation, extent, shape, and longevity of the NCFR. The
simulations initialized at 1800 UTC 28 November and 0000
UTC 29 November produced broken linear convection that
merged into NCFRs in southern England valid at 1500 and

1600 UTC, rather than in northern England like the ob-
served reflectivity. The NCFRs were segmented with bro-
ken linear convection oriented perpendicular to the line,
unlike in the observed reflectivity. The simulation initial-
ized at 0600 UTC, valid at 1300 UTC, produced an NCFR
in northern England, but the NCFR was short and seg-
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F1G. 6. Same as Fig. 5, but showing temperature at 2 meters above ground level in °C. Wind speed (knots) and direction
at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

mented and did not extend as far as that in the observed
reflectivity. Additionally, the NCFR segmented into bro-
ken linear convection at 1400, 1500, and 1600 UTC. The
simulation initialized at 1200 UTC 29 November had more
bulges than the other initialization times, but the NCFR
was simulated in the correct location and was similar in
length as the observed reflectivity. In addition, the broken
linear convection associated with the simulation initialized
at 1200 UTC was oriented nearly parallel to the line. Com-

paring the four initialization times, it is clear that the 1200
UTC simulation was the most successful of those tested,
likely because the initial conditions are proximate in time
to the analysis, meaning the model could not run away with
spurious solutions. Previous literature has also found that
initialization of the WRF model closest to analysis time
was most accurate in simulations for a flooding event in
the UK (Champion and Hodges 2014) and for snowbands
over the English Chanel (Norris et al. 2013).
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at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

To assess if the simulation initialized at 1200 UTC 29
November had adequate time to spin up, radar reflectivity
at 1215, 1245, 1315, and 1345 were analyzed (Fig. 8). At
1215 UTC, fifteen minutes after model initialization, no
precipitation had been resolved (Fig. 8a). Starting at 1245
UTC, a uniform line of precipitation formed along the front
over the Irish sea, extreme western Wales, and northern
England (Fig. 8c). At 1315 UTC, the NCFR developed
bulges along the line (examples shown by arrows in Fig. 8e)

and pre-frontal convection began to form in southeastern
Wales (circled in Fig. 8e). The shape of the prefrontal
convection appeared to be an artifact of model spin up
as the observed radar data (Fig. 8f) did not have dozens
of bands of pre-frontal precipitation. At 1345 UTC, the
pre-frontal precipitation began to break up and the NCFR
developed more bulges (Fig. 8g). Stratiform precipitation
in northern England west of the NCFR began developing
at this time as well.
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reflectivity is shown in (a), (c), (e), and (g). Observed reflectivity is shown in (b), (d), (f), and (h). The model also
used Five-Layer Thermal Diffusion land-surface physics, Mellor-Yamada-Janjic planetary boundary layer, Thompson et
al. microphysics, and 2-way nesting. See text for more information on the arrows and circles.
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Because the shape of the NCFR changed from a uni-
form line of precipitation into an NCFR with bulges, post-
frontal stratiform precipitation, and broken linear convec-
tion to the south, it appeared that the model had adequate
time to spin up. Previous literature about spin-up times
is sparse. The WRF users’ frequently asked questions sug-
gests allowing 6-12 hours of spin-up time, but that high-
resolution simulations, which therefore include more time
steps, have faster spin up time http://www2.mmm.ucar.

edu/wrf/users/FAQ_files/FAQ_wrf_physics.html. Bryan

and Morrison (2012) verified that higher resolution models
spin up faster than lower resolution models.

4. Planetary Boundary Layer

The planetary boundary layer (PBL) scheme determines
heat, moisture, and momentum fluxes between the bound-
ary layer and surface as well as determining vertical diffu-
sion in the column of the atmosphere. The mixing caused
by the PBL scheme can also have an effect on the wind
shear, potentially impacting the resulting storm morphol-
ogy and intensity.

Two PBL schemes were tested here: the Yonsei Univer-
sity (YSU) and the Mellor-Yamada-Janjic (MYJ) schemes,
have both been used to simulate severe weather (Janji¢
1994; Hong et al. 2006). These two schemes differ in that
YSU uses diagnostic, non-local turbulent mixing, meaning
the scheme accounts for vertical gradients both in neighbor-
ing grid cells and throughout the vertical column. There-
fore, in the YSU scheme, small eddies and eddies the size
of the PBL are accounted for (Hong et al. 2006). In other
words, non-local mixing means adjacent layers can mix as
well as non-adjacent layers by small and large eddies, re-
spectively. On the other hand, the MYJ uses prognostic,
local turbulent kinetic energy, meaning only adjacent lay-
ers can mix (Janji¢ 1994). As determined in Section 3, the
initialization time that best modeled the NCFR was 1200
UTC 29 November. Therefore, the PBL schemes were only
compared for the simulations initialized at 1200 UTC.

Both PBL schemes produced NCFRs in northern Eng-
land (Fig. 9a and b, discussions of ¢ and d are in Section 6),
although the NCFRs extended farther north than the ob-
served reflectivity (Fig. 2). The simulations also produced
broken linear convection in southern England. However,
the broken linear convection extended farther east than
the observed reflectivity. Additionally, both simulations
produced less widespread pre- and post-frontal stratiform
precipitation than what was present in the observed reflec-
tivity. The differences between the PBL simulations were
based on the shape of the NCFR, whether or not broken S
patterns were simulated, and the magnitudes of tempera-
ture and humidity ahead of and behind the front.

The NCFR in the YSU simulation at 1300 UTC was
straight with few gaps (Fig. 9a). As the simulation pro-
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gressed to 1400, 1500, and 1600 UTC, there were more
bulges in the NCFR (examples shown by arrows in (Fig.
9a). These bulges were inconsistent with the observed re-
flectivity (Fig. 2). South of the YSU NCFR, there was a
small line of broken linear convection (Fig. 9a), similar to
the observed reflectivity (Fig. 2). Additionally, the north-
ern sections of the simulated NCFR were not connected
with a broken-S pattern as seen in observed reflectivity.

The NCFR in the MYJ simulation looked similar to
the YSU simulation at 1300 UTC (Fig. 9a compared to
b). At 1400 UTC, bulges formed in the MYJ simulation,
similar to the YSU simulation (examples shown by arrows
at 1400 UTC in Fig. 9b). However, by 1500 and 1600
UTC, the NCFR straightened out again and had similar
shape to observed radar reflectivity (Fig. 9b compared to
Fig. 2). Similar to the observed radar reflectivity, the MY.J
simulation produced two broken-S signatures (shown by
the arrows at 1500 and 1600 UTC in Fig. 9b), similar to
the observed reflectivity (Fig. 2). The bulges at 1400 UTC
appeared to turned into the broken S patterns seen in 1500
and 1600 UTC (Fig. 9b), which did not occur in the YSU
simulation (Fig. 9a).

The temperature at 2 meters was overall warmer in
the YSU simulation, with more widespread temperatures
between 12-14°C than the MYJ (Fig. 10a compared to
b). The widespread warmer temperatures in the YSU sim-
ulation were more similar to the observed temperatures
(Fig. 3a). Additionally, the YSU simulation (Fig. 11a) was
less humid than the MYJ simulation (Fig. 11b), especially
ahead of the front. The less humid environment of the
YSU simulation was more similar to the observed relative
humidity (Fig. 11a compared to Fig. 3b). The sea-level
pressure, wind speed, and wind direction in both the YSU
and MYJ simulations were similar to what was observed
(Fig. 10a and b compared to Fig. 3b and c).

Because this simulation had 90 vertical levels, there
was high vertical resolution in the model. Therefore, us-
ing the MYJ PBL scheme (which uses only local mixing)
should adequately resolve non-local boundary layer turbu-
lence. An additional consideration was that non-local PBL
schemes (like YSU) have been found to overpredict CAPE
more than local PBL schemes (like MYJ) (Cohen et al.
2015). Tornadic NCFRs in the British Isles typically occur
in low-CAPE, high-shear environments (e.g., Smart and
Browning 2009) so an gross overestimation of CAPE could
yield unrealistic simulations.

Overall, there were few, subtle differences between the
YSU and MYJ models. This is likely because the PBL
changes more over a full diurnal cycle than over a couple
hours, as presented here. However the different schemes
had different solutions to daytime PBL mixing, which pro-
duced the subtle changes here. The YSU temperature and
relative humidity were more similar to the observed, how-
ever that resulted in an NCFR with more bulges in radar
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Fia. 9. Changes in model-simulated radar reflectivity due to different PBL and land-surface schemes for simulations valid
at 1300, 1400, 1500, and 1600 UTC 29 November 2011. For (a) and (c), the Yonsei University PBL scheme was used.
For (b) and (d), the Mellor-Yamada-Janjic PBL scheme was used. (a) and (b) used the Five-Layer Thermal Diffusion
land-surface scheme. (c) and (d) used the Noah Land-Surface land-surface scheme. All panels were initialized 1200 UTC
29 November and used Thompson et al. microphysics and 2-way nesting. See text for more information on the arrows

and circles.

reflectivity than the observed. Although the MYJ simula-
tion had cooler temperatures and higher relative humidity
ahead of the front, the shape of the NCFR in the radar re-
flectivity had fewer gaps and bulges and simulated broken-S
patterns, more similar to the observed radar reflectivity.
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5. Microphysics

Microphysics schemes model precipitation, water vapor,
and cloud processes (Skamarock et al. 2008) and there-
fore affect the resulting shape and structure of the NCFR
and any leading or trailing stratiform precipitation. Addi-
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F1a. 10. Same as Fig. 9, but showing temperature at 2 meters above ground level in °C. Wind speed (knots) and direction
at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

tionally, the microphysics scheme, which determines latent
heating due to evaporation, can affect the dynamics of the
NCFR. For example, the downdraft may be enhanced by
hydrometeor melting (e.g., Rutledge et al. 1988). Addi-
tionally, the microphysics scheme can affect the strength
of the cold pool, which then affects the organization and
longevity of the NCFR (Morrison et al. 2015b). Modeled
radar reflectivity is based upon the size of hydrometeors
modeled, and therefore resulting radar reflectivity relies
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heavily on the microphysics scheme.

Three microphysics schemes were tested: the WRF Single-

Moment 6-class (WSMG6), Morrison 2-moment (Morrison),
and Thompson et al. (Thompson). The main differences
between the schemes are number of precipitation classes
and whether they are single- or double-moment. WSMG6
has six classes (Hong and Lim 2006) whereas Morrison
(Morrison et al. 2009) and Thompson (Thompson et al.
2008) have five classes of liquid and ice particles. Mor-
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F1a. 11. Same as Fig. 9, but showing relative humidity at 2 meters above ground level. Wind speed (knots) and direction
at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

rison is double-moment, which includes number concen-
tration in addition to mixing ratios for all liquid and ice
classes, whereas WSM6 and Thompson are single-moment
(only predicting mixing ratio), except for a double-moment
cloud-ice variable in Thompson. All three microphysics
schemes allow for mixed-phase processes, where interac-
tion between ice and water particles, such as riming, are
allowed. The microphysics simulations shown here were all
initialized at 1200 UTC 29 November and used the MYJ
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PBL scheme because these parameters were determined to
produce more successful simulations in Sections 3 and 4,
respectively.

All three microphysics simulations produced an NCFR
in northern England with broken linear convection in the
south of England (Fig. 12a, b, and ¢, land-surface physics
are discussed in Section 6), similar to observed reflectivity
(Fig. 2). The NCFRs were maintained from 1300 to 1600
UTC. They all had bulges in the NCFR and
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Land-surface physics schemes were (a), (b), and (c) Five-Layer Thermal Diffusion and (d), (e), and (f) Noah Land-Surface.
All panels were initialized 1200 UTC 29 November and used MYJ PBL schemes and 2-way nesting. See text for more

information on the arrows and circles.

gaps in the heavy precipitation (Fig. 2). All three simula-
tions failed to produce the broken linear convection directly
south of the NCFR (Fig. 12). The differences between the
three microphysics simulations were the width and shape of
the NCFR, intensity of precipitation, and the extent of the
stratiform precipitation. The temperature, relative humid-
ity, sea-level pressure, wind speed, and wind direction had
only subtle differences between the microphysics schemes
(Figs. 13 and 14).

At 1300 UTC, the NCFR in the WSM6 simulation ex-
tended farther north than the observed reflectivity (Fig.
12a compared to Fig. 2). As the simulation progressed,
bulges and gaps in the precipitation formed at 1400 and

1500 UTC (examples shown by arrows in Fig. 12a). At
1500 UTC, a maximum in radar reflectivity of up to 65
dBZ formed, but disappeared at 1600 UTC. By 1600 UTC,
there were few gaps in the reflectivity and the bulges be-
came less defined. At 1500 and 1600 UTC, a broken S
signature formed north of the NCFR (circled in Fig. 12a),
similar to the observed reflectivity (Fig. 2). However, the
WSM6 NCFR was much wider than the observed NCFR
at 1500 UTC. Additionally, there were more bulges and
gaps in the WSM6 NCFR at 1500 and 1600 UTC (Fig.
12a) than the observed NCFR (Fig. 2). Stratiform precipi-
tation east and west of the front was present in the WSM6
simulation (Fig. 12a), but the stratiform precipitation was
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Fia. 13. Same as Fig. 12, but showing temperature at 2 meters above ground level in °C. Wind speed (knots) and
direction at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

not as widespread as the observed reflectivity.

The NCFR in the Morrison simulation was wider than
the observed NCFR at all time steps (Fig. 12b compared
to Fig. 2). There were not as many bulges in the Morrison
simulation as the WSMG6 simulation (Fig. 12b compared to
a), but the Morrison simulation developed many gaps in
the highest radar reflectivity, especially at 1400 and 1500
UTC (Fig. 12b). There was a broken S pattern on the
south end of the NCFR at 1400, 1500, and 1600 UTC, sim-
ilar to observed reflectivity (shown by arrows in Fig. 12b).
The maximum reflectivity in the Morrison simulation was
50 dBZ (Fig. 12b), less than the maximum reflectivity in
the observed reflectivity (Fig. 2). Additionally, the maxi-
mum reflectivity was less extensive in the Morrison simu-
lation than the observed reflectivity (Fig. 12b compared to
Fig. 2). The Morrison simulation did, however, have more
stratiform precipitation behind the NCFR (green shading
in Fig. 12b) than the other two microphysics schemes (Fig.
12a and c).

The Thompson simulation (Fig. 12¢) produced an NCFR
that was thinner than those in the WSM6 and Morrison
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simulations (Fig. 12a and b, respectively). At 1500 and
1600 UTC, the Thompson NCFR did not extend as far
to the northeast or southwest as the WSM6, Morrison,
or observed reflectivity (Fig. 12¢ compared to Fig. 12a,
b and Fig. 2). The Thompson simulation had many bulges
at 1400 UTC, which smoothed into a straight NCFR by
1500 and 1600 UTC (Fig. 12¢). Because the NCFR in the
Thompson simulation was thinner than the WSM6 and
Morrison simulations, the bulges appeared more promi-
nent. There were fewer gaps between the regions of heav-
iest precipitation in the Thompson simulation than in the
observed reflectivity at 1500 and 1600 UTC (Fig. 12 com-
pared to Fig. 2). The broken-S pattern on the northern and
southern side of the NCFR in observed reflectivity (Fig. 2)
were present in the Thompson simulation at 1500 and 1600
UTC (shown by arrows in Fig. 12c). Over the four time
periods, the Thompson simulation, compared to the other
microphysics schemes, had the strongest reflectivity (up to
55 dBZ) for the largest extent (Fig. 12c), similar to the
observed reflectivity (Fig. 2).

Cross sections in the east-west direction of radar re-
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at 10m above ground level are shown as the black wind barbs. All parameters are valid at 1500 UTC.

flectivity were created for the three microphysics schemes
to verify there were no unrealistic features in the vertical
direction. For comparison, the conceptual model of a ma-
ture quasi-linear convective system (of which NCFRs are
a subtype) is presented in Fig. 15 (Houze et al. 1989). An
observed radar reflectivity cross section of the NCFR was
not available for this case. Focusing only on the radar
reflectivity (unshaded with the bold outline, and shaded
contours, darker indicating higher reflectivity), the heav-
iest precipitation occurs along the front with high reflec-
tivity occurring at the surface (annotated as a mature cell
in Fig. 15). Ahead of the mature cell, a new cell is shown
as high reflectivity aloft. Behind the mature cell, an old
cell can be seen as high reflectivity from the surface, but
not extending as high as the mature cell. As the quasi-
linear convective system propagates, new cells develop into
mature cells, which turn into old cells. These cells are
considered the convective precipitation. None of the mi-
crophysics scheme parameterization tests showed the new
cell, mature cell, old cell structure as presented by Houze
et al. (1989) (Fig. 16). In the conceptual model, regions
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of lower reflectivity (lower reflectivity extends to the bold
line in Fig. 15, which is annotated as the radar echo bound-
ary) and a region of heavy stratiform rain aloft behind the
cells (shaded region aloft behind the old cell in Fig. 15)
are located behind the new, mature, and old cells. The
heavy stratiform rain is caused by the melting of ice par-
ticles (trajectories of the ice particles shown in the dashed
lines in Fig. 15).

The WSM6 scheme produced a wide region of high re-
flectivity values, locally up to 65 dBZ, which extended to
the surface (Fig. 16a). The region of high reflectivity in
the WSMG6 cross section was much wider than shown in
the conceptual model (Fig. 15). There was more convec-
tive precipitation than stratiform, unlike the conceptual
model (Fig. 16a compared to Fig. 15).

The Morrison scheme again produced a convective re-
gion wider than proposed by Houze et al. (1989) (Fig. 16b
compared to Fig. 15). The convective region of the Mor-
rison simulation was also shorter than the other micro-
physics schemes, only extending to approximately 2 kilo-
meters above sea level (Fig. 16b). The heaviest precipita-
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tion (up to 50 dBZ) did not extend to the surface. There
was a region of heavy trailing stratiform precipitation in
the Morrison simulation, which was not produced by any
other microphysics scheme.

The Thompson scheme produced the skinniest convec-
tive region of the three microphysics schemes (Fig. 16¢),
similar to the findings of (Morrison et al. 2015a). The
heaviest convective precipitation, up to 50 dBZ, extended
to the surface, unlike the Morrison simulation (Fig. 16¢
compared to b). The convective region most closely resem-
bled the conceptual model (Fig. 15). However, the strat-
iform region was relatively weak and not continuous like
that in the Morrison simulation (Fig. 16b).

The underestimation of stratiform precipitation has been
documented in previous studies of mesoscale convection
(e.g., Adams-Selin et al. 2013; Hagos et al. 2014; Morrison
et al. 2015a). The stratiform region depends upon smaller
hydrometeors being advected by the wind field of the storm
(e.g., Parker and Johnson 2004; Luo et al. 2010), in this
case the NCFR. Smaller hydrometeors are more likely to
evaporate or sublimate, which would make the stratiform
region disappear.

Previous studies have opted for two-moment microphysics
schemes (like Morrison) over one-moment schemes (like
WSM6) because they are more meteorologically robust in
simulating the real-world environment (e.g. Bryan and Mor-
rison 2012). However, double-moment schemes are more
computationally expensive. In this case, the Morrison and
Thompson simulations produced NCFRs more like the ob-
served reflectivity, however the Thompson scheme, although
computationally simpler compared to Morrison, produced
a narrow, nearly linear NCFR, with few gaps and broken-
S patterns on the northern and southern section of the
NCFR. Therefore, the Thompson microphysics scheme was
chosen as the most successful. When comparing the same
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schemes, Rajeevan et al. (2010) also found that the Thomp-
son scheme more accurately simulated a severe thunder-
storm event.

6. Land Surface

The WRF-ARW land-surface scheme affects the land-
atmosphere interactions. The land-surface scheme calcu-
lates heat and moisture fluxes over land and sea-ice based
on radiative and precipitation forcing from the microphysics
scheme, and surface variables such as soil moisture, sur-
face temperature, and snow cover. Output from the land-
surface scheme is used as the lower-boundary condition for
vertical transport in the PBL schemes. Two land-surface
schemes were tested here: the Noah Land-Surface Model
and Five-Layer Thermal Diffusion. The Noah scheme in-
cludes four layers of soil moisture and temperature and also
includes snow cover and physics dealing with frozen soil.
The Noah scheme also includes vegetation processes such as
evapotranspiration. The Five-Layer scheme only includes
soil temperatures, as the name suggests, over five layers
and does not explicitly model vegetation processes (Ska-
marock et al. 2008). The land-surface simulations shown
were initialized at 1200 UTC 29 November. Because of the
interaction between the land-surface scheme and the PBL
and microphysics schemes, the changes in radar reflectiv-
ity and near-surface temperature, humidity, wind speed,
wind direction, and sea-level pressure based on land-surface
scheme were compared across PBL and microphysics schemes.

Both the Noah and Five-Layer simulations produced
NCFRs in northern England with broken linear convection
in southern England (Figs. 9 and 12). Both simulations
had nearly the same location and intensity of stratiform
precipitation. All of these features were similar to the ob-
served reflectivity (Fig. 2). Differences between the land-
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surface schemes were subtle and depended upon the PBL
and microphysics schemes.

The differences between the land-surface simulations
across PBL schemes were subtle (Fig. 9). In the YSU sim-
ulations, the Five-Layer scheme NCFR (Fig. 9a) was less
linear than the Noah scheme (Fig. 9c), exhibiting more
bulges and more gaps (examples marked in blue arrows),
especially after 1300 UTC. This was not the case for the
MYJ simulations, where the two land-surface simulations
produced NCFRs with similar shapes and similar numbers
and locations of bulges and gaps (Fig. 9b and d). The
difference in the two land-surface schemes in the MYJ sim-
ulations was the magnitude of precipitation. Reflectivity of
up to 55 dBZ was more widespread in the Five-Layer land-
surface scheme (Fig. 9b), especially at 1300 UTC, more
similar to the observed radar reflectivity than the Noah
scheme (Fig. 9d). Controlling for PBL schemes, there was
little difference in the temperature, relative humidity, sea-
level pressure, wind speed, and wind direction between the
two land-surface schemes (Figs. 10 and 11). Comparing
the PBL and land-surface scheme options, the MYJ, Five-
Layer combination was more like the observed reflectivity.

Similarly to the differences across PBL schemes, the
differences between the land-surface schemes across micro-
physics schemes were subtle (Fig. 12). Keeping the mi-
crophysics scheme constant, the land-surface schemes pro-
duced the same shape of NCFR at all time steps (Fig.
12a and d, compared to b and e, compared to ¢ and f).
The only relatively major difference between land-surface
schemes was for the Thompson microphysics scheme. At
1600 in the Five-Layer scheme, there was a pronounced
broken S pattern on the north side of the NCFR (shown
by the arrow in Fig. 12¢). In the Noah scheme, there was
an S present, but it was not broken (shown by the arrow in
Fig. 12f). Besides this, there were few differences in radar
reflectivity between land-surface schemes with respect to
microphysics scheme.

Keeping microphysics scheme constant, there was little
difference in temperature, sea-level pressure, wind direc-
tion, and wind speed between the two land-surface schemes
(Fig. 13). There was, however, a difference in relative hu-
midity between the land-surface schemes. The Five-Layer
scheme had more widespread relative humidity between
90-100% (Fig. 14a, b, and ¢) compared to the Noah scheme
(Fig. 14d, e, and f). The Noah scheme more closely resem-
bled the observed relative humidity (Fig. 3).

Land-surface schemes make a bigger difference in model
output over longer simulation periods, for example the 13-
month simulation tested by Jin et al. (2010). The effect of
the land-surface schemes in this short-term, 6-hour simu-
lation was minimal. Indeed, the two land-surface schemes
were very similar in terms of radar reflectivity, tempera-
ture, sea-level pressure, wind direction, and wind speeds.
Looking at the differences in land-surface scheme for the
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Thompson microphysics scheme (because the Thompson
microphysics scheme was already chosen as more represen-
tative), again the Five-Layer scheme was more represen-
tative by producing a broken S pattern, even though the
relative humidity was higher than observed. Additionally,
the Five-Layer scheme was simpler and therefore less com-
putationally expensive. Because the land-surface scheme
made little difference to the shape and structure of the
NCFR, the simpler of the two was chosen.

7. Summary

This article compared different parameterization schemes
for modeling a tornadic narrow cold frontal rainband using
WRF-ARW. Analysis detailed the shape and longevity of
the storm through radar reflectivity, both in the x—y and
x—7 directions and near-surface temperature, relative hu-
midity, wind speed, wind direction, and sea-level pressure.
As the initialization time approached the time of analysis,
the NCFR switched from forming in the southern to the
northern domain. Additionally, the simulation initialized
at 1200 UTC 29 November 2011 had a long-lived NCFR,
similar to the observed reflectivity. The MYJ PBL scheme
produced fewer bulges and gaps than the YSU scheme. The
WSMG6 and Morrison microphysics schemes produced more
gaps and thicker NCFRs than the Thompson scheme. Fi-
nally, when testing land physics schemes, the Five-Layer
scheme produced an NCFR with more widespread higher
reflectivity the Noah scheme, however the differences be-
tween the schemes were subtle overall.

For the reasons listed above, the parameterization scheme
chosen for the case study was initialized 1200 UTC 29
November 2011 using MYJ PBL, Thompson microphysics,
Five-Layer Thermal Diffusion land-surface scheme, and 2-
way nesting. This combination of parameterization schemes
most closely resembled observed radar reflectivity in this
case. However, this combination of parameterization schemes
is not necessarily representative of all cases in the UK at
all times. Therefore, further sensitivity studies are recom-
mended for future cases.
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The case for multiple growth mechanisms of misovortices along a tornadic cold front

KELSEY J. MULDER * AND DAVID M. SCHULTZ
Centre for Atmospheric Science, School of Earth, Atmospheric and Environmental Sciences,

University of Manchester, United Kingdom

ABSTRACT

On 29 November 2011, a narrow cold-frontal rainband (NCFR) traversed Wales and northern Eng-
land, producing at least seven observed tornadoes. Two tornadoes were associated with a broken
S reflectivity pattern, one with a bowing segment, and one with a core and gap radar reflectivity
pattern. The remaining three vortices had no apparent reflectivity pattern, likely due to radar reso-
lution. To determine the mechanisms responsible for vortexgenesis and vortex maturity, the NCFR
was simulated using WRF-ARW. Five vortices were chosen at maturity (defined as producing strong
near-surface horizontal winds). The vortices were associated with wave, hook, bowing segment, core
and gap, and broken S radar reflectivity signatures. Vortexgenesis occurred by the roll-up of pre-
existing vorticity, intensified by stretching. There was, however, tilting present in the wave, hook,
bulging, and broken S vortices at genesis. There were two mechanisms responsible for vortex ma-
turity, the first was collocation of stretching and tilting and the intensification of stretching in the
vortex, responsible for the wave and core and gap vortices. The second was vortex splitting by
strong downdrafts. This occurred for the hook, bulging, and broken S vortices. Results from this
study suggest that it is possible for multiple growth mechanisms to be responsible for misovortex
intensification along an NCFR.

1. Introduction This S shape breaks into two line segments at or shortly
after its associated vortex reaches maturity (McAvoy et al.
2000; Clark 2011). Bow echoes occur when a segment of
the line accelerates forward, creating a bow shape in the
radar reflectivity signature. Tornadic vortices along bow-
ing segments typically occur at or near the apex of the bow
(e.g., Funk et al. 1999; Clark 2011). The hook structure
resembles a supercell hook echo, with a hook-shaped ap-
pendage extending from the NCFR (Carbone 1982; Clark
2011). The core and gap structure occurs when there are
segments of the NCFR, with heavy precipitation separated
by segments (or gaps) of weaker precipitation (e.g., James
and Browning 1979; Kawashima 2011).

The core and gap structure has been associated with
horizontal shearing instability (HSI, e.g. Kawashima 2011).
HSI occurs when a sheet of preexisting vertical vorticity,
often formed by the wind shift across a boundary such
as a cold front, breaks down into vortices due to pertur-
bations along the line (e.g., Lee and Wilhelmson 1997b).
Tornadogenesis occurs when the vortices strengthen due to
stretching from conservation of angular momentum (Brady
and Szoke 1989; Wakimoto and Wilson 1989; Lee and Wil-
helmson 1997b).

The process of vortexgenesis and tornadogenesis associ-
ated with HSI differs from supercell tornadogenesis (Markowski
and Richardson 2014) and bow echo tornadogenesis (Weis-
man and Davis 1998; Trapp and Weisman 2003; Atkins

Quasi-linear convective systems, including narrow cold-
frontal rainbands (NCFRs), were found to be the most
common parent storm type for tornadoes and tornado out-
breaks in the British Isles (Mulder and Schultz 2015). This
is in contrast to the United States during 1998-2000, when
only 18% of tornadoes occurred from linear storms com-
pared to 79% from isolated storms (Trapp et al. 2005).

Not only are tornadoes along NCFRs common in the
UK, but they also pose a tricky operational forecasting
challenge. Misocyclones, or vorticity maxima with diame-
ters between 1-4 km (Fujita 1981) associated with strong
winds and tornadoes (e.g., Wakimoto and Wilson 1989;
Smart and Browning 2009; Clark and Parker 2014) along
NCFRs can be short-lived, appearing and disappearing
within tens of minutes. Additionally, it is difficult to pre-
dict where along the NCFR vortices are most likely, making
forecasting tornadoes and strong straight-line winds diffi-
cult. An additional threat of NCFRs is they are capable of
producing large-scale tornado outbreaks (Clark 2012; Mul-
der and Schultz 2015).

Similar to the hook echo being associated with torna-
does in supercells, four radar reflectivity signatures have
been associated with damaging straight-line winds and tor-
nadoes along NCFRs: broken S, bow echoes, hooks, and
core and gap. The broken S signature begins as a bulge
in the NCFR, which evolves into an S-shaped signature.



and St. Laurent 2009), which both require tilting in addi-
tion to stretching. In supercell tornadogenesis, the meso-
cyclone forms as horizontal streamwise vorticity is tilted
into the vertical. Downdraft air then acquires baroclinic
crosswise vorticity, which tilts upwards as it approaches the
ground. The resulting vertical vorticity is then stretched
to tornado strength by conservation of angular momentum
(Markowski and Richardson 2014).

There are three hypotheses about bow echo vortexge-
nesis. The first hypothesis is that bow echo mesovortices
form by downward tilting of baroclinically-induced hori-
zontal crosswise vorticity, creating a cyclonic vortex on the
south side of the downdraft and an anticyclonic vortex on
the north side of the downdraft (Trapp and Weisman 2003).
The second hypothesis is that bow echo vortices form by
upward tilting of either baroclinically- (Atkins and St. Lau-
rent 2009) or vertical shear- (Weisman and Davis 1998)
induced horizontal vorticity by an updraft. The vorticity
couplet formed in this hypothesis has an anticyclonic vor-
tex to the south and a cyclonic vortex to the north of the
downdraft, opposite of those in Trapp and Weisman (2003).
The third hypothesis is similar to that of supercells: hori-
zontal streamwise vorticity, created by vertical wind shear,
is tilted upwards. Then, baroclinically-induced crosswise
vorticity is tilted upwards by the updraft. Stretching in-
tensified the vortex (Atkins and St. Laurent 2009).

What mechanism, then, is responsible for vortexgenesis
and vortex strengthening when there are multiple reflec-
tivity signatures associated with vortices along the same
NCFR? What about when core and gap (associated with
HST), hooks (associated with supercells) and bow echoes
occur on the same line? Would vortexgenesis and vortex
strengthening occur with the same mechanism or can there
be different growth mechanisms along the same NCFR?

To address these questions, we present a case study of
a tornadic NCFR in the United Kingdom which exhibited
multiple radar reflectivity signatures associated with tor-
nadoes. Section 2 gives details about the case presented
herein. Section 3 presents the methods used. Section 4
examines the results of analyzing vortices at genesis and
at maturity. These results include cross sections and tra-
jectory analysis. A discussion of the results is given in
Section 5. The article ends with a summary of the findings
in Section 6.

2. Case Description

On 29 November 2011, an NCFR formed in associa-
tion with an extratropical cyclone and traversed across Ire-
land and the United Kingdom. At 0600 UTC 29 Novem-
ber 2011, there were two cold fronts associated with the
985 hPa low: one across the eastern coast of Ireland and
the other trailing closely behind (Fig. 1a). Over the next
twelve hours, the two fronts merged, the pressure center

dropped to 978 hPa (Fig. 1b), and a narrow rainband as-
sociated with the fronts formed (not shown). As the cold
front passed the Whitworth Observatory in Manchester,
winds gusted to nearly 40 mph. Wind direction changed
from south before the front to west after the front, quite
a substantial wind shift. The temperature decreased from
14°C to 9°C in only a few minutes. Rainfall rates were
recorded up to 110 mm (4.33 inches) per hour (Data avail-
able at: www.cas.manchester.ac.uk/restools/whitworth/).
At 18 UTC 29 November 2011, the front moved past the
UK and over the North Sea (Fig. 1c).

Seven tornadoes ranging from T1 to T4 (FO to F2) were
observed along the NCFR (Fig. 2). One tornado (rated
T3-4 or F1-2) damaged six caravans in North Wales. An-
other tornado knocked a chimney to the ground in Greater
Manchester, injuring one person. The remainder of the
tornadoes damaged buildings, cars, and trees (Brown and
Meaden 2012). The media attributed two further instances
of damage to tornadoes. However, upon further investi-
gation by the Tornado and Storm Research Organisation
(TORRO), the damage could not be differentiated from the
widespread straight-line winds associated with the front
and therefore were not verified as caused by tornadoes
(Brown and Meaden 2012).

The radar reflectivity of the NCFR exhibited broken
S patterns (producing Tornadoes 2 and 5), a bulging seg-
ment (producing Tornado 6), and core and gap (producing
Tornado 7) structures (Fig. 2). There were no apparent
reflectivity patterns for Tornadoes 1, 3, and 4, but a small
wave (inflection) or hook could have been present, but not
visible due to coarse radar resolution. This article will an-
alyze a simulated NCFR with multiple radar reflectivity
signatures associated with tornadoes. Vortices along the
NCFR associated with a wave, hook, bow echo or bulge,
core and gap, and broken S radar reflectivity patterns will
be compared at vortexgenesis and vortex maturity to de-
termine their structure and the mechanisms responsible for
creating the vortices.

3. Methods

The Advanced Research Weather and Forecasting Model
version 3.4.1 (WRF-ARW, Skamarock et al. 2008) was used
to model vortexgenesis in the tornadic NCFR on 29 Novem-
ber 2011. The model was initialized using European Centre
for Medium-Range Weather Forecasting (ECMWF) analy-
sis data interpolated onto a Lambert conformal grid. The
simulation was tested for sensitivity with respect to initial-
ization time, interactive nesting, surface physics scheme,
microphysics scheme, and planetary boundary layer scheme.
The initialization time and microphysics schemes created
the most variations in the model. The simulation setup
used the Five-Layer thermal diffusion surface physics scheme,
Thompson microphysics scheme (Thompson et al. 2008),
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Fic. 1. Surface analysis every six hours on 29 November 2011 from 0600 UTC until 1800 UTC.

Mellor-Yamada-Janjic boundary layer scheme (Janji¢ 1994),
and two-way nesting. This simulation was most similar to
surface observations and radar reflectivity.

Four domains, all with 90 vertical levels extending up to
50 hPa, were used to create a high-resolution simulation for
the vortices (Fig. 3). The largest domain, D01, had 25-km
horizontal grid spacing to capture synoptic scale processes
and covered the North Atlantic Ocean, the United King-
dom, and part of Eastern Europe. The Kain—Fritsch cumu-
lus parameterization scheme was used on D01 (Kain 2004),
but was turned off in subsequent domains because convec-
tion was explicitly resolved. The next largest domain, D02,
had 5-km horizontal grid spacing to model the mesoscale.
D03, with 1-km horizontal grid spacing was designed both
to resolve mesoscale features and as a stepping stone to
finer resolution. The smallest domain, D04, had 200-m

horizontal grid spacing, sufficient to resolve the vortices.
All domains were initialized at 1200 UTC 29 November
2011 and run until 1800 UTC 29 November 2011. Outputs
from D04 were saved every 10 seconds for analysis.

At 1300 UTC, the model produced a well-defined NCFR
from Northern England through Wales (Fig. 4a), similar
to observed reflectivity (Fig. 4b) with wind shifting from
the south ahead of the front to the west behind the front
(not shown in observed reflectivity). The model at this
time poorly resolved the pre- and post-frontal stratiform
precipitation. Additionally the modeled NCFR was trav-
eling slower than the observed NCFR (Fig. 4a, b). Two
hours later, at 1500 UTC, the modeled NCFR appeared
to have the same shape and extent as the observed NCFR
in the northern half of the domain (Fig. 4c, d), but again
the model did not resolve stratiform precipitation and the
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NCFR was slightly slower and was therefore farther east of
the observed reflectivity. In the southern domain, broken
linear convection was modeled both south of the NCFR
and in a line parallel to and southeast of the NCFR, sim-
ilar to the observed reflectivity (circled in Fig. 4c, d). Fi-
nally, at 1700 UTC, the modeled and observed NCFRs
(Fig. 4e and f, respectively) moved over the North Sea.
The modeled NCFR had approximately the same shape
and extent as the observed NCFR. The observed NCFR at
1700 UTC (Fig. 4f) was aligned more toward the northwest
than the model (Fig. 4e). Overall, the model underrepre-
sented stratiform precipitation, but modeled the shape and
extent of the NCFR well.

The vortices analyzed herein were chosen by locating
relative vorticity (¢) maxima where ¢ > 1072 s=1 in re-
gions of radar reflectivity where there was a (1) wave, (2)
hook, (3) bulge, (4) core and gap, and (5) broken S radar
reflectivity signature (Fig. ba, b, ¢, d, and e, respectively).
All vortices were between 1-4 km in diameter, classifying
them as misovortices (Fujita 1981).

The wave signature was a small inflection point along
the NCFR (Fig. 5a at 1610 UTC), which could have been
responsible for Tornadoes 1, 3, and 4 from Fig. 2. Through-
out the evolution of the wave vortex, there was only a slight
inflection in the radar reflectivity, making the vortex hard
to detect. The hook, which also could have been respon-
sible for Tornadoes 1, 3, and 4, resembled a hook similar
to those associated with supercells (Fig. 5b at 1555 UTC).
At genesis, the hook began as a wave with a small vortex
(beginning of the green dashed line in Fig. 5b), which grew
into a hook (Fig. 5b from 1555 UTC). The bulge differed
from the hook because the whole reflectivity was bowed
eastward (Fig. 5¢ at 1530 UTC), rather than the wrapped
reflectivity of the hook (Fig. 5b at 1555 UTC). At gene-
sis, however, the bulge began as a hook (beginning of the
purple dashed line in Fig. 5¢ at 1510 UTC). Over the evo-
lution of the vortex, the radar reflectivity pattern bulged
outward (Fig. 5¢). The core and gap vortex had a region
of lighter reflectivity between two heavy cores of precipi-
tation with the vortex located in the gap (Fig. 5d at 1515
UTC). At vortexgenesis for the core and gap vortex, there
was no inflection, wave, hook, bulge, or any other signature
(beginning of the red dashed line in Fig. 5d at 1435 UTC).
The vorticity strengthened at 1455 UTC (Fig. 5d). The
gap in the reflectivity formed where the vorticity strength-
ened (circled in Fig. 5d at 1505-1515 UTC). Finally, the
broken S pattern differed from the core and gap in that
the northern portion of higher reflectivity was farther west
than the southern portion of higher reflectivity, resembling
the letter “S” (Fig. 5e at 1540 UTC). At vortexgenesis for
the broken S vortex, there was no inflection, wave, hook,
or bulge (Fig. 5e at 1430 UTC). As the vortex developed, a
bulge developed in the radar reflectivity (circled in Fig. 5e
at 1450 UTC). The radar reflectivity deformed around the

vorticity maximum, forming the broken S signature (Fig.
5e at 1510-1540 UTC).

These vortices were chosen at the peak of their strength,
hereafter referred to as “mature.” Vortex maturity was de-
fined as the peak strength of the 10-m AGL horizontal
wind. The broken S and gap vortices had 10-m horizon-
tal wind of at least 30 m s™!, the lower threshold for EF0
tornadoes (Glickman 2000). At 200-m grid spacing, we
cannot resolve whether or not a tornado was occurring at
the ground. Regardless of whether the horizontal winds
were caused by tornadic or straight-line winds, the vortex
was potentially damaging.

4. Results

Before the NCFR traveled into D04, a vortex sheet
formed along the NCFR. This vortex sheet formed inflec-
tion points and, over approximately an hour, rolled up into
individual vortices (Fig. 6). The progression of the vortex
sheet spinning up into individual vortices was indicative of
HSI (Lee and Wilhelmson 1997b).

As the NCFR entered D04, many strong vortices, up
to 0.05 s~!, were present (Fig. 7). Previous simulations
of vortices in different storm types have produced vor-
tices of near this magnitude. For supercells, Adlerman
et al. (1999) found vorticity up to 0.054 s~!. For bow
echoes, vorticity magnitudes ranged from 0.009 to 0.02
s~! (Trapp and Weisman 2003; Wheatley and Trapp 2008;
Atkins and St. Laurent 2009). For NCFRs, Smart and
Browning (2009) found vorticity up to 0.04 s~*. The range
of vorticity magnitudes certainly depends on the case, but
also depends on model grid spacing with higher-resolution
models producing higher vorticity values.

The vortex that eventually formed the wave and hook
signatures originated at 1530 UTC before it split (Fig. 7).
The right side vortex developed into a wave reflectivity
signature, strongest at 1610 UTC and the left side vortex
developed into a hook signature, strongest at 1555 UTC.
The vortex eventually forming the bulging vortex began at
1505 UTC. The vortex merged with a larger vortex before
the bulging signature and strongest near-surface horizontal
wind speeds occurred at 1530 UTC. The strengthening of
vortices due to mergers has been noted previously by Lee
and Wilhelmson (1997a,b). The mature vortex associated
with the bulging reflectivity signature was located just to
the north of the apex of the bulge (Fig. 5¢). The vortex as-
sociated with the core and gap reflectivity pattern began at
1430 UTC. This vortex also appeared to merge with a vor-
tex directly south of it between 1450 and 1500 UTC. The
vortex reached peak near-surface horizontal wind speeds
at 1515 UTC. The longest lived of the vortices studied
in depth here was the broken S vortex, which began at
1425 UTC and reached peak horizontal wind speeds at 1540
UTC. The vortex continued to propagate 30 minutes longer



before exiting the domain. This vortex did not experience
any mergers or splits in its lifecycle.

a. Cross sections

At vortexgenesis, the wave and hook, bulging, and bro-
ken S vortices had the same structure (Fig. 8). The area
of strongest positive vorticity (filled contours in yellow, or-
ange, and red) was at the eastern edge of the front (high
gradient of potential temperature contours, shown in green),
collocated with the wind shift line (Fig. 8a, ¢, g). The vor-
ticity maximum sloped upwards and away from the surface
up to 2 km in height toward the west along the isentropes
(Fig. 8a, ¢, g) and up to 2.5 km to the north (Fig. 8b, d,
h). The sloping of vertical vorticity to the north was likely
due to vorticity advection by the ambient winds from the
south ahead of the front. The updraft was collocated with
the vorticity maxima with the maximum vertical velocity
near 1.5 km (black contours in Fig. 8a, ¢, g). Negative
vertical velocity was located at the surface just to the west
(Fig. 8a and c) and north (blue filled contours in Fig. 8b
and d) of the vorticity maxima for the wave and hook and
bulging vortices, likely associated with the rear inflow jet.
The broken S vortex did not have negative vertical veloc-
ity at the surface west (Fig. 8g) and north (Fig. 8h) of the
vorticity maxima, but the magnitude of positive velocity
decreased in those locations. The vorticity maxima were
associated with positive stretching for all vortices at vor-
texgenesis (blue contours in Fig. 8b, d, f, and h). There
was positive tilting on the south side of the vorticity max-
ima for the wave and hook, bulging, and broken S vortices
(green contours in Fig. 8b, d, and h).

At vortexgenesis, the core and gap vortex (Fig. 8e, f)
was different in structure than the wave and hook, bulging,
and broken S vortices. The cyclonic vorticity was concen-
trated toward the surface and only extended to 1 km in the
east—west cross section (filled contours in red, orange, and
yellow in Fig. 8e) and up to 2 km in the south-north cross
section (Fig. 8f). There were two regions of anticyclonic
vorticity: one directly above the vorticity maxima from
1.2-1.8 km (filled blue contours in Fig. 8e and f) and the
other aloft and to the west between 2-4 km (Fig. 8¢). The
cyclonic vorticity maximum was associated with positive
vertical velocity and the anticyclonic vortices were associ-
ated with negative vertical velocity (solid and dashed black
contours, respectively in Fig. 8e, f). There was additional
downward motion near the surface west and east of the
cyclonic vorticity maximum (Fig. 8e).

The broken S vortex also exhibited anticyclonic vortic-
ity, albeit weak, at the surface directly west of the cyclonic
vorticity, perhaps indicating the tilting of streamwise vor-
tex lines upward along the front then downwards behind
by weaker or slightly downward vertical winds (Fig. 8g).

At maturity, the wave vortex did not change shape or
structure (filled contours in Fig. 9a and b) from vortex-

genesis (Fig. 8a and b). Again, there was vorticity up to
approximately 2 km with peak vorticity associated with the
updraft (black solid contours). Vorticity bent away from
the surface to the west (Fig. 9a) and north (Fig. 9b). Max-
imum vertical velocity was directly above the maximum in
vertical vorticity (Fig. 9a). Weak downward motion was
located just west of the vorticity maximum (dashed black
contours). Weak positive stretching and tilting were col-
located the maximum vorticity (blue and green contours,
respectively Fig. 9a and b).

The mature hook vortex, on the other hand, changed
shape and structure from vortexgenesis. However, the vor-
ticity still sloped upward to the east and slightly to the
north (red, orange, and yellow filled contours in Fig. 9¢, d).
Instead of one vorticity maximum along the front, there
were two vorticity maxima: one along the front between
600 m and 1 km and the other farther east at the surface
(Fig. 9¢). Between the two vorticity maxima, there was a
downdraft with maximum downdraft winds from the sur-
face up to approximately 1.5 km (dashed black contours
in Fig. 9¢). This downdraft was also located to the south
of the vorticity maximum (Fig. 9d), where the strong hori-
zontal winds associated with the vortex occurred (Fig. 5b).
At genesis, the vorticity maximum was associated with up-
ward vertical velocity. At maturity, the eastern vorticity
maximum was collocated with the updraft—-downdraft in-
terface with positive stretching and negative tilting within
the updraft and negative stretching and positive tilting
within the downdraft. The eastern vorticity maximum was
associated only with upward motion. The western vorticity
maximum had negative stretching (dashed blue contours)
and positive tilting (solid green contours) from 400 m to 1
km above and slightly east of the vorticity maximum and
positive stretching (solid blue contours) and negative tilt-
ing (dashed green contours) aloft and to the west of the
vorticity maximum (Fig. 9¢). The downdrafts were associ-
ated with weak stretching or tilting and therefore were not
conducive to vorticity intensification. The mature hook
vortex also had a region of weak anticyclonic vorticity at
1-1.8 km, south of the cyclonic vorticity. This anticyclonic
vorticity appeared to be indicative of vortex line tilting by
a localized updraft (Fig. 9d), similar to Atkins and St. Lau-
rent (2009).

At maturity, the bulging vortex resembled the mature
hook vortex with a cyclonic vorticity maximum above the
surface along the front at 400 m to 2 km, a secondary
vorticity maximum at the surface to the west, and a down-
draft between them (Fig. 9e). In addition, there was a
strong vorticity maximum, up to 0.06 s~!, aloft from 1-
2.5 km between the two low-level vorticity maxima. Both
the low-level vorticity to the east along the front and the
vorticity maximum aloft were associated with the updraft—
downdraft interface (Fig. 9¢). The eastern low-level vortic-
ity maximum was associated with positive stretching and
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Fia. 5. Modeled radar reflectivity (colored contours) of the vortices chosen for further analysis from D04 (200-m grid
spacing) showing evolution over time starting at genesis (far left of each panel) to maturity (far right of each panel).
Relative vorticity contoured every 0.01 s~* from 0.02 s~* (black contours) and horizontal velocity at 10 m AGL contoured
every 5 m s~ ! starting at 20 m s~! are shown for (a) wave (1530-1610 UTC), (b) hook (1525-1555 UTC), (c) bulge (1430
1530 UTC), (d) core/gap (1435-1515 UTC), and (e) broken S (1430-1540 UTC) vortices. The approximate location of
the vortex over time is shown by the dashed lines.
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Fia. 6. Modeled relative vorticity at 500 m (colored contours) from D03 (1-km grid spacing) from 1240 UTC until 1400
UTC at the beginning of the model simulation.
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negative tilting on the east side and aloft from 400 m to 2
km and negative stretching and positive tilting on the west
side from 400 m to 1 km (Fig. 9¢). The vorticity maximum
aloft was collocated with positive stretching and negative
tilting except for the top from 2-2.5 km where there was
positive tilting and negative stretching (Fig. 9¢). The sur-
face vorticity maximum to the west was associated with
a localized updraft, positive tilting, and zero stretching at
the surface and negative stretching up to 1 km (Fig. 9e).
Conversely to the hook vortex, there was no region of an-
ticyclonic vorticity in the mature bulging vortex (Fig. 9e,
f). The downdraft extended south of the vortex (Fig. 9f),
where the strong horizontal winds were located (Fig. 5c).
The mature core and gap vortex had a surface vorticity
maximum along an updraft-downdraft interface (Fig. 9g,
h). The vorticity maximum was associated with positive
stretching and near-zero tilting with positive stretching and
negative tilting east of the vortex and negative stretching
and positive tilting west of the vortex up to 1 km (Fig. 9g).
The vorticity was concentrated below 1 km with weaker
vorticity bending aloft to the north (Fig. 9h). There was
downward motion to the south of the vorticity maximum,
where the strong horizontal winds were located (Fig. 9g).
At maturity, the broken S vortex had two surface vor-
ticity maxima (Fig. 9i), similar to the mature hook and

bulging vortices. The western vorticity maximum was stronger,

up to 0.6 s~!, and was associated with an updraft, not a
updraft-downdraft interface, like the mature hook, bulging,
and core and gap vortices. The western vorticity maximum
was associated with positive stretching on the west side
and positive tilting on the east side of the vortex (Fig. 9i).
There was negative vertical velocity south of the vorticity
maximum (Fig. 9j), where the strong horizontal winds were
located (Fig. 5e). There was a cyclonic and anticyclonic
vorticity couplet aloft, between 1-2 km. The cyclonic vor-
tex was associated with an updraft and the anticyclonic
was associated with a downdraft (Fig. 9i). The cyclonic
vorticity aloft was associated with positive tilting and the
anticyclonic vorticity was associated with negative tilting,
suggesting tilting of the streamwise vorticity upward to
create cyclonic vorticity along the front and downward for
anticyclonic vorticity behind the front (Fig. 9i). The sec-
ondary surface vorticity maximum of up to 0.3 s~! only
extended to approximately 1.5 km and was associated with
weak vertical motion, positive stretching to the west of the
maximum and positive tilting collocated with the vorticity
maximum (Fig. 9i). The secondary vortex also appeared
to have weak anticyclonic vorticity to the west at approxi-
mately 1 km.

b. Trajectory analysis

To further understand the evolution of vorticity, back-
ward trajectories were calculated every ten seconds for ten
minutes, located every 200m within the vortex from 500
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meters in height. Backward trajectories were calculated
both at vortexgenesis and when the vortex reached matu-
rity. To calculate vorticity tendency along the trajectories,
the Lagrangian vorticity equation was used:

¢

ot
where ( is the vertical component of relative vorticity, wy,
is the horizontal component of vorticity, w is the verti-
cal wind, ¢, is the specific heat at constant pressure, 6,
is the total density potential temperature, 7 is the non-
dimensional pressure, and R is the residual. The terms
on the right hand side of Equation (1) represent tilting,
stretching, baroclinic generation, and the residual, respec-
tively. The turbulent mixing and diffusion terms were not
calculated, but were accounted for in the residual term. Al-
though the baroclinic term was calculated along the trajec-
tories, the result was many orders of magnitude too small
to make a difference and therefore was not included in the
analysis.

There were two main trajectory paths for all vortices:
one moving parallel to the NCFR from the south into the
NCFR and the other moving from west to east into the
vortex (Fig. 10). There were no inflow trajectories from
the east side of the front.

There were three types of trajectories. The first type
was a descending trajectory. These trajectories descended
for the majority of their path before ascending into the
vortex (for example, see the black line in Fig. 11c). The
second type was an oscillating vortex, which eventually as-
cended into the vortex. The third type were ascending tra-
jectories, which originated near the ground and ascended
through most of their lifetime.

The trajectory representing the wave and hook vortex
was an oscillating trajectory (Fig. 11a). At the peak of the
parcel’s first ascent, vorticity was slightly positive due to
tilting, but was negative for the remainder of the trajectory.
As the parcel began ascending again, stretching increased,
thus increasing the vorticity to approximately 0.004 s~!.
This increase in vorticity was due to stretching alone.

The trajectory traveling into the bulging vortex origi-
nated to the west of the vortex and was also an oscillating
trajectory (Fig. 11b). Tilting was small and positive for
most of the first six minutes of the trajectory. After that,
tilting became negative. Negative stretching kept vortic-
ity negative until stretching became positive just before
the trajectory began ascending into the vortex, thereby in-
creasing the total vorticity to approximately 0.0028 s—*.

The core and gap trajectory originated southwest of
the vortex and was a descending trajectory (Fig. 11c). The
trajectory began at approximately 470 m, descended to 250
m, and ascended into the vortex. With the final ascent, the
vorticity increased to nearly 0.006 s 1, solely by stretching.
Tilting was near zero or negative throughout the trajectory
and became more negative over time.

ow
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F1a. 10. Paths of backwards trajectories from vortices at vortexgenesis (black lines) overlaid onto relative vorticity (filled
contours) for the (a) wave and hook, (b) bulge, (c¢) core and gap, and (d) broken S vortices.

Two trajectories represented the broken S trajectory;
one a descending trajectory originating from west of the
vortex (Fig. 11d) and the other an ascending trajectory
originating south of the vortex (Fig. 11e). The descend-
ing trajectory had negative tilting throughout the trajec-
tory and near-zero or negative stretching until just before
the trajectory began its final ascent, when stretching in-
creased the vorticity up to approximately 0.004 s~!. The
ascending trajectory remained near the surface until the
last three minutes (Fig. 11e). Before its ascent, the vortic-
ity was nearly zero. As the parcel began to ascend, tilting
increased. Tilting continued to increase as the trajectory
ascended, but stretching increased faster, which strength-
ened the vorticity to 0.0026 s~!.

Backward trajectories were also calculated for mature
The mature wave vortex trajectory was a de-
scending vortex (Fig. 12a). During the parcel’s descent,
tilting was small but positive. At the end of the descent,
tilting turned negative and grew more negative until the
end of the trajectory. As the parcel ascended into the vor-
tex, the vorticity originally created by tilting strengthened
due to stretching alone.

The mature hook vortex trajectory shown was also a
descending trajectory (Fig. 12b), which ended in the west-
side surface vorticity maximum in Fig. 9c. The vorticity

vortices.
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was nearly zero for the majority of the descent with any
positive vorticity solely due to tilting. However, as the
trajectory neared the bottom of its descent, the stretching
increased, which increased the vorticity. Tilting became
negative as the stretching increased.

The mature bulging vortex trajectory was also descend-
ing (Fig. 12¢) and also ended in the west-side surface vor-
ticity maximum in Fig. 9e. Near the bottom of the trajec-
tory’s descent, the stretching term increased substantially
from slightly negative to over 0.003 s~!. There was small
positive tilting at the beginning of the parcel’s descent and
negative tilting over the rest of the trajectory.

A trajectory originating to the southwest of the ma-
ture core and gap vortex was also descending (Fig. 12d).
The vorticity increase was attributed solely to stretching
because tilting remained near zero for the majority of the
trajectory. As the trajectory finished its descent, tilting
decreased and became more negative in the final three min-
utes of the trajectory.

The trajectory entering the mature broken S vortex os-
cillated into the more intense vorticity maximum to the
northeast (Fig. 12f). The increase of vorticity was domi-
nated by tilting (Fig. 12f). Tilting increased until the very
end when the parcel began ascending and the tilting de-
creased slightly. Stretching began near zero and became
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negative until the final ascent into the vortex, when it be-
came less negative, then slightly positive.

5. Discussion

At vortexgenesis, all of the vortices had similar struc-
tures an updraft at the east side the front associated with
positive vertical vorticity and, in the case of the wave, hook,
bulging, and core and gap vortices, cold air descending in
the downdraft behind the front. The broken S vortex had
weak upward vertical motion behind the front. Wind was
southerly to the east of the front and advected the positive
vorticity away from the ground, upwards and to the north.
Trajectory analysis showed that the core and gap vortex
at vortexgenesis strengthened via stretching alone by the
localized updrafts, similar to Lee and Wilhelmson (1997b).
On the south side of the wave and hook, bulging, and bro-
ken S vortices, there was cyclonic vertical vorticity due to
tilting of horizontal vorticity by the southerly wind, verified
by the trajectory analysis. Lee and Wilhelmson (1997b)
hypothesized that stretching by the updraft was primar-
ily responsible for intensifying vortices from vortexgenesis
and that tilting was not substantial. These results verify
that stretching was the primary source of intensification
of vorticity at vortexgenesis, but that tilting of horizontal
vorticity plays a role as well in some vortices, contrary to
the hypothesis by Lee and Wilhelmson (1997b).

The wave and core and gap vortices at maturity had
the same structure as they did at vortexgenesis. Positive
stretching and tilting were separated in space at vortexgen-
esis for the wave vortex. At maturity, the positive stretch-
ing and tilting were collocated. The core and gap vortex
also had collocation of stretching and tilting as well as an
intensification of stretching at maturity.

The mature hook, bulging, and broken S vortices were
broken into two distinct vorticity maxima, an eastern max-
imum aloft and a western maximum at the surface, sepa-
rated by a downdraft or a weak updraft. Within the down-
draft or weak updraft, there was negative tilting and weak
stretching, making the downdraft not conducive to vortic-
ity production. As a result, the vorticity was split into two
parts. The hook and bulging vortices had stronger vortic-
ity in the western vortex, where both tilting and stretching
were occurring whereas the stronger vorticity in the broken
S pattern was in the western vortex, which also had both
stretching and tilting. Stretching was the dominant mech-
anism in the hook and bulging vortices and tilting was the
dominant mechanism in the broken S vortex, as determined
by the trajectory analysis.

The strength and size of the vorticity maxima made
it possible to deform the reflectivity field into its respec-
tive shapes. The hook vortex likely formed from wrap-
ping of the hydrometeors around the vortex. The broken
S pattern likely formed in a similar way with wrapping of
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hydrometeors around the vortex. The gap in the broken
S reflectivity was associated with the vortex itself which
has also been observed in previous literature (Grumm and
Glazewski 2004; Smart and Browning 2009). The strong
rear inflow jet (Smull and Houze 1987), some of which
reached the surface, in the bulging vortex likely pushed the
convective line forward, creating the bowing appearance, as
proposed by (Fujita 1981). The same mechanism was likely
responsible for the appearance of the wave pattern in reflec-
tivity as well. It is possible that the mature hook, bulging,
and broken S vortices are part of the same evolution, but at
different phases because the reflectivity signatures associ-
ated with the vortices studied herein changed morphologies
over their lifetime.

Although the vortices had varying structure at matu-
rity, they all had a downdraft south of the vorticity max-
imum, collocated with the strong horizontal winds near
the surface, indicating the advection of higher momentum
air to the surface, as suggested by Smart and Browning
(2009). The implication for tornadogenesis is an increase
in stretching and tilting by the downdraft, therefore in-
creasing vorticity. Additionally, this location just south of
the vortex is where westerly winds would form in a tornado
(the south side of a cyclonically rotating tornado has west-
erly winds), which are collocated with the motion of the
NCFR. This would make the southern edge of the vortex
the location with the strongest winds, which is indeed what
was simulated. The exact dynamics of this relationship is
an area for further study.

To summarize, a conceptual model of vortexgenesis and
maturity is presented. Cyclonic vertical vorticity (orange
filled contour) is pre-existing along the front due to the
large shift in wind direction across the front (black arrows
in Fig. 13a). This vorticity rolls up into discrete vorticity
maxima (orange and red filled contours) due to inhomo-
geneities along the front with an updraft ahead of the front
and downdraft behind the front (red and blue arrows, re-
spectively in Fig. 13b). Tilting of horizontal vorticity and
stretching of preexisting vorticity occurs east of the front
associated with the updraft (green and blue filled contours,
respectively Fig. 13¢). This stage is considered vortexge-
nesis. Two mechanisms can be responsible for vortex ma-
turity. The first mechanism, responsible in this case for
vortex maturity in the wave and core and gap vortices, is
the collocation of tilting and stretching with the updraft
and intensification of the stretching within the vortex (due
to conservation of angular momentum) while maintaining
the same vortex shape and structure (Fig. 13d). The sec-
ond mechanism is vortex splitting by a strong downdraft
with both stretching and tilting dominating vorticity in-
crease in both vorticity maxima (Fig. 13e). The second
mechanism was responsible for vortex maturity in the hook,
bulging, and broken S signatures in this case. In both
mechanisms, the downdraft strengthens, bringing high mo-



(e) Hook, Bulging
and Broken S

Horiz. Wind
Max

F1a. 13. Conceptual model for vortexgenesis. (a) Cyclonic vertical vorticity (orange) is formed by wind-shift (horizontal
winds at surface in black arrows) across a cold front (blue hatched line). Convective precipitation is shown as the gray
cloud. (b) Vortex sheet rolls up into discrete vortices by localized updrafts (red arrow). A downdraft (blue arrow) forms
to the west of the front. (c) Tilting of horizontal vorticity east of the front (green circle) and stretching (blue circle)
form in association with the updraft. This stage is considered vortexgenesis. (d) One outcome of vortex maturity is
that tilting and stretching become collocated and more intense. (e) The other outcome of vortex maturity, zoomed in, is
vorticity splitting by the downdraft with stretching dominating vortex intensification on the east-side vortex and tilting
of horizontal vorticity and stretching dominating vortex intensification on the west-side vortex. In both (d) and (e), the
downdraft intensifies (bolder blue arrows), leading to strong horizontal winds at the surface (black X).

mentum air to the surface, creating damaging winds (black
X in Fig. 13d and e). This conceptual model at vortex-
genesis corresponds to that posed in Lee and Wilhelm-
son (1997b), but at vortex maturity we found tilting more
prominent.

The fact that some of the radar reflectivity signature
morphologies changed over the lifetime of some of the vor-
tices, e.g., the hook vortex originated as a wave and the
bulging vortex originated as a hook, suggests that the two
different mechanisms of vortex maturity could be two stages
in maturation rather than two separate processes. In other
words, a vortex could mature first by the collocation of
stretching and tilting and then split into two vorticity max-
ima, a subject for future study.
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6. Summary

The NCFR of 29 November 2011 produced seven torna-
does. Two of the tornadoes were associated with a broken
S, one with a bowing segment, and one with core and gap
reflectivity patterns. The other three tornadoes had no
apparent reflectivity patterns, but there could have been,
for example, a wave or a hook that was too small for the
radar to resolve. Vortices producing strong, near-surface
horizontal winds associated with a wave, hook, bulge, core
and gap, and broken S radar reflectivity signature were
analyzed at genesis and maturity. Some of these vortices
changed morphologies in their lifetime. The hook vortex
originated as a wave, the bulging vortex originated as a
hook, and the broken S vortex originated as a bulge.



Using WRF-ARW to analyze the case, cross sections
and backward trajectory analysis showed that the domi-
nant mechanism at vortexgenesis for all vortices was stretch-
ing. Tilting also occurred at vortexgenesis for the wave,
hook, bulging, and broken S vortices. At vortex matu-
rity, there were two mechanisms responsible. For the wave
and core and gap vortices, the areas of tilting and stretch-
ing were collocated and the vertical vorticity maximum re-
mained the same shape as at vortexgenesis. For the hook,
bulging, and broken S vortices, the vertical vorticity max-
imum was shaped like a doughnut with a downdraft in
the middle. Both sides of the vortex were associated with
stretching and tilting. This study showed that multiple
mechanisms of vortex intensification can occur along the
same NCFR.
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Chapter 5
Conclusions

Tornadic storms and tornadogenesis have been studied extensively in the United
States including storm and tornado dynamics, forecasting techniques, and model-
ing (e.g., Rasmussen and Blanchard, 1998; Trapp and Weisman, 2003; Markowski
et al., 2008; Atkins and St. Laurent, 2009; Smith et al., 2012). In the British Isles,
the majority of research on tornadoes has focused on climatologies (e.g., Lacy,
1968; Kirk, 2014). The British Isles are an interesting place to study tornadoes be-
cause they occur in low-CAPE (convective available potential energy), high-shear
environments and most commonly occur from linear storms, for example, narrow
cold-frontal rainbands (e.g., Smart and Browning, 2009; Clark, 2013; Clark and
Parker, 2014). Severe weather occurring in low-CAPE, high-shear environments
is difficult to forecast and, in the United States, has resulted in high false alarm
rates (Dean and Schneider, 2008).

The purpose of this thesis was to study tornadoes along narrow cold-frontal
rainbands (NCFRs) in the British Isles. More specifically, there were three sets

of research questions this thesis addressed:

1. Where, when, and from what storm types do British Isles tornadoes form?
What sounding parameters distinguish tornadic from nontornadic environ-

ments? Which areas of the British Isles are most susceptible to tornadoes?

2. Which initialization time and combination of parameterizations lead to the

most accurate simulation of a modeled NCFR?

3. What is the mechanism creating vortexgenesis in NCFRs with different

radar reflectivity signatures? Is it possible for many mechanisms to be
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present? Could tilting also be involved in vortexgenesis with horizontal

shearing instability (HSI) present?

To address these research questions, this thesis was comprised of three papers.
The first paper was a climatology of tornadoes in the British Isles from 1980—
2012, which was published in the June edition of Monthly Weather Review. The
second paper, which is not intended for publication, investigated the impacts of
different parameterization scheme and initialization time combinations on radar
reflectivity for a modeled NCFR that occurred 29 November 2011. The third
paper, which is intended for submission to Monthly Weather Review, investigated
vortexgenesis and vortex maturity along the modeled tornadic NCFR from the
second paper. This chapter will summarize findings from each chapter of this

thesis and then conclude with future work.

5.1 Summary of Results

The summary of results is organized by each research question listed above.

5.1.1 Which areas of the British Isles are most suscepti-
ble to tornadoes? Where do British Isles tornadoes

form?

Previous tornado climatologies in the British Isles have discussed the locations of
tornadoes, most commonly by plotting tornado locations on a map (e.g., Kirk,
2014) or by listing tornado frequencies by region (e.g., Holden and Wright, 2004).
Spatially smoothed, gridded tornado frequencies, which more accurately portray
locations where tornadoes are more likely to occur, have not been plotted since
the 1980’s (Meaden, 1985a). Therefore, using temporally and spatially smoothed,
gridded tornado occurrence data, a tornado probability map was created for the
British Isles (Chapter 2, Fig. 5). The locations with the highest probability of
tornadoes were typically near cities, but more specifically in southern England
between London and Reading, in southeastern England between London and Ip-
switch, in the Midlands and Northwest from Bristol north to Manchester and
along the south coast of Wales (Chapter 2). This updated probability of tor-
nado occurrence based on location is useful to decision-makers, such as insurance

agencies and the public, who have an interest in reducing damage costs.
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5.1.2 When do British Isles tornadoes form?

Literature on the annual number of tornadoes (10.3-47.2 per year, Tyrrell, 2003;
Kirk, 2014, respectively) and seasons during which tornadoes are most common
(e.g., Lacy, 1968; Tyrrell, 2003; Holden and Wright, 2004; Kirk, 2014) in the
British Isles have differed greatly. In fact, every season has been cited as having
the most tornadoes. These discrepancies are likely due to climatologies including
different time periods and covering different areas. Additional differences are
due to whether or not waterspouts are included in the dataset. By removing
all waterspouts (defined here as tornadoes that only occur over water) from the
dataset to study tornadoes that could potentially damage land-based property,
omitting tornadoes with uncertain dates, and omitting an unusually large tornado
outbreak from 1981, the number of tornadoes per year from 1980-2012 ranged
from 12-81 with a mean of 34.3 tornadoes per year (Chapter 2). Tornadoes
were most common in the summer and autumn (Chapter 2, Fig. 9), similar to
the findings of other recent tornado climatologies (Reynolds, 1999; Tyrrell, 2003;
Kirk, 2007, 2014). Tornado outbreaks, or days in which three or more tornadoes
occurred, were most common in the autumn (Chapter 2, Fig. 15). Climatologies
that cited seasons during which tornadoes most frequently occur other than the
summer and autumn were conducted many decades ago (e.g., Lacy, 1968) or
spanned only a few years (e.g., Holden and Wright, 2004).

Tornadoes in the British Isles were also found to occur throughout the year
with less of a peak during the summer and autumn months than the central
United States has in their peak tornado season, spring (Chapter 2, Fig. 10 com-
pared to Fig. 11). This finding is interesting from a forecasting and publicity
standpoint. In the United States, forecasters and the public are aware of the
threat of tornadoes during the spring. There is typically publicity about tornado
safety leading up to the central United States “tornado season.” In the British
Isles, however, tornadoes are a threat year-round, making it more difficult on

both the forecasters and the public as tornadoes are always a threat.

5.1.3 What sounding parameters distinguish tornadic from

nontornadic environments?

In the United States, forecasters have found a set of forecast parameters to help

them distinguish potentially tornadic from nontornadic days. For example, at
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least 10 m s™! of low-level (0-1 km) shear and 20 m s~' of deep-layer (0-6 km)
shear were found to be a threshold for significant (F2 or stronger) tornadoes in
the United States (Craven and Brooks, 2004). This type of analysis has not been
done in the British Isles. Therefore, I conducted a proximity sounding analysis,
collecting soundings within 3 hours and 180 km of tornadoes and “null” days,
that is days in which there were thunderstorms but no tornadoes. I also subdi-
vided the tornadoes into outbreak days and significant tornadoes. Parameters
derived from the soundings included low-level (0-1 km) shear, deep-layer (0-6
km) shear, convective available potential energy (CAPE), convective inhibition
(CIN), lifting condensation level (LCL) height, and level of free convection (LFC).
These parameters were compared between null, tornadic, outbreak, and signifi-
cant tornadoes to determine if there were any clear thresholds that would help a
forecaster determine a tornadic, outbreak, or significant tornado day from a day

in which no tornadoes occur.

There was no statistically significant difference in low-level shear between
null, tornadic, outbreak, and significant tornadoes and only 3 of the 7 significant
tornadoes included in the analysis exceeded the 10 m s=! threshold suggested by
Craven and Brooks (2004) (Chapter 2, Fig. 17a). There was lower deep-layer
shear in tornadic cases than null cases with a mean deep-layer shear in tornadic

! compared to a mean of 23.3 m s™! for null cases (significant

cases of 20.5 m s~
at p > 0.05, Chapter 2, Fig. 17b). All but one significant tornado had deep-
layer shear below the 20 m s™! threshold cited for significant tornadoes in the
United States (Craven and Brooks, 2004). However, the mean deep-layer shear
value for null cases was higher than this threshold, signifying that there are higher
shear environments in the British Isles than the United States and that deep-layer
shear is not necessarily a good predictor of a tornadic day. Tornado and outbreak
cases had statistically significantly higher CAPE than null cases (p < 0.01 and
p = 0.02, respectively), however there were some tornadic soundings with zero
CAPE and some null soundings with non-zero CAPE (Chapter 2, Fig. 17c¢).
Overall, CAPE values were much lower in the British Isles than those in the
United States. Significant tornadoes in the United States can had a median of
approximately 1000 J Kg~! but can have CAPE exceeding 4000 J Kg=! (Grams
et al., 2012). In the British Isles, the median CAPE for significant tornadoes was
39.7 J Kg~! (Chapter 2, Fig. 17c). Although CAPE values were higher for tornado

and outbreak cases, CAPE alone cannot be relied upon as a forecasting threshold
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because some tornado cases occurred in zero CAPE conditions whereas some
null cases had non-zero CAPE. There was no statistically significant difference in
mean CIN between null and tornado cases, however there was less mean CIN in
outbreak cases than all tornado cases (p = 0.02, Chapter 2, Fig. 17d). There was
less CIN in tornado cases in the British Isles with a mean of 10 J Kg~! compared
to 30 J Kg~! in the United States (Grams et al., 2012). The difference in CIN
between null, tornadic, outbreak, and significant tornado cases were within a few
J Kg=! (Chapter 2, Fig. 17d). The difference in CIN between null, tornadic,
outbreak, and significant tornado cases were within a few J Kg=' (Chapter 2,
Fig. 17d), meaning CIN is not a robust forecasting tool for predicting tornadic
environments. Mean LCL heights in both tornado and outbreak cases were lower
than in null cases (p = 0.01 for both) and the mean LCL heights for outbreak
cases was lower than all tornado cases (p < 0.01, Chapter 2, Fig. 17e). In the
United States, 75% of significant tornadoes occurred with LCL heights less than
1200 m above ground level (Craven and Brooks, 2004). In the British Isles, 90%
of tornadic and 88% of null cases had LCL heights less than 1200 m above ground
level, suggesting that the threshold in the United States was not applicable in
the British Isles. Finally, the mean LFC height was not statistically different
between the null, tornadic, outbreak, and significant tornado cases (Chapter 2,
Fig. 17f). Overall, LFC heights in the British Isles were lower than those in
the United States. The median LFC height in the United States for supercells
producing FO-F1 tornadoes was 1871 m and 2338 m for nontornadic supercells
(Davies, 2004). In contrast, 82% of tornado cases and 84% of tornado cases had
LFC heights below 1871 m (Chapter 2, Fig. 17e), again meaning the threshold
LFC height in the United States does not apply in the British Isles.

There were no clear thresholds in low-level shear, deep-layer shear, CAPE,
convective inhibition, lifted condensation level, or level of free convection be-
tween null, tornadic, outbreak, or significant tornadoes (Chapter 2, Fig. 17).
Additionally, the environments in which tornadoes occur in the British Isles are
different from those in the United States. Tornadoes typically occur in low-CAPE,
high-shear environments in the British Isles. Tornadoes occurring in low-CAPE;,
high-shear environments have been difficult to forecast and have caused high false
alarm rates in the United States (Dean and Schneider, 2008). In addition, there
were lower LCL and LFC heights in the British Isles than those in the United
States. Overall, I found that the thresholds used for forecasting tornado days in
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the United States are not applicable in the British Isles. This finding supports
the notion that tornadoes in the British Isles typically occur in different environ-
ments than in the United States. Many idealized modeling studies are initialized
using, for example, high CAPE values (e.g., 2200 J Kg™! in Trapp and Weis-
man, 2003) that are not representative of the environments in the British Isles.
Therefore, the results of the idealized simulations do not necessarily represent
situation that occur in the British Isles. The results from the proximity sounding
analysis emphasize the need for studies on tornadoes in low-CAPE, high-shear

environments.

5.1.4 From what storm types do British Isles tornadoes

form?

A parent storm analysis has not been conducted in the British Isles before. Previ-
ous research has anecdotally stated that most tornadoes occur from linear storms
(e.g., Lacy, 1968; Elsom, 1985; Meaden, 1985a), but until now, this had not been
systematically studied. To conduct a parent storm analysis, I analyzed radar
reflectivity patterns from 254 tornadoes with known locations, dates, times, and
that had corresponding radar reflectivity available (a subset of 20% of all the
cases from the climatology in Chapter 2) and classified the reflectivity patterns
as linear, isolated cell, nonlinear, or cluster (Chapter 2, Fig. 2). The most com-
mon parent storm type producing tornadoes was linear storms, producing 42%
of tornadoes and 51% of tornado outbreaks (Chapter 2, Fig. 3). The second
most common parent storm type was isolated cells, producing 28% of tornadoes
(Chapter 2, Fig. 3). In the United States, the distribution is opposite with 18% of
tornadoes produced by linear storms and 79% produced by isolated cells (Trapp
et al., 2005).

Knowledge of the most common parent storm type producing tornadoes in
the British Isles is helpful from a forecasting perspective. Not only does this
information help forecasters as they examine radar imagery, but tornadoes from
different parent storm types typically produce different strengths of tornadoes,
have different storm environments (as investigated in the previous research ques-
tion), and have different mechanisms of tornadogenesis (Agee and Jones, 2009).
Knowing parent storm types also helps focus studies on the dynamics of tornado-

genesis. The finding that linear storms are the most common parent storm type
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focused the remaining research questions in this thesis to study tornadoes along

linear storms, in particular narrow cold-frontal rainbands (NCFRs).

5.1.5 Which initialization time and combination of pa-

rameterizations lead to the most accurate simula-
tion of a modeled NCFR?

To model the dynamics of tornadogenesis along NCFRs in the British Isles, it is
necessary to have an accurate simulation. To determine which initialization time
and combination of parameterizations most accurately simulate a modeled NCFR,
I used a case study of a NCFR occurring on 29 November 2011, which produced
7 observed tornadoes across Wales and northern England (Chapter 3). I used
the Advanced Research Weather and Forecasting Model (WRF-ARW Skamarock
et al., 2008) to model the case using 96 combinations of initialization times, plan-
etary boundary layer schemes, microphysics schemes, and land-surface schemes.
The simulations were analyzed by the shape and longevity of the NCFR using
radar reflectivity in the x—y and x-z directions and by near-surface temperature,
relative humidity, wind speed, wind direction, and sea-level pressure (Chapter 3).

Initialization times further away from the time of analysis produced broken
linear convection for most valid times rather than an NCFR (Chapter 3, Fig. 5).
Additionally, when the earlier initialization times did produce an NCFR, they
occurred in the wrong locations compared to the observed reflectivity (Chapter
3, Fig. 5 compared to Fig. 2). Therefore, the initialization time closest to the
time of analysis was chosen as the best. Previous literature has also found that
WRF models initialized closer to the analysis time were most accurate in both
a UK flooding event (Champion and Hodges, 2014) and for snowbands over the
English Channel (Norris et al., 2013).

The planetary boundary layer scheme only produced subtle differences in the
simulations. Of the two planetary boundary layer schemes, the Mellor-Yamada-
Janjic scheme (MYJ Janji¢, 1994) produced an NCFR with a more similar shape
to the observed reflectivity than the Yonsei University scheme (YSU Hong et al.,
2006) (Chapter 3, Fig. 9a and b compared to Fig. 2). The model had 90 vertical
levels for all 96 simulations. Because of the high vertical resolution, the MYJ
scheme, which only allows neighboring layers to mix (called local mixing), should

adequately resolve planetary boundary layer mixing. Additionally, schemes that
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parameterize mixing like the YSU scheme have been found to over-predict CAPE
more than local schemes like the MYJ (Cohen et al., 2015), which could yield an
unrealistic model, especially in low-CAPE tornadic environments such as in the
British Isles (Chapter 2). Therefore, the MYJ planetary boundary layer scheme

was chosen as more representative for this case.

There were three microphysics schemes tested for the NCFR case study: the
WRF Single-Moment 6-class (WSM6 Hong and Lim, 2006), Morrison 2-moment
(Morrison et al., 2009), and the Thompson et al. (2008) schemes. The main
difference between the microphysics schemes was whether it was single- or double-
moment. A single-moment scheme (such as WSM6) only predicts the mixing
ratios for liquid and ice classes. A double-moment scheme (such as Morrison)
predicts the mixing ratios and number concentration of the liquid and ice classes.
The Thompson scheme is considered single-moment except for a double-moment
cloud-ice variable. All three microphysics schemes underestimated the extent
of the stratiform rainfall (Chapter 3, Fig. 14), which has been documented in
previous research (e.g., Adams-Selin et al., 2013; Hagos et al., 2014; Morrison
et al., 2009). The Thompson scheme was found to produce an NCFR with the
most similar shape and width as the observed reflectivity (Chapter 3, Fig. 14c
compared to Fig. 2). Even though the Morrison scheme was more computationally
complicated and therefore should produce more similar results to the observed
(Bryan and Morrison, 2012), the resulting NCFR was not the most similar to
observed and was more computationally expensive. Therefore, the Thompson et

al. scheme was chosen as more suitable.

The two land-surface schemes tested in Chapter 3 were the Noah Land-Surface
Model and the Five-Layer Thermal Diffusion scheme. Of the two, the Noah
scheme is more complicated, including four layers of soil moisture and temper-
ature as well as snow cover and frozen soil physics. The Five-Layer scheme, on
the other hand, only includes soil temperatures over five layers. There was little
difference between the land-surface schemes in terms of radar reflectivity, tem-
perature, wind direction, wind speed, and sea-level pressure (Chapter 3, Figs.
9-14). This is likely because the NCFR simulation only lasted 6 hours, whereas
land-surface schemes tend to make a bigger difference over long-term simulations.
Because there was little difference between the schemes, the less computationally

expensive scheme, the Five-Layer scheme, was chosen as more suitable.

The most accurate simulation of the NCFR occurring on 29 November 2011
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was initialized at 1200 UTC and used the MY J planetary boundary layer scheme,
Thompson et al. microphysics scheme, and Five-Layer Thermal Diffusion land-
surface scheme. One caveat of this study was that the combination of initial-
ization time and parameterization schemes are not necessarily representative of
all NCFRs in all locations at all times, just this particular case. By testing the
different combinations of parameterizations and determining the most suitable
combination, analysis of the dynamics associated with vortices along the NCFR

(Chapter 4) were more reliable.

5.1.6 What is the mechanism creating vortexgenesis in
NCFRs with different radar reflectivity signatures?
Is it possible for many mechanisms to be present?
Could tilting also be involved in vortexgenesis with
HSI present?

Findings from Chapter 2 verified that the most common storm type that produces
tornadoes in the British Isles was linear storms. This finding motivated the final
research questions, which revolve around the central theme: what causes vortices
along linear storms in the British Isles?

Vortices along NCFRs are associated with strong winds and tornadoes (e.g.,
Wakimoto and Wilson, 1989; Smart and Browning, 2009; Clark and Parker, 2014).
These tornadoes can be short-lived, making them a tricky operational forecasting
problem. Therefore, it is important to understand the mechanisms leading to
vortexgenesis and vortex maturity.

Vortexgenesis and tornadogenesis have been studied extensively for supercells
(e.g., Davies-Jones, 2014; Markowski and Richardson, 2014) and bow echoes (e.g.,
Trapp and Weisman, 2003; Atkins and St. Laurent, 2009). For a supercell tor-
nado to form, there must first be a mesocyclone, or a rotating vortex 2-10 km in
diameter located 3-7 km above the ground, which forms as horizontal vorticity is
tilted upwards into the updraft, therefore becoming vertical vorticity. This causes
the entire updraft to rotate. The second step is that downdraft air acquires hor-
izontal vorticity due to temperature variations between the cooler air near the
storm (through evaporation of rain and melting of hail and snow) and warm envi-
ronmental air ahead of the storm. This horizontally rotating wind moves toward

the surface and tilts upwards due to surrounding wind, creating vertical vorticity
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near the ground. In the third and final step, the near-surface vertical vorticity is
stretched by perturbation pressure gradient force-induced suction. This stretch-
ing increases vorticity due to conservation of angular momentum (Davies-Jones,
2014; Markowski and Richardson, 2014, for more details, see Chapter 1, Section
1.3 and Fig. 1.2). In the radar reflectivity, supercell tornadoes are often associated

with a hook signature.

One hypothesis of vortexgenesis in bow echoes is the same as that of super-
cells (Atkins and St. Laurent, 2009, for more details, see Chapter 1, Section 1.4,
and Fig. 1.5). Another hypothesis on the formation of vortices in bow echoes
is that horizontal vorticity is created by temperature differences between the
cooler air near the storm, cooled by evaporation of rain and melting of snow
and hail, similar to the second step of tornadogenesis in supercells. This hori-
zontal vorticity is tilted by the downdraft caused by the rain in the storm. The
downward tilting of the horizontal vorticity causes a cyclonic and anticyclonic
vertical vorticity couplet on the south and north sides of the downdraft, respec-
tively. Stretching of planetary vorticity enhances the cyclonic vortex (Trapp and
Weisman, 2003, for more details, see Chapter 1, Section 1.4, and Fig. 1.3). Con-
versely, another hypothesis of vortexgenesis in bow echoes states that preexisting
horizontal vorticity either generated by vertical wind shear (Weisman and Davis,
1998) or temperature gradients (Atkins and St. Laurent, 2009) is tilted upwards
by an updraft, creating vortex couplets in opposite positions of that proposed
by Trapp and Weisman (2003): anticyclonic vortex south and cyclonic vortex to
the north. Again, stretching and conservation of angular momentum strengthens
the vorticity (Weisman and Davis, 1998; Atkins and St. Laurent, 2009, for more
details, see Chapter 1, Section 1.4, and Fig. 1.4). Regardless of the mechanism,

all bow echo vortexgenesis hypotheses require both tilting and stretching.

For NCFR tornadoes, vortexgenesis is often explained by horizontal shearing
instability, or HSI. In these circumstances, there is preexisting vertical vorticity
due to a change in wind direction, for example across a front. Inhomogeneities
along the front, such as friction or temperature variations (Carbone, 1982; Lee
and Wilhelmson, 1997b), helps concentrate the sheet of vertical vorticity into in-
dividual vortices. These vortices can interact and merge into larger vortices. The
updraft along the front deepens the vorticity through advection of vertical vortic-
ity. The updraft also strengthens the vorticity through stretching by conservation

of angular momentum. The vortices are maintained by vorticity advection and
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tilting of horizontal vorticity, but the tilting was not found to be a significant
source of vorticity (Lee and Wilhelmson, 1997b, for more details, see Chapter 1,
Section 1.5, and Fig. 1.6). In this mechanism, it is only stretching involved in
vortexgenesis. Tilting that does occur is small and is only present to maintain

the vortices.

Along NCFRs, four radar reflectivity signatures are known to be associated
with tornadoes: the broken S (e.g., McAvoy et al., 2000; Clark, 2011), bow echoes
(e.g. Funk et al., 1999; Clark, 2011), hook (e.g., Carbone, 1982; Clark, 2011), and
core and gap (e.g., Kawashima, 2011). With all the different reflectivity patterns
associated with tornadoes along NCFRs, it begs the question of what mecha-
nism causes vortexgenesis along the NCFR, especially because hook echoes are
associated both with NCFRs and supercells and that mechanisms involved in
vortexgenesis along bow echoes differ from the HSI hypothesis of vortexgenesis.
More specifically, tilting is a necessary mechanism in both supercell and bow echo
vortexgenesis, but is not hypothesized as being significant in HSI vortexgenesis.
So which vortexgenesis mechanism is present along an NCFR with multiple vor-
tices? Could there be more than one mechanism along the same line? Is there
tilting?

The NCFR on 29 November 2011 produced seven observed tornadoes asso-
ciated with a broken S, bowing segment, and core and gap (Chapter 4, Fig.
2). There were three tornadoes, however, that had no apparent radar reflectiv-
ity signature and occurred along an apparently straight segment of the NCFR
(Chapter 4, Fig. 2). It is possible that there was a small wave or hook present in

the reflectivity, however due to the coarse radar resolution, it was not visible.

Using the model set-up from Chapter 3, the NCFR on 29 November 2011 was
modeled to 200-meter horizontal grid spacing (model domains are in Chapter 4,
Fig. 3). The simulated NCFR exhibited vortices associated with five different
radar reflectivity signatures: wave, hook, bulge, core and gap, and broken S.
Examples of a vortex associated with each radar reflectivity signature was chosen
for analysis (Chapter 4, Fig. 5) both at vortexgenesis and vortex maturity, defined
as when strong horizontal winds occurred at the surface. The resolution in this
simulation was too coarse to resolve a tornado, therefore strong horizontal winds
were used as a diagnostic, even though we do not know if a tornado would be

associated with the vortex or not.

Cross sections of and backward trajectories from the vortices at genesis and
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maturity were used to analyze the structure and mechanisms creating the vortices
and leading to maturity. At vortexgenesis, all vortices looked similar with an
updraft east of the front collocated with positive vertical vorticity. In all vortices
except the broken S, there was negative vertical velocity at the surface west of
the vorticity maxima. The vertical vorticity was tilted upward, away from the
surface to the north (Chapter 4, Fig. 8). Backward trajectories showed that
vortexgenesis for the core and gap vortex occurred by stretching alone, similar
to Lee and Wilhelmson (1997b) (Chapter 4, Fig. 11). However, there was tilting
on the south side of the wave, hook, bulging, and broken S vortices, verified
by both cross section and backward trajectory analysis (Chapter 4, Figs. 8 and
11, respectively), which is contrary to the HSI vortexgenesis hypothesis (Lee
and Wilhelmson, 1997b) because tilting is present. The positive tilting that was
present, however, was separated in space from the positive stretching (Chapter
4, Fig. 8).

At vortex maturity, there were two morphologies present. The first occurred in
the wave and core and gap vortices. In the first morphology, the positive vertical
vorticity had the same shape and structure as in vortexgenesis, with vorticity
tilting upward away from the surface toward the north. Positive stretching and
tilting were collocated at maturity (Chapter 4, Fig. 9). This model is consistent
with the hypothesis of HSI vortices from Lee and Wilhelmson (1997b), who stated

that tilting was present after vortexgenesis to maintain the vortices.

The second morphology of vortex maturity was present in the mature hook,
bowing, and broken S vortices. The positive vertical vorticity maxima in the
second morphology was broken in two, separated by a downdraft or weak updraft
(Chapter 4, Fig. 9). The downdraft or weak updraft was associated with negative
tilting and weak stretching, making this region not conducive to vorticity pro-
duction, explaining the gap in positive vertical vorticity. In the hook and bowing
vortices, stretching was the dominant mechanism from the trajectory analysis,
however both tilting and stretching was present in the cross section (Chapter 4,
Figs. 12 and 9, respectively). Tilting was dominant in vortex maturity for the
broken S vortex from the trajectory analysis, even though tilting and stretching
were both present in the vortex in the cross section (Chapter 4, Figs. 12 and 9, re-
spectively). The location of the trajectory from the backward trajectory analysis
likely had an influence on these results. The importance of tilting in vortexgene-

sis and vortex maturity, especially in the broken S vortex, is contrary to the HSI
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hypothesis from Lee and Wilhelmson (1997b) and points at a mechanism more
similar to the mechanisms of bow echo vortexgenesis (Trapp and Weisman, 2003;
Atkins and St. Laurent, 2009).

The results from Chapter 4 were combined to form a conceptual model for
vortexgenesis and vortex maturity in the NCFR (Chapter 4, Fig. 13). The con-
ceptual model for vortexgenesis is based on the hypothesis of HSI vortexgenesis
from Lee and Wilhelmson (1997b). Initially, a vortex sheet formed as a result of
horizontal directional wind shear across the cold front. The vortex sheet rolled
up into discrete vortices do to inhomogeneities along the front and formed an
updraft to the east of the front and a downdraft west of the front. At vortex-
genesis, the vortices had positive vorticity along the updraft on the east side of
the front. Stretching dominated vorticity production at vortexgenesis, although
weak tilting on the south side of the wave, hook, bulging, and broken S vortices

was also observed in the cross section and trajectory analyses.

Two different mechanisms were observed as the vortices reached maturity. The
first mechanism, which was responsible for the maturity of the wave and core and
gap vortices, was intensification and collocation of stretching and tilting, seen
in both the cross section and trajectory analyses. The second mechanism, re-
sponsible for the maturity of the hook, bulging, and broken S vortices, involved
vorticity maxima being split in two parts by the downdraft. Both sides of the
positive vorticity maxima were associated with tilting and stretching (from the
cross section analysis). It is unclear whether the two mechanisms are two separate
mechanisms or if they are different stages of the same mechanism. Regardless of
the mechanism for vortex maturity, all vortices at maturity had a strong down-
draft south of the vortex maximum, which is likely responsible for the damaging
horizontal winds at the surface by transporting high momentum air from the rear
inflow jet of the NCFR downward. The relationship between this downdraft and

the damaging horizontal winds near the surface is subject to further study.

The conceptual model presented in Chapter 4 at vortexgenesis is similar to the
hypothesis presented by Lee and Wilhelmson (1997b) with stretching being the
dominant mechanism. However, the findings in Chapter 4 suggest that tilting is
present in some vortices at genesis, unlike the hypothesis from Lee and Wilhelm-
son (1997b). Although stretching is the dominant mechanism in vortex maturity
in most vortices (similar to the hypotheses of Lee and Wilhelmson, 1997b; Trapp
and Weisman, 2003; Atkins and St. Laurent, 2009), tilting appears to be required
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to sustain the vortices over time.

From Chapter 4, a conceptual model for vortexgenesis and vortex maturity
along a tornadic NCFR was produced. It is possible for many mechanisms to
be responsible for tornadogenesis along the NCFR. Additionally, findings from
Chapter 4 suggest that tilting is an important mechanism required for vortexge-

nesis and vortex maturity when HSI is present.

5.2 Future work

The research conducted for this thesis is far from comprehensive and has raised
questions for future research. Because tornado climatologies are dependent upon
tornado reports, an attempt to quantify tornado underreporting would be useful
in determining how complete any given climatology is. This could be done by
first analyzing the causes for underreporting, which would put climatologies into
context. For example, it is hypothesized that tornadoes are underreported in
areas with low population density (e.g. Minor et al., 1980; Dotzek, 2001; Setvak
et al., 2003; Anderson et al., 2007; Brooks and Dotzek, 2008; Dias, 2011; Bréazdil
et al., 2012; Sioutas et al., 2013) and that an increase in tornado reports over
the past decade could be due to increased availability of technology, such as the
availability of high-quality cameras on cell phones (e.g., Dotzek, 2003; Dias, 2011;
Gaya, 2011; Kron et al., 2012; Simeonov et al., 2013). Analyzing these factors
over time could help us normalize the number of tornado reports. This type of
analysis has been conducted previously in the United States based on population
density (e.g., Anderson et al., 2007; Widen et al., 2013; Paulikas, 2014), but this
analysis has not been conducted in the British Isles or with other proposed causes
of underreporting such as the increase in technology.

One limitation of Chapter 4 is that it was a case study of a single NCFR with
results not necessarily generalizable to all tornadic NCFRs. To help generalize
the findings from Chapter 4, vorticity equation analysis comparing numerous
simulated NCFRs is necessary. Additionally, comparison to terms of the vorticity
equation from observed NCFRs would verify results from the simulations. Clark
and Parker (2014) have used time-compositing of surface weather station data
to calculate vertical vorticity and stretching. However furthering this analysis by
including tilting would help verify the results from Chapter 4. Until December

2012, Doppler radar data were not available for the entire UK radar network. Now
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that Doppler radars are fully operational, velocity analysis, from which terms of
the vorticity equation can be derived, is now possible. These data can be used
in addition to the surface weather observations from Clark and Parker (2014) in
observational studies of vortices along NCFRs similar to the studies of Straka
et al. (2007) and Markowski et al. (2008), for example.

Determining environments conducive to tornadogenesis along NCFRs is help-
ful from a forecasting perspective so that warnings and alerts can be issued with
adequate lead time. One finding from Chapter 4 was that tilting of horizontal
vorticity plays a role in vortexgenesis and vortex maturity along the simulated
NCFR. Further investigation into the origin of the horizontal vorticity, whether it
was crosswise or streamwise, would help complete the conceptual model presented
and would help forecasters understand the environments more conducive to tor-
nadogenesis as those conditions developed. Vortex line analysis would also verify
the results from Chapter 4 by determining the location, direction, and evolution
of vorticity as the vortices formed and matured, similar to studies conducted on

supercells (e.g., Straka et al., 2007).

The comparison of tornadic and nontornadic NCFRs is also helpful from a
forecasting perspective. Being able to determine if an NCFR is capable of pro-
ducing tornadoes as it forms increases lead times for tornado warnings. Tornadic
NCFRs tend to have larger differences in wind direction and temperature across
the front when compared to nontornadic NCFRs (Wakimoto and Wilson, 1989;
Lee and Wilhelmson, 1997a; Kawashima, 2011; Clark, 2013; Clark and Parker,
2014). A simulation of a nontornadic NCFR that analyzes the evolution of vortic-
ity would provide further information on why an NCFR is nontornadic. Further,
the same analysis of evolution of vorticity of a nontornadic vortex along a tornadic
NCFR would be useful to see if there are particular dynamics or environments

that promote or prevent tornadogenesis.

One finding from Chapter 4 was that the downdraft was instrumental in cre-
ating damaging horizontal winds at the surface, a similar finding to previous
research (e.g., Smart and Browning, 2009). Previous studies on strong winds
and tornadoes in NCFRs found that no uniform increase of vorticity occurred
prior to the onset of strong winds or tornadogenesis (Smart and Browning, 2009;
Clark and Parker, 2014). To further understand the role of the rear inflow jet
in surface wind production and to perhaps identify a precursor for the onset of

strong winds or tornadogenesis, a further study on tornadic misocyclones using
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the momentum equation should be conducted. This study would be structured
similar to Chapter 4. However the momentum equation would be used in place of
the vorticity equation, similar to the studies of Rotunno and Klemp (1985) and
Mahoney et al. (2009).

Finally, the results from Chatper 4 raised further questions about horizontal
shearing instability (HSI). Two methods of diagnosing HSI have been used in
previous literature. The first is assessing the distance between vortices along
a line of convection (e.g., Jorgensen et al., 2003; Wheatley and Trapp, 2008;
Smart and Browning, 2009; Clark and Parker, 2014). According to Miles and
Howard (1964), the distance between the vortices should be approximately 7.5
times the width of the vortex sheet. Using scale analysis, any reasonable width
of the vortex sheet or NCFR would result in distances between 5 and 30 km,
all of which were reported in literature as the spacing between vortices and thus
verification of HSI as a vorticity generation mechanism (e.g., Jorgensen et al.,
2003; Wheatley and Trapp, 2008; Smart and Browning, 2009; Clark and Parker,
2014). Perhaps the distance diagnosis is not the most robust diagnosis of HSI. The
other method of diagnosing HSI is the observation of single cyclonic vortices rather
than cylconic-anticyclonic vorticity couplets (e.g., Trapp and Weisman, 2003;
Wheatley and Trapp, 2008; Clark, 2011; Clark and Parker, 2014). According to
Lee and Wilhelmson (1997b), vortexgenesis from HSI occurs from strengthening
of preexisting vorticity due to stretching alone. Therefore, only cyclonic vortices
would be produced, not cyclonic-anticyclonic vorticity couplets such as those
observed in bow echoes (e.g., Trapp and Weisman, 2003; Atkins and St. Laurent,
2009). In Chapter 4, tilting was found to increase vorticity at vortexgenesis and
vortex maturity, therefore anticylonic vortices could exist, and were observed in
the broken S and core and gap vortices in Chapter 4. Further studies confirming
the plausibility of cyclonic-anticyclonic vorticity couplets forming from HSI would
prevent misdiagnosis of HSI. Perhaps future study into HSI would find a more

suitable diagnostic for future studies to use.
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