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ABSTRACT

The use of computational quantum chemical methods to aid drug discovery is surveyed. An overview of the various computational models spanning \textit{ab initio}, density function theory, semiempirical molecular orbital (MO), and hybrid quantum mechanical (QM)/molecular mechanical (MM) methods is given and their strengths and weaknesses are highlighted, focusing on the challenge of obtaining the accuracy essential for them to make a meaningful contribution to drug discovery. Particular attention is given to hybrid QM/MM and semiempirical MO methods which have the potential to yield the necessary accurate predictions of macromolecular structure and reactivity. These methods are shown to have advanced the study of many aspects of substrate–ligand interactions relevant to drug discovery. Thus, the successful parametrization of semiempirical MO methods and QM/MM methods can be used to model non-covalent substrate-protein interactions, and to lead to improved scoring functions. QM/MM methods can be used in crystal structure refinement and are particularly valuable for modelling covalent protein-ligand interactions and can thus aid the design of transition state analogues. An extensive collection of examples from the areas of metalloenzyme structure, enzyme inhibition and ligand binding affinities and scoring functions are used to illustrate the power of these techniques.
INTRODUCTION.

Computational methods based on molecular mechanical (MM) models are traditionally used to model substrate-protein binding, and are thus the most widely used computational chemistry technique to aid rational drug discovery. Quantum mechanical (QM) methods, although more computationally intensive, can be used to model both covalent and non-covalent intermolecular interactions, and are one of the many techniques now being used to relate the structure of enzymes and proteins to their biological function, and thus can contribute to rational drug discovery. Such calculations can model enzyme mechanisms at a molecular level, often providing information difficult or impossible to obtain from experiment, such as transition structures which may be used to design transition state analogues as inhibitors. The free energies of binding of substrates can also be predicted, which can aid the screening of potential drug molecule candidates. These two areas involve covalent and non-covalent intermolecular interactions respectively, and in both cases their prediction at a level to be of value in drug discovery presents a continuing challenge to the computational chemist.

With ever-greater financial pressure to produce drugs faster, more cheaply and with fewer side-effects, pharmaceutical companies are keen to exploit the full potential of computational techniques to reduce the time from lead discovery through optimisation and into later stages of drug discovery. Advances in hardware as well as the algorithmic developments have meant that increasing attention is being focused on QM methods and their potential in drug discovery. In this review, we will present an overview of the basic QM methods that are now available to study interactions of biological importance and present some examples of their application to drug discovery.

AN OVERVIEW OF QUANTUM MECHANICAL METHODS.

The solution of the Schrodinger equation can in principle yield all of the microscopic properties of a molecular system, statistical mechanics providing the link to the corresponding macroscopic properties. Extremely accurate QM calculations of small molecules can be carried out which provide structural and energetic data to rival experiment. For example, a computational study of the argon-phenol intermolecular complex[1] which is bound by dispersive interactions predicts the binding
energy to be 5.9 kJ mol$^{-1}$, a value within 1.5 kJ mol$^{-1}$ of experiment. Such interactions are often crucial for biomolecular recognition. This extremely close agreement with experiment was achieved using so-called *ab initio* QM methods which include an accurate treatment of the correlated motion of the electrons, which is usually important in both covalent chemical reactions and non-covalent complexes. These *ab initio* methods have no empirical parameters, but do depend on the quality of the basis sets used to describe the molecular orbitals (MO). There is a hierarchy of *ab initio* methods, ranging from Hartree Fock methods which consider each electron to move in the average field of the other electrons, to those which properly describe the correlated motion of the electrons (eg. CCSD(T), MP2). It would be desirable to use these latter highly correlated methods to describe both enzyme catalysis and substrate-protein binding. However, the basic problem is that these methods scale poorly with an increase in the size of the molecular system, and even with the use of newer linear scaling local correlation methods[2], they can only be applied to molecules having at most a few tens of atoms, particularly if a range of structures or a full potential energy surface needs to be studied.

Even with the continuing reduction of the real cost of computational resources, the use of such high level QM methods will not directly contribute to the drug discovery area in the foreseeable future, and there is a continuing search for more computationally economic, yet sufficiently accurate methods. Hartree Fock calculations do scale more favourably, but still depend on the fourth power of the molecular size, and can be used to study molecular systems having a few thousand atoms, but often lack the necessary accuracy.

For molecular systems containing less than a few hundred atoms, QM calculations are now usually carried out using density functional theory (DFT) methods[3], which can often produce results of chemical accuracy, since electron correlation is indeed included. However, care must be taken to use a functional properly validated for the type of chemical system being modelled.[4] There are often problems using DFT for molecules containing transition metal atoms, particularly those having unpaired electrons, and there is continuing effort to produce more reliable functionals. DFT calculations do scale more favourably with molecular size than high level *ab initio* methods, but are
still too computationally time consuming to be used routinely for systems containing more than a few hundred atoms. An alternative to traditional DFT schemes employing atom centred Gaussian basis sets is to employ a plane-wave basis and atomic pseudopotentials as in the ONETEP code[5], which is now used to model large biological systems.

There has recently been a resurgence in the use of semiempirical MO methods, which can be applied to systems comprising many thousands of atoms, and with suitable parameterization these can achieve an acceptable level of accuracy. The computational speed of semi-empirical methods, being 3-4 orders of magnitude faster than DFT, means that these methods are potentially valuable for the rapid modelling of biological systems. We will discuss the use of semiempirical methods more fully later in this review.

Molecular mechanical (MM) force fields do not treat the electrons explicitly, but use empirical potentials to describe the interactions between the various atoms in the molecule in terms of bonds, angles, dihedrals, and van der Waals and electrostatic energies. The computation of these interactions is both simple and rapid, and MM methods are routinely used to study proteins having many thousands of atoms. With suitable parameters, MM force fields can successfully model the structure and energies of molecules near their equilibrium geometry. However, they often fail when bond breaking or forming takes place, and thus are not generally suited to model chemical reactions, which need QM methods. MM methods are widely used to aid drug discovery, and an excellent review of this area can be found elsewhere in this special issue. In this review we focus on how methods based upon QM may also be used to study systems having many thousands of atoms.

**HYBRID QM/MM METHODS**

The problem of modelling large systems employing QM methods has been addressed by combining QM and MM methods in the QM/MM model[6,7], where QM is used to describe the region of the system where changes in the electron distribution occurs, such as the active site of an enzyme, or the
binding pocket of a protein, the rest of the enzyme being modelled using MM. An example of this partitioning is illustrated in Figure 1.

In the QM/MM method, the effective Hamiltonian for the whole molecular system is written as the sum of the Hamiltonians for the QM and MM regions and the interaction between them:

\[
\hat{H}_{\text{eff}} = \hat{H}_{\text{QM}} + \hat{H}_{\text{MM}} + \hat{H}_{\text{QM/MM}}
\]  

(1)

The corresponding total energy \( E_{\text{tot}} \) can be similarly written as

\[
E_{\text{tot}} = E_{\text{QM}} + E_{\text{MM}} + E_{\text{QM/MM}}
\]  

(2)

The interaction term is given by

\[
\hat{H}_{\text{QM/MM}} = \sum_{i,s} \frac{q_i}{R_{is}} + \sum_{m,s} \frac{Z_m q_s}{R_{ms}} + \sum_{m,s} \left[ \frac{A_{ms}}{R_{ms}^{12}} - \frac{B_{ms}}{R_{ms}^6} \right]
\]  

(3)

where \( m \) and \( s \) label the QM and MM atoms respectively, and \( i \) is the index of the electrons of the QM region. The first term of the right hand side of Eq. (3) accounts for the effect of the formal charges of the MM region \( (q_s) \) on the QM region, the final two terms giving the Coulombic and Lennard-Jones interaction between the QM and MM regions. It is possible to use any QM method in a QM/MM model, as long as the integrals describing the interaction of the QM electron density with the MM point charges can be evaluated. In the QM/MM model, the QM region feels both the electrostatic effect of the formal point charges on the MM atoms, and also the van der Waals forces from the MM atoms, so that both an enzymatic reaction and ligand protein binding are properly responsive to the structure of the bulk protein. The QM/MM method was developed by a number of groups, and was later generalized for more than two different regions in the ONIOM scheme of Morokuma and
coworkers[8], and has been the subject of a number of reviews[9,10,11]. We will outline a few central considerations in the use of this approach in drug discovery.

As in all QM studies, the choice of the QM method depends on the size of the QM region, and a balance between accuracy and computational speed. High level \textit{ab initio} methods are rarely employed, except for calibration purposes using structures at fixed geometries[12], and most QM/MM studies employ either DFT or the very fast semiempirical methods which we will discuss in more detail later.

The QM-MM boundary.

A central problem in all QM/MM models is how to treat the boundary between the QM and MM regions. In some situations there is no covalent bond linking the two regions, for example, in solvation studies when the solute is the QM region, and the solvent the MM region. There is a similar situation for non-covalent binding of a QM ligand in an MM binding pocket. Here the interaction between the two regions is due to van der Waals and electrostatic forces, and the QM/MM method can be readily applied. However, in most examples of enzyme catalysis, the partitioning scheme will give rise to covalent bonds linking the QM and MM atoms. (The enzyme chorismate mutase is a much studied enzyme[13,14,15] where there is no such covalent bond, which may account for its popularity with computational chemists). In the presence of such a covalent link, the valency of the QM atom must be satisfied in some way for a realistic QM calculation to be carried out. This can be achieved by the use of a link atom, usually hydrogen (as in Figure 1), or by a localised orbital attached to the QM atom[16,17].

The link atom method is widely used, being simple in concept and in computational implementation. However, it introduces a QM atom, not present in the real system, which can experience unrealistic electrostatic interactions with the MM region. This problem can be alleviated by setting the charges on the junction atoms to zero, the charges being redistributed on the other MM atoms to conserve the total charge. The use of localized orbitals is formally more satisfactory, since they provide a QM
description of the electron distribution in the boundary region, and thus may be included in the QM calculation. However, the optimal localized orbitals will vary depending on the chemical environment, and thus unlike link atoms, they will not generally be transferable. It is usually found that either approach is satisfactory if used carefully.

The MM region.
The QM/MM model allows any force field to be coupled to the QM method. QM/MM simulations of enzyme catalysis and substrate protein binding have been carried out using the full range of commonly used MM force fields; AMBER, CHARMM, GROMOS, and OPLS-AA. There are many surveys of these and other force fields in the literature[18,19].

Although the QM/MM method does include the polarization of the QM region by the MM point charges, the polarization of the MM by the QM region is usually ignored. However, polarization of the individual MM atoms can be included via classical induced dipoles, fluctuating charges or Drude oscillators[20]. The charge distributions of both the MM and the QM regions must then be iterated to self-consistency during the calculation, and this procedure incurs a considerable computational overhead, which must be justified by the more realistic model, and hopefully more accurate biological predictions.

SEMIEMPIRICAL MO METHODS.
A central problem in the use of QM/MM methods to study biological problems is the level of QM to be employed, particularly as many calculations may be required, such as to screen potential drug candidates, or to evaluate the many configurations required to predict macroscopic thermodynamic properties such as free energy changes. The ideal strategy would be to use a high level QM method which includes electron correlation explicitly, such as MP2 or CCSD(T) methods, but the routine use of these methods is generally precluded, due to their computational expense. The use of semiempirical methods to model covalent and non-covalent biological interactions has recently been reviewed[21].
We here summarize the important aspects of these methods and give some recent applications of their use.

There was considerable progress in the development of semiempirical MO methods during the 1970s, when *ab initio* calculations could be applied to only the smallest of molecules. These methods are based upon a Hartree Fock model, but include implicit electron correlation effects by the use of empiric parameters. These parameters are optimized by fitting either to experimental data or to the results of high level *ab initio* calculations, which themselves include the effects of electron correlation. The huge computational speed up of these methods, compared to *ab initio* Hartree Fock calculations, is due to the enormous reduction in the number of two-electron repulsion integrals by means of the zero differential overlap (ZDO) approximation. This approximation was implemented in the early CNDO and INDO methods of Pople and coworkers[22,23], which were later refined in the MNDO method of Dewar and Thiel[24], retaining more of the integrals, and parameterizing against experimental data. Further modification of the Hamiltonian and new parameterization schemes led to the AM1 (Austin Model 1)[25] and PM3 (Parameterized Model 3)[26] methods which have been widely used. More recently, reparametrizations of PM3 and AM1 have been carried out resulting in the PM6[27], PM7[28], OMx[29] and RM1[30] schemes. The code MOZYME which employs localized orbitals within the PM6 method has been used to optimize the geometry of large proteins of up to 14000 atoms.[31].

The main drawback of these very fast methods is that the required chemical accuracy cannot be achieved by a universal set of parameters. This problem is particularly acute in the description of the varied chemistry of molecules containing transition metal atoms, due to the complexity of their electronic states, and the restrictions inherent in the use of a minimal basis set which semiempirical methods employ. In view of these problems, Rossi and Truhlar[32] have suggested the use of semiempirical schemes with specific reaction parameters (SRP) for different chemical situations. This philosophy is now generally followed, and there continues to be developments of SRP for use in biomolecular modelling. We refer the reader to [21] where details of the fitting procedures, the choice
of reference data and error function to be employed, are all discussed. We here note a few recent applications of semiempirical MO methods using SRPs to model interactions of biological importance.

The accurate modelling of carbohydrate structure and binding to proteins are important in a wide range of biological areas such as bacterial adhesions and toxins, viral glycoproteins, and in various amyloid-forming proteins such as those associated with Alzheimer and Creutzfeldt diseases. The flexibility and polar nature of both mono- and poly-saccarides has prompted the development of a number of elaborate force fields in order to properly describe the subtle stereoelectronic anomeric effects in such molecules. An alternative to this MM approach is to use a semiempirical MO method which incorporates explicit electronic polarization. Standard AM1 and PM3 parameterizations lack sufficient accuracy to accomplish this, but a new set of parameters, denoted PM3CARB-1, developed by fitting to MP2 ab initio data for small molecule carbohydrate analogues, does have the necessary accuracy[33]. This new parameterization is available within the AMBER simulation package. The PM3CARB-1 method has been used to study the dynamics of the disaccharide 4-\(\alpha\)-D-xylopyranosyl-\(\alpha\)-D-xylopyranose in aqueous solution within a QM/MM model, with the QM solute being solvated by 492 water molecules described by the TIP3P MM potential.[33] Previous hybrid QM/MM dynamics simulations using a PM3/TIP3P potential required ring constraints to prevent unphysical \(^1\text{C}_4\) conformations being adopted, which were not required using the PM3CARB-1 potential.

Hydrogen motion, \(H^+\), \(H^-\) or \(H\), is often involved in the rate-limiting step of many enzyme catalysed reactions, and the hydrogen atom often tunnels through the reaction barrier, thus accelerating the reaction. An accurate calculation of the potential energy surface for the reaction, as well as the degree of tunnelling are both required to relate the protein structure to the rate of hydrogen atom motion. Calculations at many points on the potential energy surface are required, and a computationally feasible approach is to use a semiempirical MO method to do this. A much studied enzyme where proton tunnelling is exceptionally large is methylamine dehydrogenase (MADH), where we have used
the PM3 method with SRPs to successfully predict the degree of tunnelling which is reflected in the very large kinetic isotope effects (KIE) which are observed for this enzyme[34].

The modelling of the mechanism of metalloenzymes is particularly challenging, even with the use of high level ab initio and DFT methods. The use of semiempirical methods with appropriate SRPs does allow metalloenzymes to be studied. The iron-sulfur protein, rubredoxin (Rb), which is an important electron transfer protein, is one such example[35]. The active site of Rb involves high spin iron surrounded by four sulphur atoms from cysteine residues. We have used the PM3 method to successfully predict the electron detachment energies of clusters which mimic the active site of this protein, and also used the QM(PM3)/MM approach to predict how both these energies and the Fe-S bond lengths are modified by the environment of the protein.

Intermolecular interactions involving π systems have a major role in governing molecular recognition and biomolecular structure, π-π stacking, C-H/π, N-H/π, and cation-π interactions being identified as major stabilizing forces for host-guest interaction including drug binding. It has been estimated that around 60% of aromatic side chains in proteins participate in such π-interactions, which although often individually weak, can cumulatively lead to large effects, DNA structure being a well known example.[36,37] Thus, an accurate knowledge of these nonbonded interactions is essential in the design of new drugs towards specific targets. One such area which is now being actively pursued is that of carbohydrate-protein interactions. Amino acids having aromatic side chains (tryptophan, tyrosine and phenylalanine) are frequently found in protein active sites which recognize carbohydrates, and the importance of such arene-carbohydrate interactions is now recognized.[38] The contribution of dispersion forces to these interactions is frequently extremely important, but the use of ab initio methods is here far too computationally costly, and more cost effective approaches have been sought, such as the use of new density functionals. An alternative strategy developed by Grimme[39] is to add an atom-atom pair-wise potential of the form $C_6/R^6$ to the QM energy in order to account for dispersion effects. This has been widely used in DFT calculations since many functionals do not accurately describe dispersion forces. For example such a DFT-D scheme based
upon the commonly employed B3LYP functional[40] has been shown to describe the full range of noncovalent interactions found in large biomolecules. Such a strategy may also be used when the QM method is a semiempirical one.

Thus, in the case of the PM3 method the dispersion corrected semiempirical energy \( E_{\text{PM3,D}} \) is now given by:

\[
E_{\text{PM3,D}} = E_{\text{PM3}} + E_{\text{disp}}
\]  

(4)

where \( E_{\text{PM3}} \) is the normal QM PM3 energy and \( E_{\text{disp}} \) is an empirical term containing the dispersion correction. The necessary adjustment of the PM3 parameters was carried out by fitting to the interaction energies of a wide number of prototypical biological interactions computed using high level \textit{ab initio} methods, and resulted in a mean unsigned error in these energies of only a little more than 1 kcal mol\(^{-1}\) [41]. In order to achieve such high accuracy for carbohydrate-\(\pi\) interactions, a modified scheme is required which we have denoted PM3-D*[42]. This scheme has been successful in predicting the interaction energies of model carbohydrate-arene complexes, and also the binding of benzene and fluorobenzene to cyclodextrin[43]. More recently the PM6[44] and OMx[45] schemes have been corrected in a similar way.

Thus, we have seen that semiempirical MO schemes can clearly be successfully parameterized, and then have potential for modelling many substrate-protein interactions of importance in drug discovery.

We now discuss some recent applications of QM methods in the area of rational drug discovery.

**CHARACTERISATION OF LIGAND AND PROTEIN STRUCTURES AND PROPERTIES**

Historically quantum mechanics has played an important role in ligand-based drug design strategies[46]. Semiempirical QM methods have been used for many decades to characterise 3D ligand structures. From the molecule’s wavefunction, various useful properties can be calculated, including molecular dipole moment and atom-centred partial charges for polar atoms. Such properties are calculated for a congeneric series of ligands, constituting descriptors that can then be used in
establishing a quantitative structure activity relationship (QSAR). This statistical approach seeks to correlate trends in biological activity for a set of molecules (eg. measured enzyme inhibition constants) to measured and/or calculated properties derived from the structures of the molecules. Once a meaningful QSAR is determined, it can then be used to guide further ligand optimisation. Other descriptors can be derived from QM calculations and include the energy of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO), and other indices along similar lines, such as electrophilic and nucleophilic superdelocalizabilities, related to electron-acceptor and donor capacities respectively. Another property which can be derived from computation at the QM level is the molecular electrostatic potential (MEP). The MEP may be projected onto the isodensity molecular surface of the ligand[47] and then used in 3D QSAR analysis[48], to identify regions around a common pharmacophore for a set of small molecules where introducing substituents of a given polarity would be beneficial or detrimental to biological activity.

With the advent of linear scaling QM approaches, it is now possible to calculate the QM electrostatic potential of entire biomacromolecules. Thus these methods have been used, in combination with reaction field solvation models, to compute the electrostatic potential surfaces of A-, B- and Z-DNA[49]. Another example is characterisation of the HIV-1 nucleocapsid protein, where the QM electrostatic potential was shown to provide improved interpretation of experimental observations relative to equivalent MM approaches[50]. These approaches can equally be applied to the prediction of pKa values for titratable residues in proteins. Identification of the most likely protonation states for proteins and protein-ligand complexes are important in providing the right starting point for subsequent receptor-based virtual screening campaigns. Such QM-based approaches have been applied for example to the aspartyl dyads of β-secretase[51] and HIV-1 protease[52]. QM/MM methods have also been used in this context:[53,54] , for example, Ryde and Nilsson predicted the protonation state of a Zn-bound water molecule in alcohol dehydrogenase; best agreement with crystallographic geometry was found when the solvent molecule was modelled as water rather than hydroxide[55]. Similarly, obtaining the correct ligand protonation state is thought to be important in determining its final docked pose, although there is some evidence that questions this assertion[56].
Structure-based drug design of course depends on the generation of accurate structural information, including from experimental sources. Spectroscopic methods have a crucial role to play in determination of the 3D structure of a receptor or receptor-ligand complex. Crystal structures are widely used but vary in resolution and most commonly do not include information about location of the hydrogen atoms. It has been proposed that QM/MM approaches can assist in assignment where the electron density of the crystal structure is poorly resolved, providing an accurate description of the internal geometry and interactions of ligand chemical groups where the standard MM parameterization may be unsatisfactory or unavailable[57].

QM/MM methods have recently been used to reoptimise crystal structure atomic coordinates. In this approach, the MM component of an ONIOM-like QM/MM scheme includes a weighting function reflecting deviation from the crystallographic structure factor amplitudes.[58] Using this approach for a crystal structure cytochrome c553, improvement of the haem geometry was observed, with the QM/MM structure being in better agreement with a more recently determined high resolution cytochrome c553 crystal structure. Whilst it could be argued that high accuracy protein crystal structures are not an absolute requirement for structure-based drug design, such structures are needed for accurate computation of enzyme reaction mechanisms or interaction energies which can guide design efforts. We note however that determining the structure of unresolved regions of significant size (eg. involving flexible protein loops) remains a significant challenge to modelling methods.

In addition to comparison of structure, QM calculations and spectroscopy are complementary in other ways. For example, the crystal structure of the extremophile T. ferroxidans, a blue copper protein with unusually high redox potential and acid stability, was solved at high resolution, both as wild-type and a M148Q mutant[59] (Figure 2). Using this structure, the relative redox potential was calculated using the BP86 density functional to model the copper-containing active site and the AMBER force field for the surrounding protein. The predicted value (-101 mV) agreed very well with experiment (-117 mV), indicating that the M148Q mutant had a lower redox potential. Furthermore, the DFT calculations
produced Cu-ligand geometries in good agreement with bond distances and angles obtained from EXAFS, both for the oxidised and reduced forms of the protein[59].

**COVALENT PROTEIN-LIGAND INTERACTIONS**

QM calculations provide electronic information unavailable from classical force field methods, enabling the prediction of properties such as redox potential as well as the study of covalent bond formation and scission. Consequently, QM/MM methods are widely employed to characterise enzyme reaction mechanisms,[60] through calculation of the substrate/enzyme energetic profile along suitably chosen reaction coordinates. In this way, it is possible to identify transition states, providing inspiration for design of transition state analogues as potential therapeutic inhibitors. Similarly, the formation of covalent intermediates of suicide inhibitors in complex with their target enzyme can be studied using computational methods; the energetic and structural information can subsequently be used to guide inhibitor design and optimisation.

The latter approach was used in a QM/MM study of adenosine deaminase inhibitors[61]. At the B3LYP/6-31G* level of theory, a quantitative correlation was predicted between the structure of a set of five adenosine deaminase inhibitors and their associated enzyme activity. Albeit a small data set, the QM/MM energy difference between the Michaelis complex of the inhibitor and the corresponding hydroxylated intermediate correlated to IC$_{50}$ values (the half-maximal inhibitory concentration) with a coefficient of 0.88 (Figure 3). It was found that the binding energies of the substrate or the intermediate alone did not correlate well, but that the potency was determined by the stability of the bound intermediate relative to that of the substrate; this finding was largely explained as a result of changes in hydrogen bonding to the deaminase.

In a similar study, the binding and reactivity of seven human neutrophil elastase inhibitors was examined via QM/MM methods[62]. These peptidyl $\alpha$-ketoheterocyclic inhibitors irreversibly form a tetrahedral intermediate as their mode of action. The study concluded that the activity of the least
potent inhibitors, with only weakly electron withdrawing heterocyclic rings and rather endothermic reaction energies, could be explained by their calculated binding energy. Conversely, for the more potent inhibitors, with highly electron withdrawing heterocyclic rings, their activity correlated with the stability of the intermediate. These studies indicate that hybrid QM/MM methods can be usefully employed in explaining enzyme inhibition mechanisms where a transition state analogue can form.

We also note that studies using QM levels of theory on model receptors can also provide valuable insights for drug design. Inhibitors of histone deacetylase can directly chelate to the Zn ion of the enzyme’s catalytic core. A small library of potential Zn-binding inhibitor groups, containing mono- and bi-dentate chelators, was assessed for their ability to bind to a model of the Zn-containing catalytic core[63], at the B3LYP/6-31G* level of theory. A good correlation ($R^2$ of 0.74) was obtained between the QM interaction energy and the experimentally determined pKi (the $-\log$ of enzyme inhibition constant, $K_i$) for the Zn-binding molecular fragments.

NON-COVALENT PROTEIN-LIGAND INTERACTIONS.

Interest continues to grow in the application of QM and QM/MM approaches to analysis and prediction of non-covalent interactions[64]. Indeed calculation of the bound pose of a small molecule ligand to the active site of its target macromolecule forms the basis of receptor-based computational drug design. This molecular docking can be resolved into two steps: (a) geometric sampling of potential ligand/protein binding modes (sometimes itself referred to as “docking”) and (b) scoring, usually using an equation and specific parameters to estimate a ligand’s binding affinity. Scoring gives the relative rank of the docked compounds according to their predicted binding affinity. Sometimes a second round of scoring of predicted protein-ligand poses is performed with a more accurate scoring function. Therefore docking algorithms are used to identify different binding modes of ligand in the protein active site and scoring functions are used to distinguish the correct binding mode from all alternative modes. Scoring functions also rank the results of virtual screening according to the binding affinities of different ligands.
Docking has been intensively researched for over twenty years[65] and most current docking programs can achieve an average accuracy of about 1.5 to 2 Å in RMSD with success rates of 70 - 80% in predicting known protein-ligand binding modes[66,67,68]. However, it is generally agreed that further improvements are mainly limited by the imperfections of scoring functions. Wang et al.[69] compared the binding affinities of 100 protein-ligand complexes calculated from 11 scoring functions with experimentally determined binding affinities. The result shows that only four of them were able to give correlation coefficients over 0.50. Similarly, a study by Brooks et al.[70] assessed nine scoring functions using a set of 189 protein-ligand complexes. The result shows that five of the scoring functions perform well in discriminating near-native from misdocked structures and their recognition rate was between 80 - 90%. However, only one of the scoring functions achieved even a moderate correlation ($R^2$ of 0.51) between the calculated binding score and the experimentally determined binding energies.

Therefore, improvements in scoring functions are required to avoid incorrect prediction of binding energies and a high number of false positives and negatives during virtual screening. Scoring functions suffer from a range of deficiencies. The treatment of binding entropies and solvation effects are major issues. Some problems arise from the way in which many scoring functions are parameterised (eg too narrow a training set or the presence of experimental errors in the data). Another deficiency of certain scoring functions is the neglect of cation-π interactions and aromatic rings interactions. Both interactions are found to be common in protein structure and are important at the surface of proteins. For example, a cationic sidechain such as Lys or Arg can interact with an aromatic sidechain with significant attractive energy.[71] Aromatic ring interactions have also been shown to occur between aromatic sidechains [72], but most current empirical scoring functions do not model these interactions directly.

The presence of polarization effects in protein-ligand interactions has been recognised.[73] However, it is generally not explicitly included in scoring functions. Hensen et al.[73,74] assessed the polarization effects between HIV-1 protease and three potent inhibitors. Their results demonstrated
that the polarization energy could contribute up to one-third of the total electrostatic interaction. It seems not unreasonable that implementation of explicit polarization effects in scoring functions has the potential to increase accuracy. Moreover, metal-containing systems increase the complexity of protein-ligand interactions, through partial covalent bonding and unusual hybridization states. We note that such systems include situations where the metal exists in the ligand rather than the receptor.[75] These complexities are difficult to predict using common scoring functions and can lead to inaccurate ranking.

**QM approaches.**

Consequently, the use of QM in scoring non-covalent protein-ligand interactions is being increasingly explored. A pragmatic advantage of a QM scoring function, besides potentially improved accuracy over MM, is that there is no requirement for parameterization of new ligands. However, the computational cost for high level QM methods has limited its application in docking and scoring. Therefore, QM-based scoring functions generally focus on semiempirical potentials only.

In a trial study, Villar et al.[76] compared AM1 and PM3 calculated geometries and binding enthalpies of a set of 16 small molecules, representative of typical protein-ligand interactions, with higher levels of QM theory, namely B3LYP/6-31G*/B3LYP/6-311+G(2d,p) and MP2/6-31G*. The set of small molecules contained ammonium, carboxylate ions, alkanes, aromatic systems and hydrogen bonding donor and acceptor groups. The results demonstrated that the interaction enthalpies calculated by AM1 had a reasonable correlation with those from *ab initio* MP2 calculations. However PM3 showed poor correlation.[76] In terms of geometry prediction, both showed poor performance, particularly in systems with aromatic interactions. The conclusion of the study was that the semiempirical AM1 Hamiltonian may serve as a scoring function to rank relative binding affinities of different ligands. However, it is likely to be less valuable in a docking algorithm, i.e. in predicting binding geometries.
Using a linear scaling QM approach, Merz et al.[52] has compared the performance of their semi-empirical QM-based scoring functions, QMScore and TotalScore, in predicting binding affinity with eleven other scoring functions for a set of 56 protein-ligand complexes from the data set of Wang et al.[69]. The eleven scoring functions compared included four from the LigFit module in Cerius2 (LigScore, PLP, PMF and LUDI);[77] four from SYBYL version 6.8 (F-Score, G-Score, D-Score and ChemScore);[78] and DrugScore,[79,80] X-Score[81] and Autodock[82]. The functions falls into the three categories: (a) force field-based (AutoDock, G-Score and D-Score); (b) empirical (LigScore, PLP, LUDI, F-Score, ChemScore and X-Score); and (c) knowledge-based (PMF and DrugScore). The study demonstrated a slightly improved accuracy of semiempirical QM-based scoring functions in predicting binding affinities over the other methods. The study also highlighted the ability of QM-based scoring functions to discriminate native from decoy poses.

In addition to linear scaling semiempirical QM approaches, more recently a linear scaling density functional theory approach has been applied to the study of protein-inhibitor interactions. A PBE/TZP molecular dynamics study of the complexes of five inhibitors with the cyclin-dependent kinase CDK2[83] concluded that polarization effects resulting from the specific hydration patterns in the ATP pockets of CDK2 contributed to the relative potency of its inhibitors.

A particularly interesting approach adopted by Peters and Merz[84] was to apply QM calculations of protein-ligand interactions in developing receptor-based QSARs. The Comparative Binding Energy Analysis (COMBINE) approach[85] was integrated with the semi-empirical QM method, pairwise energy decomposition (PWD), to produce the SE-COMBINE approach. The method permits the investigation of the gain or loss of interaction energy upon fragment substitution. For a set of 88 benzamidine inhibitors and trypsin, this new method proved competitive when compared to other non-receptor-based QSARs.

QM/MM approaches.
Whilst QM-based scoring functions, such as QMScore discussed above, have been reported to show promise in predicting binding affinity and binding mode for protein-ligand interactions,[52,86] a QM-only approach is currently considered to be too slow to be practical in docking due to the large size of the receptor. Thus, a combined QM/MM approach is a potential alternative method for estimating protein-ligand interaction energies and can provide further insight for developing other scoring functions.[87,88] With sufficient computational resources, the accuracy of QM/MM approaches can be stepwise improved from semiempirical QM methods to \textit{ab initio} QM or density functional theory levels. Additional corrections for accuracy could also include a term for describing dispersive interactions, important in π-π stacking and to some extent in hydrogen-bonding interactions.[42]

Indeed, there are an ever-growing number of QM/MM studies used to successfully gain insights into protein-ligand interactions, including the prediction of active site structure, ligand binding mode and interaction energies calculations[34,73,87,89,90,91]. We discuss some examples below.

Grater \textit{et al.}[88] used a combined AM1/CHARMM potential with a Poisson-Boltzmann/surface area (PBSA) term to calculate the binding energies of 47 benzamidine ligands to trypsin. The results were then compared to experimental binding energies and binding energies derived from empirical scoring functions. The final correlation coefficient for the QM/MM-PB/SA method relative to experiment was 0.6, slightly higher than that of the empirical scoring functions (0.5).

Friesner[74] used a QM/MM model to calculate the atomic charges of the ligand in the protein environment. The ligand was treated at the B3LYP/6-31G* level and the protein by the MM force field, OPLS-AA. The use of these QM-derived ligand atomic charges in docking showed significant improvements over MM-based charges in detection of the correct binding mode of the inhibitor.

A straightforward approach to combining docking with QM/MM methods was adopted by Beierlein \textit{et al.}[74,87]. In their method, ligands were docked to proteins using Autodock, via a Lamarkian genetic algorithm and AMBER-based empirical scoring function. Resulting structures were then optimised at
the AM1/MM level of theory. The method was tested for redocking of crystallographic complexes of β-trypsin, HIV-1 protease, thrombin, carboxypeptidase A and dihydrofolate reductase. Broadly similar results were observed with and without the QM/MM refinement. However, the optimisation step permitted protein as well as ligand flexibility and was able to reproduce induced fit of the flap regions of HIV-1 protease on ligand binding. This was attributed in part to the enhanced electrostatic receptor-inhibitor interaction afforded by the QM/MM potential relative to comparative MM receptor-inhibitor optimisations.

Fong et al.[92] examined the ability of QM/MM, MM and empirical scoring functions to discriminate native from non-native poses in six HIV-1 protease complexes. This was based on large numbers of geometric decoys for each ligand/protein complex, obtained from the Ligand Protein Data Bank (LPDB).[70] Geometric decoys, which are misdocked poses of the ligand in the active site, were generated using a replica-based Langevin molecular dynamics protocol, in conjunction with an NOE-like restraint in order to distance the ligand from its native pose.[93] The QM/MM scoring functions examined all displayed a relatively smooth funnel-shaped topology of the binding surface required for efficient docking; ie. misdocked solutions are ranked higher in energy than native-like solutions (Figure 4).

The most discriminatory QM/MM scoring function for the six HIV-1 protease inhibitors was found to be the solvent-corrected HF/6-31G*:AMBER model, exceeding the performance of the ChemScore and GoldScore empirical scoring functions. This QM/MM function, however, performed comparably to a solvent-corrected MM scoring function. Indeed, the polarization component of the QM/MM interaction energy, although comprising 12-18% of the total protein-ligand electrostatic interaction for the native pose, appeared relatively insensitive to changes in RMSD from the native pose. For one inhibitor, XK216, the polarization component actually served to impede accurate discrimination of native from non-native poses. This stabilization of certain decoy poses by electric polarization may be physically correct but distorts the funnel-shaped topology of the binding surface. Correspondingly, the MM approach, which omits explicit ligand polarization, performed similarly to the Hartree-Fock
QM/MM model. Semiempirical methods, which may underestimate the polarization contributions of decoys relative to native, exhibited lower discriminative power.

The accuracy and practicability of the combined QM/MM method in docking has shown some promising recent results and presents a good avenue for improving docking and scoring of protein-ligand complexes but further careful refinement and assessment of methodologies is clearly required.

**CONCLUSIONS**

QM approaches are being increasingly brought to bear on problems of pharmaceutical interest. In particular, recent developments in more accurate semiempirical QM approaches, and methods for their application to large molecules, appear promising for the future integration of accurate modelling of intermolecular potential energies with the computational expediency required to assess the binding of large ligand data sets, or to describe molecular flexibility and obtain thermodynamic properties via statistical mechanics.

QM approaches afford various advantages, ranging from calculation of spectroscopic properties, through to improved structure determination, and more accurate modelling of chemical systems where MM parametrization strategies would be expected to struggle, eg. metalloprotein complexes, or where bond making and breaking occurs (covalent inhibitors). Whilst algorithmic and hardware developments are beginning to enable such QM and QM/MM approaches, in many cases the outweighing of additional benefits versus the cost of employing a QM approach in drug discovery over classical or empirical methods remains to be clearly demonstrated.
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FIGURE CAPTIONS

Figure 1 QM/MM model to study adenosine deaminase inhibitors. Residues included in the QM region (white), Glu 217, His 238 and the catalytic water molecule. The rest of the enzyme is represented by an MM potential (shaded). Link atoms are represented by circled hydrogen atoms.

Figure 2 Active site electron density for H143M rusticyanin.

Figure 3 Plot of energy of intermediate relative to that of the substrate for five adenosine deaminase inhibitors (QM/MM B3LYP/6-31G(d)//HF/3-21G) versus -ln IC_{50}. R^2 = 0.87. The same trend is observed at the QM/MM HF/3-21G//HF/3-21G level, with an R^2 of 0.88.

Figure 4 Interaction energies (\(\Delta E_{\text{inter}}\)) of six HIV-1 proteases inhibitors native poses and their geometric decoys. From left to right columns, \(\Delta E_{\text{inter}}\) calculated at HF/6-31G*:AMBER and AM1d:AMBER levels of theory. Outlying decoy score for 1 is circled.
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