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2.6.2 A Thévenin equivalent circuit . . . . . . . . . . . . . . . . . . . . . . . . 74

2.6.3 Noise temperature of an amplifier . . . . . . . . . . . . . . . . . . . . . 75

2.6.4 A simplified noise equivalent circuit . . . . . . . . . . . . . . . . . . . . 76

2.7.1 The Pospieszalski noise equivalent circuit . . . . . . . . . . . . . . . . . 81

3.2.1 The layout of the 1 K cryostat . . . . . . . . . . . . . . . . . . . . . . . . 90

3.2.2 CAD images of the thermal break . . . . . . . . . . . . . . . . . . . . . 91

3.3.1 Block diagram illustrating the noise test set up . . . . . . . . . . . . . . . 92

3.3.2 Image of the noise test set-up . . . . . . . . . . . . . . . . . . . . . . . . 93

3.3.3 The variable temperature load . . . . . . . . . . . . . . . . . . . . . . . 95

3.3.4 The Y-factor approach to measuring an LNA’s noise temperature . . . . . 96

3.4.1 Mean noise temperature with respect to drain current at various tempera-

tures for the Planck EBB amplifier . . . . . . . . . . . . . . . . . . . . . 98

3.4.2 Mean noise temperature with respect to drain current at various tempera-

tures for the T+MMIC amplifier . . . . . . . . . . . . . . . . . . . . . . 99

3.5.1 The JPL MMIC LNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.5.2 JPL LNA: noise and gain performance at 6 K physical temperature . . . . 102

3.5.3 Mean noise temperature of the JPL MMIC from 2 K to 290 K . . . . . . . 102

3.5.4 Image of the QUIJOTE 1.3 LNA . . . . . . . . . . . . . . . . . . . . . . 103

3.5.5 QUIJOTE LNA: noise and gain performance at 8 K physical temperature . 104

3.5.6 Mean noise temperature of the Faraday LNA from 4 K to 290 K . . . . . . 105

3.6.1 Repeat measurements for the Planck EBB . . . . . . . . . . . . . . . . . 106

10



4.1.1 A Microwave Integrated Circuit LNA . . . . . . . . . . . . . . . . . . . 113

4.1.2 An MIC resistor and capacitor . . . . . . . . . . . . . . . . . . . . . . . 113

4.1.3 Layout of a DC blocking capacitor . . . . . . . . . . . . . . . . . . . . . 114

4.1.4 A cross-sectional view of a typical microstrip . . . . . . . . . . . . . . . 115

4.1.5 Ka-band MMIC based LNA . . . . . . . . . . . . . . . . . . . . . . . . 120

4.2.1 The noise of a cascaded system . . . . . . . . . . . . . . . . . . . . . . . 122

4.2.2 The T+MMIC’s transistor and MMIC . . . . . . . . . . . . . . . . . . . 124

4.2.3 Computer aided design image of the T+MMIC LNA’s module . . . . . . 125

4.2.4 T+MMIC module pin identification . . . . . . . . . . . . . . . . . . . . 125

4.2.5 LNA RF circuit layout . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.2.6 The assembled T+MMIC LNA . . . . . . . . . . . . . . . . . . . . . . . 127

4.3.1 A transistor equivalent circuit, suitable for use in Agilent’s ADS . . . . . 130

4.3.2 Signal flow diagram graphically illustrating the S parameters of the MMIC

and the input and output fixtures . . . . . . . . . . . . . . . . . . . . . . 131

4.3.3 HFSS model of the QUIJOTE 1.3 input probe . . . . . . . . . . . . . . . 133

4.3.4 Close up of the waveguide to microstrip probe transition . . . . . . . . . 133

4.3.5 The simulated performance of the QUIJOTE module input and output

probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.3.6 The ADS de-embedding circuit . . . . . . . . . . . . . . . . . . . . . . . 134

4.3.7 The transmission line like behaviour of a bond wire . . . . . . . . . . . . 135

4.3.8 The full ADS 8 K model . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.4.1 Room temperature T+MMIC noise and gain performance . . . . . . . . . 139

4.4.2 8 K T+MMIC noise and gain performance . . . . . . . . . . . . . . . . . 140

4.4.3 The modelled and measured room temperature performance of the T+MMIC

LNA across the MMIC’s design band . . . . . . . . . . . . . . . . . . . 141

4.4.4 The modelled and measured 8 K physical temperature performance of the

T+MMIC LNA across the MMIC’s design band . . . . . . . . . . . . . . 141

11



4.4.5 The Stability of the T+MMIC amplifier at 8 K . . . . . . . . . . . . . . . 142

4.5.1 The noise temperature of the T+MMIC LNA at 19 K and 8 K, compared

to the average noise temperature of the Planck amplifiers . . . . . . . . . 144

5.1.1 Proposed layout for the discrete block approach to LNAs . . . . . . . . . 148

5.1.2 Future multi-frequency transistor test cryostat . . . . . . . . . . . . . . . 149

5.1.3 A next generation thermal break . . . . . . . . . . . . . . . . . . . . . . 149

5.2.1 Preliminary ADS design for a single transistor amplifier . . . . . . . . . . 152

5.2.2 Single stage HRL 2 x 50 µm HEMT based amplifier . . . . . . . . . . . . 153

5.2.3 HRL 2 x 50 µm single stage amplifier: stability . . . . . . . . . . . . . . 154

5.3.1 Potential performance of a future Ka-band T+MMIC (discrete block) LNA 155

6.2.1 A collapsed T-gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.2.2 An impression of an I-gate . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.2.3 A parametric amplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.3.1 Dusk at QUIET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

A.0.1A cuboidal blackbody cavity containing photons representing an ideal

conductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

12



List of Tables

1.1 The Radio Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.2 Advantages and disadvantages of coherent and incoherent radiometers . . 30

2.1 The properties of some semi-conductors at 300 K . . . . . . . . . . . . . 56

2.2 Electron mobility for a conventional GaAs MESFET and HEMT structure

at 300 and 77 K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.1 Comparison of the noise parameters of two FETs at 297 and 12.5 K . . . 85

3.2 Fit statistics for the JPL amplifier . . . . . . . . . . . . . . . . . . . . . . 100

3.3 Fit statistics for the QUIJOTE amplifier . . . . . . . . . . . . . . . . . . 104

3.4 Noise Temperatures for 290 K, 20 K, 4 K and 2 K physical temperature

for the JPL and QUIJOTE 1.3 amplifiers . . . . . . . . . . . . . . . . . . 108

4.1 Current state of the art LNAs for selected frequencies. . . . . . . . . . . . 112

4.2 Dielectric constants and loss tangents for typically used dielectrics . . . . 116

4.3 The advantages and disadvantages of MICs and MMICs . . . . . . . . . 119

4.4 The T+MMIC pin outs . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.5 The widths and lengths of the T+MMIC LNA’s microstrip lines . . . . . . 126

4.6 Cryo-3 temperature dependent equivalent circuit parameters . . . . . . . 129

4.7 Cryo-3 extrinsic and intrinsic equivalent circuit parameters . . . . . . . . 130

5.1 HRL 2x50 µm HEMT extrinsic and intrinsic equivalent circuit parameters 151

13



14



List of Abbreviations

ADS Advanced Design System

BJT Bipolar-Junction-Transistor

CAD Computer Aided Design

CBI Cosmic Background Imager

CHOP Cryogenic HEMT Optimisation Program

CMB Cosmic Microwave Background

CMBR Cosmic Microwave Background Radiation

DASI Degree Angular Scale Interferometer

DUT Device Under Test

ENR Excess Noise Ratio

ESA European Space Agency

FET Field Effect Transistor

FIRAS Far Infrared Absolute Spectrometer

GaAs Gallium Arsenide

HEMT High Electron Mobility Transistor

15



HFSS High Frequency Structure Simulator

IEEE Institute of Electrical and Electronics Engineers

IF Intermediate Frequency

InP Indium Phosphide

JPL Jet Propulsion Laboratory

LFI Low Frequency Instrument

LNA Low Noise Amplifier

LO Local Oscillator

MESFET Metal-Semiconductor-Field-Effect-Transistor

MIC Microwave Integrated Circuit

MMIC Monolithic Microwave Integrated Circuit

MOSFET Metal-Oxide-Semiconductor-Field-Effect-Transistor

NASA National Aeronautics and Space Administration

NFM Noise Figure Meter

NGST Northrop Grumman Space Technologies

OMT Ortho-mode Transducer

QUAD QUEST at DASI

QUIJOTE Q-U-I-JOint-Tenerife-Experiment

RF Radio Frequency

T+MMIC Transistor in front of MMIC

16



Abstract

The University of Manchester

Mark Anthony McCulloch

Doctor of Philosophy Physics and Astronomy

Enhancing the Noise Performance of Low Noise Amplifiers - With Applications for

Future Cosmic Microwave Background Observatories

2013

Low Noise Amplifiers (LNAs) are one of the most important components found in some

of the radio receivers used in radio astronomy. A good LNA should simultaneously pos-

sess both a gain in excess of 25 dB and as low a noise contribution as possible. This is

because the gain is used to suppress the noise contribution of the subsequent components

but the noise generated by the LNA adds directly to the noise of the overall receiver. The

work presented in this thesis aimed to further enhance the noise performance through a

variety of techniques with the aim of applying these techniques to the study of the polari-

sation of the Cosmic Microwave Background. One particular technique investigated was

to cool the LNAs beyond the standard 20 K typically used in experiments to 2 K. In doing

so it was found that the noise performance increased by between 20 and 30% depending

on the amplifier. Another technique investigated involved uniting the two technologies

(MICs and MMIC) used in LNA fabrication to lower the noise performance of the LNA.

Such an LNA, known as a T+MMIC LNA was successfully developed and possessed an

average noise temperature of 9.4 K and a gain in excess of 40 dB for a 27-33 GHz band-

width at 8 K physical temperature. Potential “in field” applications for these technologies

are discussed, and a design for a variant of the T+MMIC LNA that utilises both of these

technologies is presented. This particular LNA with a predicted average noise tempera-

ture of 6.8 K for a 26-36 GHz bandwidth, would if fabricated successfully represent the

lowest noise Ka-band LNA ever reported.
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Preface

Low Noise Amplifiers (LNAs) have been an integral part of coherent radio receivers for

many years, and their continued development has been of crucial importance to radio

astronomy for the last few decades. Through enhancing the performance of LNAs radio

astronomy has offered astronomers the opportunity to study some of the most fundamental

aspects of the universe. For example, “a good” LNA was at the heart of the one of the

most significant discoveries of the 20th century, the accidental observation of the Cosmic

Microwave Background (CMB) by Arthur Penzias and Robert Wilson in 1964.

Therefore given their value to radio astronomy, the work presented in this thesis was

motivated by a desire to enhance the performance of LNAs further, and owing to the

author’s involvement in several CMB experiments this was done with a special focus on

applying these techniques to the study of the CMB. Chapter 1 will therefore discuss radio

astronomy in general, before focusing on the role that LNAs have played in developing

our understanding of the CMB, through a chronological review covering CMB theory,

observatories and the aims for the future.

Chapter 2 then discusses LNAs themselves, initially outlining the parameters used to

describe the LNA. Then given the importance of the transistor to LNAs, Chapter 2 will

discuss the transistors themselves including their operation and modeling. The 2nd half of

Chapter 2 then reviews the topic of electronic noise theory, how it can be used to describe

noise in terms of a noise temperature and the modeling of a transistor’s noise behaviour.

The author’s work in using a variety of techniques to push the noise performance of

LNAs towards what is known as the ‘quantum noise limit’ (Nq ≈ h f/k)1 will then be out-

lined. Chapter 3 details the author’s investigations into the relationship between the noise

performance of an amplifier and physical temperature. Chapter 4 details a hybridisation

of the existing MIC and MMIC approaches to LNA design, creating a new arrangement

known as the T+MMIC LNA.
1where f is the frequency, h is Planck’s constant and k is the Boltzmann constant
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Having laid the foundations for enhancing the performance of LNAs, Chapter 5 looks

to exploit these ideas by proposing a design for what could, with a predicted average noise

temperature of 6.8 K be the lowest noise Ka-band LNA ever reported.

Finally this thesis will conclude by summarising these results and discussing other

future developments in LNA technology.

M. A. McCulloch

Manchester, UK September 2013
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Chapter 1

Low Noise Amplifiers (LNA) and Radio

Astronomy

One of the most significant components in a coherent radio receiving system is the one

that is responsible for the initial amplification of the incoming signal. This is because

this component (the LNA) has two roles; firstly it must provide sufficient gain to make

the noise contribution of the subsequent components negligible, whilst contributing as

little noise as possible to the overall system noise. Secondly, a lower system noise al-

lows astronomers to gain their required sensitivity in a shorter observing time. LNA’s

come in several forms, however the LNAs most commonly used for radio astronomy are

based around Indium Phosphide (InP) high electron mobility transistors (HEMTs). In turn

these HEMTs along with other components are either placed discretely within a metal-

lic module or chassis, an arrangement known as the microwave integrated circuit (MIC)

or integrated into an individual chip, an arrangement known as a monolithic microwave

integrated circuit (MMIC). This chapter will present a discussion on radio astronomy in

general and one application of radio astronomy in particular, the study of the Cosmic

Microwave Background (CMB).
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CHAPTER 1. LOW NOISE AMPLIFIERS (LNA) AND RADIO ASTRONOMY

Band Frequency Use

LF 30 - 300 kHz AM radio, Aviation Navigation Beacons
HF 3 - 30 MHz Trans-Oceanic Aircraft / Marine Communica-

tions, Amateur radio
VHF 30 - 300 MHz Aircraft Communications, FM radio
UHF 300 - 3000 MHz Television, Mobile Phones
C 4 - 8 GHz Wi-Fi, Satellite Communications
X 8 - 12 GHz Satellite Communications, Radar
K 18 - 26.5 GHz Radar, Astronomy, Communications
Ka 26.5 - 40 GHz Radar, Astronomy, Satellite Communications
Q 33 - 50.5 GHz Radar, Astronomy, Communications
W 75 - 110 GHz Radar, Astronomy, Satellite Communications

Table 1.1: The Radio Spectrum.

1.1 Radio Astronomy and the Importance of Amplifica-

tion

1.1.1 The Radio Spectrum

The radio spectrum covers the frequency range below 100 GHz and is heavily used for

long distance communications. Over the years this spectrum has been standardised into

a series of bands; table 1.1 lists some of the more commonly used frequency bands and

those that are of interest to radio astronomy. The radio spectrum is of importance to

astronomy because the atmosphere is largely transparent to radio waves.

1.1.2 Radio Receivers

There are two types of receiver available for use in radio astronomy; coherent (figure 1.1a)

and incoherent receivers (figure 1.1b). With coherent systems the phase of an incoming

signal is preserved, the incoming signal is amplified and the signal is detected, such as

by a square law detector. For frequencies above 100 GHz the incoming signal is down-

converted to a lower frequency. This is done to facilitate subsequent signal processing,
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1.1. RADIO ASTRONOMY AND THE IMPORTANCE OF AMPLIFICATION

since lower frequencies are easier and cheaper to manipulate. The down-conversion is

performed by a mixer, and amplification is supplied at this intermediate frequency (IF). At

lower frequencies, down-conversion may still be used, but in order to increase sensitivity,

it takes place after amplification and processing by passive components such as ortho-

mode transducers and filters.

Whereas the amplifiers in the coherent system amplify the electric field, bolometers

used in the incoherent system detect total power and so such systems do not preserve

phase information. Bolometers act like a very sensitive thermometer and consist of an ab-

sorber with a certain specific heat capacity, which is connected to a thermal bath. When

incident radiation strikes the absorber it heats up and a thermometer detects the tempera-

ture rise and converts it into an electrical signal. Bolometer sensitivity is determined by

what they are made out of, the integration time and their level of shielding from cosmic

rays and radio transmissions [1, 2].

The advantages and disadvantages of the two systems are summarised in table 1.2. For

the sensitivities; [3] assumes antimonide based HEMT devices operating at 3 times the

quantum noise limit, whilst for the bolometers less sensitive devices are assumed for the

ground based case. The HEMT values include a factor of
√

2 since the phase preservation

of the coherent systems allows them to simultaneously detect both the Q and U Stokes

parameters (see section 1.2.4).

Telescope

Multiplier

frf fif

fLO

Backend
Processing

Local Oscillator

LOLocal
Oscillator

(a) Coherent

Heat Sink
T0

Bolometer

T = T0 + ΔT

P0

(b) Bolometer

Figure 1.1: (a) shows a coherent receiver system that is configured for down-conversion.
(b) a bolometer receiver system.
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Parameter Coherent∗ Incoherent

Frequency < 250 GHz < 1000 GHz

Bandwidth Narrow < 30% Wide (limited by exter-
nal factors such as in-
tense spectral lines, fil-
ters)

Sensitivity (Space) 30 GHz 42
[
µK
√

s
]

39
[
µK
√

s
]

100 GHz 69
[
µK
√

s
]

27
[
µK
√

s
]

Sensitivity (Ground) 30 GHz 125
[
µK
√

s
]

250
[
µK
√

s
]

100 GHz 247
[
µK
√

s
]

250
[
µK
√

s
]

Minimum Noise Temperature Limited by the quantum
noise limit

Limited by background
noise

Operating Temperature 20 K - Room tempera-
ture

50 - 300 mK

Phase Preservation Yes No

Table 1.2: Summary of the advantages and disadvantages of coherent and incoherent
radiometers. The sensitivity values are from [3]. ∗ Coherent system with direct amplifi-
cation.

1.1.3 Coherent Receivers

The remainder of this thesis will primarily focus on coherent systems and their transistor

based LNAs in particular and the remainder of this section will define the relevant terms.

Sensitivity

Due to the weakness of the astronomical signal a good low noise LNA is of particular

significance to radio astronomy. This is due to the impact that the LNA has on a receiver’s

system temperature (see section 2.1 and section 4.2.1). The output of a square law detector

is given by (1.1) and it can be shown [4] that the minimum noise level ∆T in Kelvin

that can be detected is given by (1.1.2), where B is the bandwidth of the receiver, τ the

integration time and Tsys the system temperature, which includes the source contribution

and contributions from the ground and atmosphere. Therefore for a given integration time
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(can be years) the size of the signal that can be detected is determined by the bandwidth of

the receiver which is typically limited to ∼30% and the system temperature. Observing a

weak signal requires either a very long integration time or a low system temperature.

Pout = kTsysGB (1.1.1)

∆T =
Tsys√

Bτ
(1.1.2)

Quantum Noise Limit

The system temperature however can never just be the sum of the source, atmosphere and

ground contributions since the receiver temperature can never be zero. This is because

the amplifier is subject to the quantum noise limit, the origins of which can be understood

by considering the Heisenberg uncertainty principle (1.1.3), where ∆E and ∆t are the

uncertainty in energy (1.1.4) and time (1.1.5), n is the number of photons, φ the phase

and f the frequency.

∆E∆T ≥ h/4π (1.1.3)

∆E = h f ∆n (1.1.4)

∆T = ∆φ/2π f (1.1.5)

If the number of photons and the phase possess a Gaussian distribution then (1.1.3)

becomes (1.1.6) [4]. For a noiseless amplifier where the power gain (G) is greater than

1, the number of photons at the output nout equals the number of photons at the input nin

multiplied by G and the phase (barring a constant phase shift) remains the same (φin =

φout). Therefore the output of the ideal amplifier is given by (1.1.7), whilst the input is

given by (1.1.8)

∆φ∆n = 1/2 (1.1.6)
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∆φout∆nout = 1/2 (1.1.7)

∆φin∆nin = 1/2G (1.1.8)

However, this final result (1.1.8) is not consistent with (1.1.6) and this inconsistency

can only be resolved if the amplifier is noisy, with the minimum amount of noise per unit

bandwidth at the output given by (1.1.9) and at the input by (1.1.10). Letting G become

large, results in a minimum noise of h f and the receiver possessing a minimum noise

temperature of ∼ h f/k. Bolometers on the other hand, do not suffer from this limit since

they do not preserve the phase of the incoming radiation.

(G−1)h f (1.1.9)

(1− (1/G))h f (1.1.10)

The quantum noise limit is usually expressed as an approximation. This is because

the actual derivation is some what more complex than the simple derivation given here,

with the exact role of zero point fluctuations being in debate, hence the quantum noise is

sometimes expressed with either a ln2 or ln3 in the divisor. The nature of quantum noise

is further explored in [5, 6].

1.2 The Cosmic Microwave Background (CMB)

The development of LNAs is unquestionably of strategic importance to all areas of radio

astronomy. However, the study of the CMB in particular can benefit from the enhance-

ment of LNAs, since the interesting anisotropy and polarisation signals are very weak

and so in order to be detectable on a realistic time scale, the LNAs need to be very low

noise. The author has also been involved in two CMB projects and the research outlined

in this thesis was carried out with the aim of applying the developments to the study of the
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1.2. THE COSMIC MICROWAVE BACKGROUND (CMB)

CMB. Therefore the remainder of this thesis will focus on the enhancing the performance

of LNAs for future studies of the CMB .

The initial discovery of the CMB was itself in part due to the development of a very

good LNA and some of the subsequent CMB observatories and their results have also

only been possible due to the development of ever lower noise LNAs. Given this im-

portant relationship, this section will present a chronological overview of the theoretical

development of modern cosmology, the discovery of the CMB, a brief description of

some more recent CMB observatories and a discussion on the current observational aims,

chiefly the analysis of the CMB’s polarisation signal.

1.2.1 Early Work

The work that would eventually lead to the discovery of the CMB began in 1912 at the

Lowell observatory in Arizona where V. M. Silpher was studying the movement of galax-

ies. Silpher’s work would show that most galaxies were moving away from us at high

speeds [7].

In 1916 A. Einstein published his general theory of relativity [8] which offered in-

sights2 into the dynamics of the universe. One solution proposed by Einstein [9] described

a matter filled static universe, whilst a second developed by de Sitter [10] described an

empty static universe. The static nature of the these universes arose due to Einstein’s use

of a non zero cosmological constant [11].

However, in 1922, A. Friedman (Friedmann) proposed a third solution [12], which

unlike the previous two solutions predicted a time dependent universe. In effect one that

would undergo expansion. Lemaitre also came to a similar conclusion and hinted at the

possible existence of a ‘primeval atom’ [13]. Confirmation of this dynamic universe came

in 1929 when Hubble showed that the universe was expanding [14]. In 1932 Einstein and

2The theory proposed a series of field equations, the solutions to which described a variety of different
universes
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de Sitter removed the cosmological constant from Einstein’s field equations, leading to

solutions that described a flat, expanding universe [15].

This early research would subsequently change our view of the universe, particularly

once a way was found to investigate the conditions that had existed in the early universe.

This ability would be brought about by measurements of the cosmic microwave back-

ground; which was unknowingly detected in 1937 and then discovered by accident in

1964.

In 1937 W. Adams and T. Dunham [16] observed several unknown interstellar lines in

the spectra of various stars. In an effort to explain these lines they made observations of

the star ζ Ophiuchi, which had previously proved useful in the identification of unknown

spectral lines. Additional analysis with the assistance of A. Mckellar [16] showed that

one such line, with a wavelength of 3874Å belonged to the Cyanogen molecule. Further

analysis [17] showed that the existence of this line required the ‘rotational’ temperature

of interstellar space to be around 2 K, and it was thought that this temperature was due

to inter-particle collisions, even though the necessary collision rate was quite high by the

standards of the interstellar medium [18]. This temperature discrepancy would therefore,

for the time being remain an anomaly.

In the 1940s G. Gamow began offering theoretical insights into the conditions that

had existed in the early universe. In the first [19] of three papers Gamow considered

the temperature and density of the early universe and how these conditions related to the

relative abundances of chemical elements. In the second [20] Gamow in collaboration

with R. A. Alpher and H. Bethe examined the build up of elements during the initial

expansion phase. This paper would in time provide the basis for nucleosynthesis. The

third paper [21] looked at the cosmological consequences of the previous papers. In

this paper Gamow noted that at some point in the past, as the universe cooled it must

have undergone a transition from a radiation dominated state to a matter dominated state.

Significantly Gamow also noted that the radiation from that earlier stage should, following
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this transition continue to propagate out into the now matter dominated universe, cooling

as it went. Alpher [22] followed up this idea and found that today the radiation would

have a temperature of around 5 K.

By the 1960s the idea of the expanding universe was explained by two competing

models: the steady state theory [23] and Wheelers singularity model [24]. In 1964 the

latter idea was partially being explored by R. Dicke, P. Peebles, P. Roll and D. Wilkinson

at Princeton [25]. Dicke and his colleagues like Gamow were intrigued by the conditions

in the early universe and they had begun building a radiometer to search for any radiation

that might have originated there.

Simultaneously, A. Penzias and R. Wilson were completing their characterisation of

the 20 foot horn antenna at Bell Labs, and to their surprise they found that the antenna

was 3.5±1K hotter than they had expected [26]. They deduced that since this additional

temperature was independent of direction and lacked a seasonal variation, it was unlikely

to be terrestrial in origin.3

To help solve the mystery, Penzias contacted one of his colleagues B. Burke, who

suggested that he should contact Dicke and his colleagues [28]. Dicke [25] proposed that

early on in the universe’s life the temperature had been very hot, around 1010K creating

a fireball. Dicke required this fireball in order to to break down or ‘decompose’ all of the

heavy elements from the previous universe, as at the time it was thought that the universe

was created from a previous universe as part of an ongoing cycle. However, Dicke noted

that the existence of this fireball was also consistent with the idea of a singularity. Dicke

also proposed that the radiation from that fireball would still be propagating through the

universe, though expansion would have cooled it to around 3.5 K and that it should possess

a black body spectrum.

3The discovery of this anomaly would later be re-told by R. Wilson as part of his Nobel lecture [27].
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1.2.2 Penzias and Wilson

This was the radiation was discovered by Penzias and Wilson in 1964 [26]. Penzias

and Wilson were able to detect what would become known as the Cosmic Microwave

Background Radiation due to their access to two important pieces of equipment. Firstly

the Bell Lab’s horn antenna; originally it had been designed to detect low noise signals

from satellites, so it had excellent ground shielding, the ground contributed a mere 0.5 K

to the antenna temperature [27]. Its shape also allowed its noise characteristics to be

accurately measured. Secondly, amplification was provided by low noise ruby masers,

which were cooled with liquid helium to 4.2 K and had an overall noise temperature of

3.5 K, which was 3 times better than had been possible previously [29]. This cooling

allowed Penzias and Wilson to make accurate measurements of the antenna’s temperature.

They did this by building a switch (figure 1.2) to connect the maser and the detectors to

either the antenna or a helium cooled reference load at 5 K. By switching between the two,

they were able to use the Y factor method (1.2.1), which will be elaborated on further in

section 3.3.6, to measure Y the ratio of the noise produced by the antenna to the noise

produced by the reference load. Since the equivalent temperature of the amplifier Te

was known to be 3.5 K and T2 was the temperature of the reference load, T1 the antenna

temperature could be deduced. They found a temperature of 6.7± 0.3K of which only

3.3±0.7K could be accounted for [27].

Te =
T1−Y T2

Y −1
(1.2.1)

1.2.3 CMB and CMB Anisotropies Observatories

Following Penzias and Wilson’s discovery a variety of ground based, balloon based and

space based observatories were constructed to observe the CMB. Some of these observa-

tories used coherent detection systems, whilst others have been bolometer based. This is
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Figure 1.2: Illustration of the radiometer used by Penzias and Wilson. From: Wilson
1978, figure 3 [27].

advantageous as coherent and bolometer systems suffer from different systematic effects,

therefore a detection by both approaches would be re-assuring. These effects are further

outlined in [30, 3] with Lawrence [3] noting that there are advantageous and disadvan-

tages to both systems; for space based observatories bolometers are more sensitive, but

for ground based experiments below 100 GHZ the opposite is true, coherent detectors also

have preferable systematic issues.

The Cosmic Background Explorer satellite (COBE) was the first satellite dedicated

to the study of the CMB. Using the Far Infrared Absolute Spectrometer (FIRAS); COBE

could measure the CMB spectrum at sub mm to mm wavelengths to an accuracy of 0.1%

relative to a Planck blackbody spectrum [31]. COBE was able to confirm that the CMB

possessed a black body spectrum, with the final COBE data set [32] showing an almost
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perfect black body spectrum with a peak temperature of 2.728±0.004K.

COBE also detected temperature anisotropies (fluctuations) on large angular scales

but other more interesting anisotropies were believed to occur on angular scales of less

than 1◦. These anisotropies however are only 10−100µK in size and so a more sensitive

detector was required.

QMAP [33] was a balloon borne experiment that flew twice in 1996 from Texas and

New Mexico and aimed to measure temperature anisotropies on angular scales of be-

tween l = 40 and l = 140 using 6 HEMT based amplifiers at 2 frequency bands centred

on 31 (2 amplifiers) and 42 GHz (4 amplifiers). The balloon’s gondola was subsequently

adapted for ground use and turned into the Mobile Anisotropy Telescope on Cerro Toco

(MAP/TOCO), which added two SIS mixers at 144 GHz to improve the angular resolu-

tion to 0.2◦ [34]. The adaptation also converted the cooling systems from liquid cryogen-

ics to mechanical cryogenics.

Boomerang was also a balloon borne experiment designed to look for these tiny varia-

tions in the temperature. It was expected that their discovery would provide details of the

energy density, baryon content and the shape of the early universe [35].

The Boomerang instrument [1, 36], was designed to measure angular scales varying

from 0.2◦ to 4◦ and was comprised of a 1.3 m telescope with an array of bolometric

detectors, which were cooled with liquid Nitrogen and liquid Helium to 300 mK.

Wilkinson Microwave Anisotropy Probe (WMAP) was launched by NASA in 2001,

and mapped the entire sky down to a angular resolution of 0.2◦. The main goal of WMAP

was to measure CMB anisotropies and to produce an angular power spectrum of the CMB.

The 5 year data results are shown in figure 1.3.

The angular power spectrum is useful as the size and the position of the peaks provide

information about the early universe.
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Figure 1.3: CMB angular power spectrum as measured by the WMAP satellite after 5
years of data collection. The Plot also illustrates the relationship between angular size
and multi-pole moment. Source: NASA/WMAP Science Team [37].

These temperature anisotropies exist due to quantum mechanical fluctuations in the

energy density that arose immediately after the Big Bang. Like any disturbance in a

fluid these propagated as a sound wave, with gravity trying to pull the dense regions

together, whilst radiation pressure tried to push them apart [38]. As long as radiation

pressure provided resistance these waves propagated as a series of compressions and rare-

refractions [39], but at recombination radiation pressure ceased and as the photons were

released the waves were frozen in length. However, photons from overly dense regions

were hotter than average whereas those from the under dense regions were cooler, these

regions can be seen in WMAP’s all sky images 1.4.

The peaks in the power spectrum represent these waves, the first peak corresponds to

a wave that was one wavelength long at recombination, whilst the other peaks represent

higher harmonics [39]. The position of the first peak at l ≈ 200 provides details of the
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geometry and the overall energy density of the universe [40], whilst the presence of the

higher harmonics suggests the presence of an inflationary era in the universe’s past [39].

The ratio of the first to 2nd peak can lead to an estimate of the baryon content of the

early universe [40]. Finally cosmological models can be fit to the power spectrum and the

model’s free parameters such as the Hubble constant and the contributions made by dark

matter and dark energy to the overall energy density of the universe can be tested [40].

Figure 1.4: The 9 year WMAP all sky map. The temperature range is ±200mK. Source:
NASA/WMAP Science Team [41].

The Very Small Array (VSA) was a ground based Ka-band observatory situated on

Mount Teide in Tenerife. VSA was a 14 element interferometer developed from the ear-

lier Cosmic Anisotropy Telescope (CAT) [42] and was designed to measure temperature

anisotropies on angular scales of less than 1◦. Following an upgrade the array was able to

resolve the first 3 acoustic peaks and start to constrain the position and height of the forth

[43]. The array used HEMT based amplifiers that were cooled to 20 K and had a tunable

bandwidth of 1.5 GHz [44].

The Atacama Cosmology Telescope (ACT) [45, 46] is a recent ground based telescope

that was situated in the Atacama Desert in Chile. The telescope looked at the contribution
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of the Sunyaez-Zel’dovich (SZ) effect4 to the CMB’s power spectrum at l = 300−1000.

The telescope observed at three frequencies (148, 218, 277 GHz) using transition edged

sensor (TES) bolometers that were cooled to 300 mK by a two stage helium sorption

fridge.

Planck is a space based observatory manufactured by the European Space Agency

(ESA) that has three times the angular resolution of WMAP and aims to map the angular

power spectrum to an even greater accuracy and to measure the E mode polarisation spec-

trum (CMB polarisation will be discussed later in this chapter) out to l = 1500 [38]. This

should allow the temperature spectrum and the E mode power spectrum to be compared,

which as well as providing constrains on cosmological parameters can also tell us about

the universe following recombination such as when the first stars formed [40]. Planck’s

resolution has also confirmed early hints from WMAP that the standard model is not cor-

rect in assuming that the universe is isotropic at large angular scales [47], as there is an

observable difference between the northern and southern hemispheres (figure 1.5).

Figure 1.5: The Planck all sky map showing potential temperature anomalies. Copyright:
ESA and the Planck Collaboration [48].

4The SZ effect is a distortion in the CMB’s blackbody spectrum that arises from the inverse Compton
scattering of the CMB’s photons by high energy electrons in galaxy clusters.
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1.2.4 Current Observational Aims

Inflation

Observations of the CMB have proved very useful in developing our current understand-

ing of cosmology and nucleosynthesis. There are, however, still unanswered questions.

Many Grand Unified Theories predict the existence of magnetic monopoles and yet they

are nowhere to be seen. The universe is also observed to be flat, but big bang cosmol-

ogy views a flat universe as unstable, since any initial curvature should grow in size [49].

There is also the problem that COBE and WMAP observations indicate that the universe

is effectively isothermal, which implies that in the past, different widely spaced regions

of sky were in thermodynamic equilibrium with one another. However, these regions are

so far apart that light from one region has not yet had time to reach the other, therefore

how can they be isothermal? This problem is known as the horizon problem.

The current preferred solution to these problems is inflation. Inflationary models as-

sume that the universe that we can see today (the observable universe) measuring some 45

billion light years in radius [39] started from a sphere of very smooth space that was only

10−26m in diameter [49]. This tiny region of space then underwent a very rapid period

of expansion, expanding by a factor of 1026 in only 10−34 seconds [49]. This exponen-

tial expansion resulted in any nearby magnetic monopoles being ‘thrown’, either to the

furthest edges of, or even beyond the observable universe. Similarly the rapid expansion

deals with any curvature that may have existed in our region of the universe by effectively

flattening it out.

Inflation can also explain the horizon problem since it allows different areas of the sky

to of been much closer together in the distant past, than they otherwise appear to of been.

This is because the rapid expansion associated with the inflationary era would then have

moved the different regions apart at speeds well above the speed of light [50].

Inflation also offers an explanation for the universe’s large scale structure. This is
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because the quantum mechanical fluctuations that led to the temperature anisotropies were

very small in the very early universe; inflation then vastly increased their size, allowing

them to act as the basis for universal structure [51]. Therefore as with the CMB’s early

theoretical work what is needed is a way to probe these inflationary models and one such

probe is the CMB’s polarisation power spectrum.

Polarisation

The CMB is polarised because of Thomson scattering in the primordial plasma. For

most of the plasma’s existence the photons were scattered by the electrons but there was

no net polarisation, since the radiation field was isotropic (figure 1.6a) [52]. However

just prior to recombination there were perturbations in the plasma, which led to velocity

gradients causing the electrons to see a quadrupolar field instead (figure 1.6b) [53]. These

perturbations had different sources and they lead to different modes of polarisation, these

modes are known as E and B (figure 1.7).

e-

(a) No Polarisation

e-

(b) Polarisation

Figure 1.6: The development of a quadrupole radiation field. In (a) the radiation from
the left which is incident on the electron (e−) is identical to from the top. Therefore the
polarisations resulting from the scattering with the electron cancel each other out so there
is no net polarisation. Whereas in (b) the radiation from the left has a greater intensity
than that from the top. This results in a small net polarisation. Source: W. Hu et al (1997),
figure 1, [52].
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One such perturbation, is variations in the energy density in the primordial plasma.

These density perturbations result in polarisation since photons coming out of the over

dense and under dense regions had different velocities and so due to the Doppler effect

different energies, this created a quadrupole variation in intensity. These density fluctua-

tions are linear in nature and so are known as scalar perturbations [52] and result in the

formation of an E mode.

The primordial plasma also underwent tensor perturbations due to fluctuations in the

fabric of space resulting from primordial gravity waves passing through the plasma. Un-

like the scalar perturbations arising from variations in the energy density these pertur-

bations aren’t linear, since the travelling gravity wave induces a vorticity in the plasma

resulting in a handedness to the polarization pattern [46]. This pattern is known as a

B-mode.

It is also predicted that eddy currents in the plasma just prior to recombination would

have given rise to a quadrupole intensity variation. But the size of this polarization signal

should be negligible and so can be ignored [54].

Stokes Parameters; measuring the polarisation power spectrum requires measurements

to be made of 3 of the 4 Stokes parameters I, Q, and U, which are given along with the

forth V by equations 1.2.2 to 1.2.5 [55]. These 4 equations describe the nature of the

polarisation via the x and y components (Ex, Ey) of the electric field and their phases

(θx,θy); with I describing the total intensity, Q and U describing the orientation of the

x and y components and V is the ellipticity parameter [55]. Though since the CMB is

expected to be linearly polarised, V should be zero [56].

I =
〈
Ex

2 +Ey
2〉 (1.2.2)

Q =
〈
Ex

2−Ey
2〉 (1.2.3)
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E < 0 E > 0

B < 0 B > 0

Figure 1.7: E and B mode polarization patterns around hot and cold spots as they appear
on the sky. Note E modes have a non-zero divergence and zero curl, whereas the opposite
is true for B modes. Source D Baumann (2009), Figure 4, [49].

U = 2
〈
ExEy cos(θx−θy)

〉
(1.2.4)

V = 2
〈
ExEy sin(θx−θy)

〉
(1.2.5)

The study of these early perturbations in the plasma is of great significance to cosmol-

ogists since it allows them to further constrain the parameters in their models of the early

universe. For example, WMAP data suggests that r an important parameter known as the

scalar to tensor ratio is greater than 0.02 [57], but if r is found to be smaller than that,

then mainstream inflation models would effectively be ruled out [57]. Alternatively if B

modes exist then r is greater than zero and this would effectively rule out almost all of

the non inflationary models [49]. Because of this, the discovery of primordial B modes5

has been described [49, 51, 57] as inflation’s ‘smoking gun’, making the detection of B

modes of great importance. The detection of B modes is also tantamount to confirming

the existence of primordial gravitational waves.

5B modes can also result from gravitational lensing.
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1.2.5 Polarisation Observatories

Given the obvious usefulness of the E and B mode polarisation signal, several observato-

ries have been constructed to search for and to analyse the E mode signal, which is over

an order of magnitude lower than the temperature anisotropy signal [58].

DASI (Degree Angular Scale Interferometer) was the first experiment to observe the

CMB’s polarisation [59]. To detect it DASI [60] comprised thirteen 20 cm telescopes,

which were arranged as an interferometer, with the baselines varying between 25 and

121 cm, allowing DASI to look at angular scales in the region 0.2◦ and 1.3◦ (l ≈ 140−

900) [61]. To achieve the required sensitivity DASI’s amplifiers were based around In-

dium Phosphide HEMTs [61].

QUAD (Quest at DASI) was a 31 pixel bolometric array with 12 pixels at 100 GHz and

19 pixels at 150 GHz [62]. It aimed to measure the E and B modes and in particular B-

modes arising from gravitational lensing6. It was the first experiment to detect multiple

acoustic peaks in the E-mode spectrum [63].

CBI (Cosmic Background Imager) was a 13x0.9 m diameter interferometer [64] that

made measurements of the E-mode polarisation spectrum from 2002 to 2004 [65]. Sit-

uated in the Atacama Desert in Chile at over 5000 m, CBI used InP HEMT based MIC

amplifiers operating across a frequency band of 26–36 GHz with a minimum noise tem-

perature of 13 K to achieve the required sensitivity.

QUIET I (Q/U Imaging Experiment) [66, 67, 68] was a recent ground based imaging

observatory that aimed to measure the E-mode power spectrum and search for the B-mode

signal. It was situated at 5080m on the Chajnantor Plateau in Northern Chile, where the

6Gravitational lensing can convert E modes into B modes.
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atmosphere is very dry and contributes a mere ∼1 K to the system temperature at Ka-

band [64]. Like DASI, QUIET utilised HEMT based LNAs and thanks to its design it was

capable of simultaneously measuring the Q and U Stokes parameters. The author was

fortunate enough to visit the telescope in 2010 and take part in the observations.

WMAP and Planck have also been used to investigate the CMB’s polarisation spec-

trum. Although designed principally to measure temperature anisotropies WMAP mea-

sured the I, Q and U Stokes parameters for the entire sky on angular scales of less than

0.2◦ across all 5 of its frequency bands7 [69]. WMAP detected the CMB’s E-mode polar-

isation and was able to improve our understanding of the foregrounds8 that would need

to be removed by any future B-mode hunting observatory [70]. Planck also attempted to

measure the polarisation spectrum and the results are due to be published shortly.

Efforts are continuing to try and detect the B mode signal but it is at least an order of

magnitude smaller than the E mode signal. Therefore if B-modes are to detected by a

coherent detection system, the observatory will require some very good, very low noise

LNAs.

7The WMAP observing bands were centred on 23, 33, 41, 61, 94 GHz.
8Known foregrounds include synchrotron and free-free emission below 40 GHz and dust above 90 GHz.
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Chapter 2

Low Noise Amplification and The

Problem of Noise

As alluded to in the previous chapter the LNA is one of the most significant components

within a radio receiver and lowering the noise temperature of LNAs has been a funda-

mental goal of LNA development since the early days of radio astronomy. In the case of

the transistor based LNAs this goal is limited by the quantum noise limit, with the cur-

rent lowest noise LNAs possessing a noise temperature approximately 3 times this limit

at Ka-band. The first half of this chapter discusses LNAs in detail; the parameters used

to describe their performance, the solid state physics that allows them to work, why the

field effect transistor makes a good amplifier and why HEMTs like those used in DASI

and CBI are the current preferred choice for radio astronomy LNAs. The second half of

this chapter discusses the efforts that investigators have gone to to model the HEMT and

to describe its noise and gain behaviour.
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Figure 2.1.1: The noise figure (NF) and gain (G) of an amplifier. SN illustrates the signal
to noise ratio.

2.1 Low Noise Amplifiers (LNAs)

2.1.1 Noise Figure and Gain

A low noise amplifier’s two most important figures of merit are its gain (how much it

amplifies the signal) and its noise figure (how much additional noise its adds to the sys-

tem). Figure 2.1.1 illustrates how these two characteristics are defined. Both of these

terms are typically expressed in decibels (dB)9 although noise figure is also expressed as

a noise temperature, the two are related by (2.1.1). The amplifier illustrated in figure 2.1.1

possesses a power gain of 30 dB, therefore it amplifies the incoming signal (peak signal

strength -60 dBm10 ) by 30 dB resulting in a amplified signal with a peak signal strength

of -30 dBm. The amplifier also amplifies the noise floor (which in the original case is -

100 dBm) by 30 dB and so for an ideal noiseless amplifier the noise floor of the amplified

signal would be -70 dBm and the signal to noise ratio at the output (SNout) would equal

the signal to noise ratio at the input (SNin). However, the amplifier is not ideal, since it

possesses a noise figure (NF) of 15 dB and this noise is added to the noise floor of the am-

plified signal, resulting in the output signal having a signal to noise ratio of 25 dB. Thus

the noise figure is defined as the degradation in the signal (S) to noise (N) ratio (2.1.2).

9The decibel is a logarithmic unit that expresses the ratio of two powers.
10Power (dBm) = 10log10(Power(W) /1 mW), i.e. 1 mW = 0 dBm.
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Tn(K) = 290× (10NF/10−1) (2.1.1)

NF =
SNin

SNout
=

Sin/Nin

Sout/Nout
=
−60/−100
−30/−55

= 15dB (2.1.2)

2.1.2 S Parameters

Another important way of characterising an amplifier, or any microwave component in

fact is to make use of the component’s S or scattering parameters, which are given for

a 2 port device (figure 2.1.2) by (2.1.3), where V−n is the amplitude of the voltage wave

emerging from port n and V+
m is the amplitude of the voltage wave into port m. S param-

eters can also be described in terms of a power wave.

2 Port
Network

a1

a2

b2

b1

Figure 2.1.2: A basic 2 port network.

V−1

V−2

=

S1,1 S2,1

S1,2 S2,2


V+

1

V+
2

 (2.1.3)

The value of an individual element can be determined from (2.1.4)

Sn,m =
V−n
V+

m

∣∣∣∣
V+

k =0 for k 6=m
(2.1.4)

For example, S1,1 is calculated by terminating port 2 with a matched load (a matched

load prevents reflections) and measuring the ratio of the amplitudes of the voltage waves

into and out of port 1. Thus because port 2 is terminated, S11 is actually the reflection

coefficient seen looking into port 1, likewise S2,1 would be the transmission co-efficient
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for a signal passing from port 1 to port 2. Hence, the S parameters can be used to provide

a measure of the amplifier’s return loss and its insertion loss (gain).

Return Loss (S1,1)

The return loss (b1/a1) is a measure of how much of the input signal is reflected back

out of the amplifier, thus it is equivalent to S1,1 and it is given in terms of decibels11 by

(2.1.5), where Pin is the power into port 1 and Pre f is the power reflected by port 1. A

good value for an LNA is less than -10 dB.

RL(dB) = 10log10
Pin

Pre f
=−20log10 |S1,1| (2.1.5)

Insertion Loss (S2,1)

The insertion loss (b2/a1) is a measure of how much of the signal is lost as it is transmitted

through the component, obviously in the case of amplifiers this loss is actually a gain and

it is equivalent to S2,1 and it is given by (2.1.6) where Prec is the power received at port 2.

A typical value for an LNA is ∼ 25−40 dB.

IL(dB) = 10log10
Pin

Prec
=−20log10 |S2,1| (2.1.6)

The remaining 2-port S parameters are known as the output return loss (S2,2) and the

reverse gain (S1,2). With the important parameters defined, the remainder of this chapter

will focus on the characteristics of the transistors that are used in LNAs, starting with the

theory of semi-conductors.

11The difference in the multiplication factors (10 and 20) depending on whether you the take the ratio of
the power or the voltage arises because power is proportional to the square of the voltage.
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2.2 Semi-conductors

Materials can depending on the nature of their electrical conductivity be divided up into

3 categories: conductors, insulators and semi-conductors. Conductors such as gold and

copper have a low electrical resistance and conduct electricity with relative ease, insula-

tors such as poly-tetra-fluro-ethylene (PTFE) and air have very high resistances and under

most circumstances will not conduct electricity. Semi-conductors however, can depending

on their exposure to external stimuli be either conductors or insulators and this transition

can be explained by considering their band structure.

2.2.1 Band Theory

The positions of electrons within a substance can be described by a band structure (figure

2.2.1), and the bands within this structure can be divided up into two types.

The Conduction bands hold electrons that are free to move between parent atoms. For

metals these bands are populated by numerous electrons, whereas for insulators these

bands are rarely populated. For semi-conductors, this band can be become populated

given the right conditions.

The Valence bands hold electrons that are (for most energies) permanently bonded to

the parent atoms, however should an electron be promoted to a conduction band, the

resulting hole in the valence band now allows the electrons in the valence band to move.

The ease of movement of electrons between these bands is what gives rise to the

electrical properties of a substance. For example metals (figure 2.2.1.a) have a high con-

ductivity as the conduction and valence bands overlap, consequently a large number of

electrons are free to move around within the metal. This is in stark contrast to the be-

haviour of the electrons within an insulator (figure 2.2.1.c), where there is a large energy

gap between the valence and conduction bands, consequently with the exception of cer-
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tain extreme conditions the conduction bands are empty and the conductivity is very low.

Semi-conductors (figure 2.2.1.b) on the other hand have a sufficiently small band gap that

it is possible for electrons from the valence band to access the conduction band and per-

mit conduction. When this occurs an oppositely charged hole forms in the valence band,

which is also free to move.

E
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ro

n 
E

ne
rg

y

Eg
Eg

(a) Metal (b) Undoped-Semi-Conductor (c) Insulator

Insulating

Conducting

Ef

Figure 2.2.1: The band structure of metals, semi-conductors and insulators. Eg is the
band gap energy, E f is the Fermi energy. The valence bands are represented by solid
lines, whilst dashed lines represent the conduction bands. Electrons are represented by
solid circles, whilst holes are represented by open circles. Developed from D. L Pulfrey
et al, figure 2.13 [71].

Figure 2.2.1 also illustrates two other important terms:

The Fermi level E f is the energy level for which the probability of finding an electron

within a material in thermodynamic equilibrium is exactly 0.5. Put more simply, it is the

highest energy level occupied by electrons at 0 K with all lower levels filled.

The Band Gap Eg is the term used to describe the difference in energy between the

valence bands and the conduction bands. For metals the band gap is effectively zero and

the valence and conduction bands simply blend into one another. Whereas for insulators

the band gap is sufficiently large that it is greater than the energy required to liberate an

electron. For semi-conductors however, Eg is a very important parameter as it dictates

the energy at which a semi-conductor switches from an insulator to a conductor. The

54



2.2. SEMI-CONDUCTORS

transition is generally very abrupt and can be triggered by raising the temperature or by

applying an electric field

2.2.2 Doping

From figure (figure 2.2.1.b) it is obvious that for a pure material the concentration of

electrons (ni) in the conduction band must equal the concentration of holes (pi) in the

valence bands. However, this relationship can be disturbed by the addition of impurities

which can donate or accept electrons from the atoms within the bulk material. To be an

effective dopant an impurity must be able to substitute itself for a semiconductor atom at a

lattice site [71]. Therefore it should have a similar atomic mass to the semiconductor atom

that it is substituting. For example in the case of Indium Phosphide, Aluminium (mass

number ∼ 27) is a good substitute for the Phosphorus (∼ 31), whilst Antimony (∼ 122)

is a good substitute for Indium (∼ 115). The effect of doping on several semi-conductor

properties can be seen in table 2.1.

A dopant which donates electrons is known as an n-type, whilst a dopant that accepts

electrons is known as a p-type. The nature of the dopant is dependent on the number of

electrons left over once the dopant atom has substituted itself into the semiconductor’s

lattice. For example Silicon being a group IV element has 4 valence electrons available

for bonding, therefore it bonds to 4 other silicon atoms. However, if one of those silicon

atoms is substituted for a phosphorus atom (group V), 4 of its valence electrons will be

used to bond with the 4 surrounding silicon atoms. The 5th however is only loosely

bonded to the phosphorus atom and it will only take a small amount of energy to raise it

into a conduction band and for the phosphorus atom to become a positively charged ion.

This is an example of n-type doping. At microwave frequencies only n-type doping is

used, as the mobility of electrons is considerably higher than the mobility of holes [71]

In terms of the Fermi energy; the more n-type a material, the closer the Fermi level is

to the conduction bands, whilst the more p-type a material, the closer the Fermi level is to
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the valence bands.

2.2.3 Electron Mobility

Different semi-conductors possess different electron mobilities. Table 2.1 shows the elec-

tron mobility for several semi-conductors. The electron mobility is important in terms

of LNAs because it has a role in determining the noise performance of the LNA, with a

higher mobility being associated with lower noise due to less coulomb scattering [72].

Improved mobility also offers higher device speeds [73]. Electron mobility σ can be de-

termined from (2.2.1), where E is the electric field in V/cm and vd is the electron drift

velocity in cm/s.

σ =
E
vd

(2.2.1)

Semiconductor Band Gap εr Lattice Constant Electron Mobility
(eV) (Å) (cm2/V s)

Ge 0.66 16.0 5.66 3900
Si 1.12 11.8 5.43 1500
GaAs 1.43 10.9 5.65 8500
InP 1.29 14.0 5.87 1600
InAs 0.33 14.5 6.06 33000
InSb 0.16 17.0 6.48 78000
Ga0.15In0.85As 1.2 - 5.85 9500
Ga0.47In0.53As 0.75 - 5.85 15000

Table 2.1: The properties of some semi-conductors at 300 K. Data sourced from [74].

2.3 The Field Effect Transistor

There are several different types of transistor that may be found in amplifiers, such as

bipolar-junction-transistors (BJT), metal-oxide-semiconductor-field-effect-transistors (MOS-

56



2.3. THE FIELD EFFECT TRANSISTOR

FET), metal-semiconductor-field-effect-transistor (MESFET). However, the transistor of

most interest to the LNAs that are commonly used for radio astronomy is the High Elec-

tron Mobility Transistor (HEMT), which is a development of the Field Effect Transistor

(FET).

2.3.1 Development

The FET was first proposed back in 1938, the basic field theory was developed by Shock-

ley in 1952 and shortly after the first one was fabricated on Silicon [75]. However, the

higher electron mobility of GaAs offered the possibility for lower noise and higher speed

and the first GaAs FETs were subsequently developed in the 1960’s [76].

2.3.2 Heterostructure

In its simplest form the FET is comprised of several layers of semi-conductor, on top of

which are a series of metal contacts, which provide connectivity to the rest of the circuit.

A schematic of a basic GaAs FET is shown in figure 2.3.1.

A

Source Gate Drain

n+-GaAs

n--GaAs

GaAs
Figure 2.3.1: The structure of a GaAs based FET . The region below the gate (A) is
known as the depletion region. The depletion is slightly asymmetric due to the source
drain voltage.

Figure 2.3.1 shows that the FET can be divided up into several distinct regions; the

ohmic contacts comprising the drain and source pads and their respective heavily doped
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regions of GaAs, a lightly doped region of GaAs where the current flows, a semi insulating

region of un-doped GaAs, the gate contact and a depletion region.

The Gate Contact

The gate contact is used to control the HEMT device. It is a metallic contact, which sits

directly on top of the lightly doped (n−) GaAs region. However, due to gold’s tendency to

diffuse into the semi-conductor, a thin (∼5 nm) layer of titanium or platinum is placed be-

tween the gold and the GaAs. Since the metal is placed directly on top of the lightly doped

semiconductor; conduction electrons in the semi-conductor can drift towards the gold re-

sulting in the formation of a Schottky Barrier and a depletion region in the semiconductor

within the vicinity of the gate.

The Depletion Region

Figure 2.3.2a shows the band diagram for a metal and a doped semi-conductor; when they

are far apart the Fermi energy levels are different and the bands are flat. However, if the

Fermi level in the semiconductor is higher than that of the metal, (i.e. (2.3.1) holds true,

where Φm is the metal’s work function12 and qχ is the electron affinity13) and the metal

and semi-conductor are brought together, electrons will flow across the interface into the

metal in an effort to equalise out the Fermi levels. This results in the region below the gate

being devoid of electrons (depletion region) resulting in the region possessing a slight

positive charge (figure 2.3.2b). As the electrons drift across the junction the positive

charge increases and exerts a force (red arrow F+) that resists further flow of electrons

across the interface leading to an equilibrium condition.

χ +Vc f < Φm (2.3.1)

12the energy required to liberate an electron
13the energy required to liberate an electron from the lowest conduction band
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Figure 2.3.2: Band diagrams illustrating the formation of the depletion region.

This equilibrium condition can also be seen by considering the barrier potentials. Fig-

ure 2.3.2 also shows that the bands in the semiconductor bend as they near the junction;

this is due to the forces that cause the electrons to flow across the border. The degree of

band bending is given by the built in potential (Vbi) (2.3.2), which must be overcome by

an electron before it can cross the junction. Similarly electrons in the metal must over-

come the Schottky barrier Φb (2.3.3) before they can flow across the junction back into

the semiconductor.

Vbi = Φm−χ−Vc f (2.3.2)

Φb = Φm−χ (2.3.3)

The size of (Vbi) and Φb is also significant when the gate contact has an external

potential (bias) applied to it. Should the gate contact be positively biased, Fdi is increased

resulting in an increased flow of electrons into the gate contact, this arrangement is known

as forward bias. The effect of the positive potential on the band shape is to reduce the level

of bending resulting in a lower Vbi thus lowering the energy required by electrons to flow

across the junction, though Φm remains unchanged. Should a negative bias be applied the

opposite is true, this arrangement is known as reverse bias.

The width (W ) of the depletion region is given by (2.3.4) [77], where V is the applied

voltage, k is the Boltzmann Constant, T is the physical temperature, Nd is the donor dop-

ing concentration. (2.3.4) shows how varying the bias can alter the width of the depletion
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region.

W =

√
2εrε0

qNd

(
Vbi−V − kT

q

)
(2.3.4)

The Ohmic (Drain and Source) Contacts

The ohmic contacts consist of two regions, a metal contact pad and a heavily doped re-

gion of semi conductor. The pads are typically made of gold since this has a very low

resistance, does not rectify any input signal and has a linear current resistance relation-

ship (hence ohmic). The heavily n-doped GaAs layer is required to prevent the formation

of a Schottky barrier. However, one still forms but the depletion region is sufficiently thin

(∼1-3 nm) that the electrons are able to tunnel through the region, resulting in a very low

resistance contact.

Lightly Doped and the Semi-Insulating Region

The lightly doped region is the source of the channel electrons, whilst the semi-insulating

region separates the active channel from the ground plane on the base of the transistor.

This layer helps reduce the size of the parasitic capacitance between the contacts and the

ground plane leading to faster devices [78].

2.3.3 The FET as an Amplifier

Achieving Gain

The FET is controlled by varying the voltage applied to the gate, this in turn varies the

size of the depletion region below the gate (2.3.4). This variation subsequently alters the

flow of charge carriers between the source and the drain. This is the key to making the

FET an effective amplifier. If an input bias and an output circuit are connected to the

drain, as shown in figure 2.3.3, then modulating the voltage on the gate will modulate the
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drain source current which will result in a modulation in the output, thus if the circuit is

correctly set up, the transistor will amplify any signal attached to the gate. This property is

known as the transconductance (2.3.5) and can be seen graphically in figure 2.3.4. Figure

2.3.4 shows the DC VgId characteristics (these were measured using a probe station14) for

a Hughes Laboratories InP HEMT. In the case of this transistor, a gate voltage variation

of ±0.05 V will result in a ∼5.9 mA change in the drain current.

gm =
∆Ids

∆Vgs
(2.3.5)

Vin

Vout

Vbias

Drain

Gate

Source

Figure 2.3.3: The FET as an amplifier .

14An instrument capable of subjecting an individual device to both RF and DC signals in order to measure
its performance.
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Figure 2.3.4: Measured Id (drain current) Vg (gate voltage) characteristics for a HRL
Laboratories 4x25µm HEMT, illustrating why FETs make good amplifiers. Data taken
with the assistance of Mr K. Williams, School of Electrical and Electron Engineering.

2.4 High Electron Mobility Transistors (HEMTs)

Whilst FETs make very good amplifiers, an inherent weakness in the FET design is that

the electron channel also contains the donor atoms themselves. This leads to consider-

able coulomb scattering between the electrons and their donor ions. This effect restricts

the overall electron mobility and is a considerable contributor to the FET’s noise figure.

However, by adjusting the heterostructure (the layers of semi-conductor) it is possible to

separate the electrons from their donor atoms, thus reducing the level of impurity scatter-

ing. This type of transistor is known as a HEMT and was developed in 1980 by T. Mimura

et al [79]. HEMTs represent a considerable improvement over the FET since they increase

the electron mobility by trapping the conduction electrons within a two dimensional re-

gion. This increase in electron mobility for a HEMT over a conventional FET can be seen

in table 2.2.

The removal of impurity scattering becomes even more significant when the HEMT is

cooled. Table 2.2 shows the increase in the electron mobility that occurs when the HEMT
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MESFET HEMT

Electron Mobility at 300 K (cm2/Vs) 4000 8500
Electron Mobility at 77 K (cm2/Vs) 6000 80000

Table 2.2: Electron mobility for a conventional GaAs MESFET and HEMT structure at
300 and 77 K [74].

is cooled to 77 K. This rise can be understood by considering the nature of the scattering

that takes place within the semiconductor layers. The variation in mobility with respect to

temperature for a FET and a HEMT can be seen in figure 2.4.1. Figure 2.4.1 shows that

at some temperature impurity scattering prevents any further increase in mobility and the

mobility of the electrons decreases. The HEMT overcomes this problem by separating

the electrons from their donors (the source of the impurity scattering). This results in

virtually no impurity scattering allowing a dramatic increase in electron mobility with

lowering temperature.
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) FET

HEMT

Figure 2.4.1: The relationship between electron mobility and temperature for a FET and
a HEMT. Note the HEMT’s mobility does not increase indefinitely with decreasing tem-
perature.
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2.4.1 Basic Structure

The HEMT structure differs from the one seen for the FET in figure 2.3.1, by the addition

of two layers of semi conductor. For a typical HEMT one would be an n-doped Al-GaAs

layer and the other would be a very thin un-doped layer of Al-GaAs. These additional

layers, which can be seen in figure 2.4.2, adjust the position of the transfer current, moving

it into the un-doped InGaAs region.

InP

InAlAs
InGaAs

InAlAs
n--AlGaAs

n+-GaAs

Source Gate Drain

5
30

15
450

50

A

2D Electron Gas

Figure 2.4.2: The structure of a basic InP HEMT structure (not to scale), the semiconduc-
tor layers are listed on the right, whilst a typical thickness (in nm) for each of the layers
is shown on the left.

The n− AlGaAs layer performs two roles; it is within this layer that the depletion

region that controls the HEMT exists, secondly this layer provides the electrons for the

transmission of the signal within the GaAs layer.

Un-doped InAlAs spacer is a very thin layer (∼50Å), which is designed to increase

the electron mobility. It does this by increasing the separation distance of the electrons

from their donor ions. Work by Pospieszalski [80] showed that at 77K a spacer layer

can increase the electron mobility from 19900cm2/V s to 99500cm2/V s and at cryogenic
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temperatures the spacer layer reduces the noise temperature by a factor of 3 and increases

the operating bandwidth.

The InGaAs layer is an un-doped layer of InGaAs and it is within this layer that the

transfer current flows between the drain and source terminals. It is also within this layer

that the interesting device physics takes place as the conduction electrons are confined to

a 2 dimensional layer and so behave as a 2 dimensional electron gas (2-DEG).

The InAlAs layer aids lattice matching between the InGaAs and the InP.

InP based HEMTs offer lower noise and higher operating speeds than earlier GaAs

devices and this is due to the higher electron mobility of InP based devices. However,

table 2.1 showed that the electron mobility of GaAs is greater than that of InP, thus the

increased mobility actually arises from one of the other semiconductors that make up

the device, for example Ga0.47In0.53As. Ga0.47In0.53As however cannot be used with

GaAs as the presence of the indium distorts the crystal lattice resulting in poor electrical

performance, therefore InP is used as the substrate instead as it has a ’good’ lattice match

with the InGaAs. As in the FET, the InP layer also insulates the active region from the

transistor’s ground plane.

2.4.2 Band Bending and the 2-DEG

Unlike the FET, the HEMT is made up of differing layers of semi-conductor. However, as

in the FET the Fermi level must still be continuous across the interface that exists between

the two semi-conductors. This interface is known as a hetero-junction and a 2-DEG will

form below this hetero-junction if the doped semi conductor possesses a larger band gap

than the un-doped semi conductor [81, 82].

If this is the case, when the semi-conductors are brought together, the donor electrons

in the doped semi-conductor will migrate into the un-doped semi-conductor. This mi-
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gration has several consequences; firstly the Fermi energy is equalised throughout both

semi-conductors and secondly a large electric field (around 105V cm−1 [83]) is generated

at the interface. This field alters the shape of the conduction band and results in the for-

mation of a discontinuity Edc. Edc is equal to the difference in the electron affinities of

the two semi-conductors and for most semi-conductors this discontinuity is greater than

the thermal energy of the electrons at room temperature [84]. This results in the donor

electrons becoming trapped on the un-doped side of the interface.

AlGaAs GaAs

E2

E1

Donor Band

Conduction Band

Valence Band

Triangular 
Potential

Well

2D Electron Gas

Fermi Level

Edc

Figure 2.4.3: Conduction and valence band characteristics at the hetero-junction between
2 semi-conductors.

As can be seen from figure 2.4.3 the potential well that forms on the un-doped side of

the interface is roughly triangular in shape and as it is only around 100Å deep, the quantum

mechanics behind the formation of the 2-DEG is outlined further in [84, 85]. The depth

of the potential well can be varied by changing the gate voltage. For a depletion mode

device15, making the gate more negative reduces the depth of the potential well, which in

turn lowers the electron density in the 2-DEG gas resulting in a reduction in the current

flowing between the source and the drain. Thus like a FET the current flowing through

15Depletion mode: the transistor is on for Vgs = 0.
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the device can be controlled by varying the gate voltage. However, whereas in the FET,

the gate varied the resistance of the channel by altering the depth of the depletion region,

the HEMT works by controlling the density of electrons within the channel. In the case of

enhancement mode devices16, there will be no current flow without a forward gate bias.

2.4.3 The T-gate

(a) A T-gate

lw

lg

(b) The geometry of a T-gate

Figure 2.4.4: (a) shows an actual image of a T-gate taken by an SEM at an oblique angle
[86]. (b) shows the geometry of a T-gate.

The HEMT’s gate contact is mushroom or T-shaped since the T-section (figure 2.4.4a

provides the structure with sufficient cross sectional area to carry the required current,

without increasing the gate capacitance as much as a big flat gate would . The transistor’s

gate geometry is described by two dimensions which can be seen in figure 2.4.4b, the gate

length lg which paradoxically is the size of the T’s footprint on the semi-conductor, whilst

lw the gate width is the length of the gate from its tip to its pad (the gate finger). Typically

gl is < 250nm whilst lw is < 50µm, however it is the gate length that is most significant

in terms of the noise temperature, with small gate lengths generally offering the lowest

noise temperatures and higher operating frequencies. The current state of the art T-gates

have gate lengths of ∼20 nm [87] whilst transistors with gate lengths of 35 nm have been

16Enhancement mode: the transistor is off for Vgs = 0.
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successfully integrated into LNAs [88]. The small ‘divot’ in the top of the t-gate is a

by-product of the fabrication process.

Images of a Transistor

As the dimensions of a HEMT’s metallic contacts typically measure in the 10s of nm

to a few microns, it is necessary to view the metallic structure under a microscope or

preferably a scanning electron microscope (SEM). Figure 2.4.5 shows a collection of

SEM images taken of the Hughes Laboratories 4x25µm HEMT. The images illustrate the

small scale of the structures that make up a modern transistor. Figure 2.4.5a shows the

4x25µm long gate fingers, the 2 drain fingers and the large source pads. Figure 2.4.5b

shows a close up of the gate finger. Figures 2.4.5c and 2.4.5d illustrate the use of an air

bridge to connect the source fingers together.
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(a) The Gate Fingers (b) Close up of the Offset Gate

(c) The Drain Fingers (d) The Source Air-bridge

Figure 2.4.5: SEM images of a Hughes 4x25µm, gate length = 100nm HEMT. Images
taken with the assistance of Dr S. Lewis.

2.5 The Equivalent Circuit

In order to design an effective LNA, it is necessary to simulate the interactions that take

place between the various components and the transistors. This requires a way of simulat-

ing the behaviour of the transistor, which is achieved through the use of a device model.

There are a variety of such models available, however the one that is most relevant to

the LNAs used for radio astronomy is the small signal equivalent circuit model. This

model uses a series of ideal components (resistors, capacitors, inductors) and a transcon-

ductance to model the performance of a transistor. This model also allows the physics

of the transistor itself to be investigated, which also makes this model useful for device
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development.

A typical equivalent circuit is shown in figure 2.5.1 and a 3D schematic of a HEMT

showing the idealised physical locations of these components can be seen in figure 2.5.2.

2.5.1 The Parameters

The Inductances

Lg,Ld,Ls represent the inductance that arises in the gate, drain and source pads respec-

tively. An interesting feature of the inductance components is that there is very little

variation between devices due to the pads on different devices all being a similar size

[78]. It should also be noted that in addition to these inductances there also exists an

inductance caused by the attaching bond wire (section 4.3.3), which typically dominates

the device inductance.

The Resistances

Rg,Rd,Rs represent the resistance of the gate, drain and source pads, including in the case

of Rd and Rs the resistance of the heavily doped ohmic contact and any resistance arising

in the semi-conductor between the contact and the active channel. Rgs also expressed

as Ri is a frequency independent resistance, known as the charging resistance. It is of

questionable physical significance and is included to improve the match to S1,1 [78].

Rds which is often expressed as a conductance (gds) (2.5.1) represents the resistance

of the conduction channel. [89, 90, 85]. These resistances are particularly significant at

low frequencies [85].

gds =
δ Ids

δVds
(2.5.1)
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The Capacitances

Cpg,Cpd represent the capacitance generated by the gate and drain contact pads, Cgd and

Cgs model the capacitance caused by changes in the charge of the depletion region with

respect to the gate-drain and gate-source voltages. Cds is required in order to model ca-

pacitance effects that arise between the source and drain pads.

Transconductance and Delay

The two remaining parameters gm and τ represent the transconductance and response time

of the device. The transconductance represents the FET’s intrinsic gain function and is

a measure of the incremental change in the devices output current Ids with respect to an

incremental change in the input voltage Vgs (2.3.5).

The response time represents the delay that exists between a given fluctuation in the

gate voltage and the corresponding change in the output current due to the time required

by the charges within the device to re-distribute themselves.

Gate Drain

Source

Ls

Rs

Rgs

Cgs

CgdLg Rg

Cpg Cds Rds
Cpd

Rd Ld

gm

τ

Figure 2.5.1: A small signal transistor equivalent circuit.
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Lg

Rg

Ls

Ld

Rs
RdRds

Cgd
Cgs

Rgs

Cds

Cpd

gm

Source
Gate

Drain

Figure 2.5.2: A 3 Dimensional image of a HEMT illustrating the approximate regions that
give rise the various lumped components that make up the transistor’s equivalent circuit

Extracting the Equivalent Circuit Parameter

These terms can be found by measuring the S parameters of the device on a probe station,

for a certain bias conditions. The procedure is outlined in the following papers [91, 90,

92].

2.6 Noise

Figure 2.1.1 showed that all RF and microwave components add noise to a signal as it

propagates through the component. However, there are various forms of electronic noise;

some which are thermal in origin, some which are quantum-mechanical in origin, some

whose power is independent of frequency, so called white noise sources and some whose

noise spectrum shows a frequency dependence. These types include; Nyquist Noise also

known as Johnson noise or Thermal noise, which is perhaps the most basic and arises

from the random motion of charge carriers within a component due to thermal excitation

and shot noise, which is caused by the random fluctuations of charge carriers as they flow

72



2.6. NOISE

across an energy barrier.

With noise being such a significant feature in amplifiers is it useful to be able to

characterise it in terms of a definable quantity. Johnson and Nyquist in 1928 [93, 94]

showed that if you connected two conductors together, each with the same resistance and

then applied heat to one of them, a current would begin to flow within the circuit. In effect

their work showed that it was possible to transfer power from one conductor to the other.

Therefore if you take a device capable of measuring a voltage and attach it to either end

of a resistive component (figure 2.6.1) it will measure a net voltage of zero but a non-zero

root mean squared voltage, which is given by (2.6.1), where k is the Boltzmann constant,

B is the bandwidth and T is the physical temperature in Kelvin. (2.6.1) shows that the

transfer of power is independent of frequency and it can be shown (Appendix A) that the

noise voltage arises due to black body radiation within the conductor itself.

V

R,T

V
ol
ta
ge

0 Time

Figure 2.6.1: The voltage output of a resistor of resistance R at temperature T . The red
line denotes the root mean squared value.

Vn =
√

4kT BR (2.6.1)

This result is actually an approximation that is known as the Rayleigh Jeans approx-

imation and it is valid for all but the highest microwave frequencies and the lowest of

temperatures.
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Thévenin Equivalent Circuit

(2.6.1) shows that there is relationship between noise and temperature and this relation-

ship allows the noise of some component to be quantified in terms of a noise temperature.

Figure 2.6.2 shows a circuit where the noisy resistor of figure 2.6.1 has been replaced by

a noiseless resistor Rin and a voltage noise generator (Vn) in an arrangement known as a

Thévenin equivalent circuit. Connecting this circuit to a load resistor (Rload) via an ideal

bandpass filter (of bandwidth B) will result in maximum power transfer from the noise

source to the load resistor, with the power delivered to the load given by (2.6.2).

+

-

Rin

Rload

Ideal
Bandpass
Filter
B

Figure 2.6.2: A Thévenin equivalent circuit. Rin = Rload

Pn =
V 2

n
4R

= kT B (2.6.2)

(2.6.2) shows that noise can be expressed as a noise power and that reducing the

physical temperature lowers the overall noise power.

Using these relationships it becomes clear that noise sources can be replaced by a

resistor of resistance R and temperature T and that this value of T can be tuned to a

temperature Te that will provide the same noise as the noise source. This temperature is

known as the equivalent temperature Te and the resistor is said to have a noise temperature

of Te.

Extending this idea to amplifiers; figure 2.6.3 shows a resistor Rin attached to the input
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of a noisy amplifier with gain G and a noise temperature Te, whilst attached to the output

is a load resistor Rload equal in resistance to Rin and attached to the load resistor is noise

meter. Since Rin is at 0 K, there is no input power in to the amplifier, but the noise meter

will still measure a noise power in the load resistor equal to kGBTe, thus it can said that

the amplifier has a noise temperature Te.

G, Te

Rin

T=0K
NRload

Figure 2.6.3: A noisy amplifier, with an ideal resistor at 0 K on the input and a load
resistor and noise meter on the output.

2.6.1 Sources of Noise

By considering the equivalent circuit model (figures 2.5.1 and 2.5.2) it is possible to use

the idea of noise power to identify regions within the transistor where noise is generated

(figure 2.6.4) and to speculate on the noise generation mechanisms. The Thévenin equiv-

alent circuit can then be used to assign mean squared voltage 〈eg〉 and current 〈id〉 noise

values to these regions. This treatment is further summarised in [95]

Channel Noise

The most obvious source of noise is the active channel itself, since there is a current

flowing between the drain and the source (Id) and the semi-conductor has a resistance.

Although impurity scattering has been greatly reduced in the HEMT and cryogenic cool-

ing reduces phonon scattering further, anything that causes a fluctuation in the electron

mobility will add noise to the system. Channel noise was first outlined by Van der Ziel

[96] and is described by (2.6.3), where the terms have their standard meanings and P is a

fitting factor, with a value of 1 for Vd = 0.
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Figure 2.6.4: A simplified noise equivalent circuit showing the regions in a transistor that
lead to generation of noise. Developed from: S. Prasad 2009, figure 2.12 [95].

〈|id|2〉= 8kT gmBP (2.6.3)

There are two interesting results from (2.6.3); firstly channel noise is proportional to

temperature so the noise has a thermal origin. Secondly it is proportional to gm, which is

also to be expected since a higher gm means a higher current density in the channel and so

more electrons to undergo scattering. This dependence also means that in all likelihood,

a transistor that is biased for maximum gain will not be biased for minimum noise.

Thermal Noise

Thermal noise is present in a transistor since the contacts are made of metal, so any current

passing through the contact will experience an ohmic resistance. The noise associated

with this ohmic resistance can be described by assigning the now familiar noise voltage

source (2.6.4-2.6.6) to these regions.

〈|eg|2〉= 8kT RgB (2.6.4)
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〈|ed|2〉= 8kT RdB (2.6.5)

〈|es|2〉= 8kT RsB (2.6.6)

Like the channel noise equations (2.6.4-2.6.6) indicate that cooling the device will

reduce the level of thermal noise. Equations (2.6.4-2.6.6) also show that when designing

a transistor steps should be taken to try and minimise the resistance of the contacts, indeed

in the case of the development of ever smaller gate lengths, the associated rise in rg would

have posed a particular problem, which was solved by the development of the T-shaped

gate.

Shot Noise

Shot noise is a quantum mechanical effect and arises whenever a current flows across an

energy barrier. In the case of the transistor the gate semi-conductor interface is a Schottky

diode and so any current leaking out of the gate across the interface will experience shot

noise. Shot noise is described by (2.6.7) where q is the electron charge and Iglc is the DC

value of the gate leakage current [95].

〈|iglc|2〉= 8qIglc (2.6.7)

Induced Gate Noise

Induced gate noise, which was also predicted by Van de Ziel [97] arises because the gate

and the channel are very close together, and so any fluctuation in the channel will induce

a corresponding fluctuation in the gate. This effect is described by (2.6.8), where H is a

fitting factor, typically between 0.3 and 0.4.
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〈|ig|2〉=
8kT B(ωCgs)

2H
gm

(2.6.8)

(2.6.4 - 2.6.8) show that most sources of noise are in some way dependent on temper-

ature, therefore cooling may offer a route to noise reduction.

Gain Instabilities

In addition to the sources of noise discussed above, instabilities in the gain of the ampli-

fier give rise to Flicker Noise, which has a very strong frequency dependence, typically

exhibiting a 1/ f power spectrum. These gain fluctuations arise due to the development of

traps17 within the semiconductor. It is an issue for amplifiers because detectors are inca-

pable of determining whether or not an increase in power is due to a fluctuation in source

temperature or a fluctuation in gain. Its effect on the sensitivity of a receiver system can

be seen by extending (1.1.2) to (2.6.9), where G is the gain and ∆G the size of the gain

fluctuations [98].

∆T = Tsys

√
1

Bτ
+

(
∆G
G

)2

(2.6.9)

2.7 The Modeling of Noise

In order to be-able to successfully design an LNA it is useful to have some idea of its

noise performance, this is achieved through the use of noise parameters.

2.7.1 Noise Parameters

Whilst the equivalent circuit model outlined in section 2.5 is useful for predicting the

S parameters of a transistor, on its own it provides no information regarding the noise

17These traps develop due to the presence of impurities or dislocations within the semiconductor material
that allow the formation of energy levels between the valence and conduction band (forbidden region).
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properties of the device. However work by a variety of authors including: Van der Ziel

[96, 97], Fukui [99], Cappy [100], Pucel [101] and Pospieszalski [102] has led to the

development of several sets of noise parameters.

One such commonly used set is comprised of 4 noise parameters, which are described

by Pospieszalski in [103] (2.7.1-2.7.4) as; Tmin the absolute minimum noise temperature,

Xopt the optimum source reactance, Γopt the optimum source reflection co-efficient and

Ropt the optimum resistance. Zopt is the optimum source impedance and N is given by

(2.7.5) and T0 is 290 K. gn is the noise conductance, Rn is the noise resistance and ρ is

a correlation coefficient between voltage and current noise sources. These parameters

can be determined by making measurements of a two port’s noise figure for four or more

source impedances at a given frequency [74, 104].

Tmin = 2T0[N +ℜ(ρ
√

Rngn)] (2.7.1)

Xopt =
ℑ(
√

Rngn)

gn
(2.7.2)

Γopt =
Zop−Z0

Zopt +Z0
(2.7.3)

Ropt =

√
Rn

gn
−Xopt (2.7.4)

N = Roptgn (2.7.5)

A requirement on these parameters is that in order for them to represent a real device,

(2.7.1) must obey the following inequality (2.7.6).

4NT0

Tmin
≥ 1 (2.7.6)
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2.7.2 The Pospieszalski Equivalent Temperatures

M. Pospieszalski has introduced an alternative set of noise parameters [105, 102] that

are particularly useful for LNA development. Figure 2.6.4 and figure 2.5.1 showed that

noise is generated at different regions within a transistor and that these regions coincide

with a resistive component, whilst section 2.6.1 showed that these noise sources can be

defined in terms of either a mean squared voltage or current and the Thévenin Equivalent

Circuit shows that noise sources can be related to a noise temperature. Consequently the

Pospieszalski approach involves assigning a noise temperature to these resistive equiva-

lent circuit components.

Accordingly the passive extrinsic components (Rg,Rd,Rs) are assigned a noise tem-

perature Ta which is equal to the ambient temperature. The gate source resistance is

assigned a noise temperature Tg or gate temperature, which interestingly is approximately

equal to the physical temperature [103]. The remaining resistive component the drain

source resistance is assigned a noise temperature Td or drain temperature, which is far

higher than physical temperature. The resulting Pospieszalski noise equivalent circuit can

be seen in figure 2.7.1.

The Pospieszalski noise temperatures are related to the traditional noise parameters

by (2.7.7-2.7.10).

Tmin = 2
f
ft

√
gdsrgsTgTd +

(
f
ft

)2

r2
gsg2

ds +2
(

f
ft

)
rgsgdsTd (2.7.7)

Ropt =

√(
f
ft

)
rgsTg

gdsTd
+ r2

gs (2.7.8)

Xopt =
1

ωCgs
(2.7.9)
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Gate Drain
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Rs,Ta

Rgs,Tg

Cgs

CgdLg Rg,Ta

Cpg Cds Rds,Td
Cpd

Rd,Ta Ld

gm

τ

Figure 2.7.1: The Pospieszalski noise equivalent circuit. The temperature parameters
assigned to the various resistive components can be seen in red.

gn =
f
ft

2 gdsTd

T0
(2.7.10)

The values Tg and Td are of interest from the point of view of enhancing the noise

performance of LNAs. In particular their behaviour with respect to physical temperature,

whether or not they actually represent physical quantities and their behaviour with respect

to drain current.
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Chapter 3

Ultra Low Temperature Operations

As was discussed in section 2 and as is widely practised the noise performance of LNAs

can be improved by roughly an order of magnitude through the use of cryogenic cool-

ing, typically to ∼20 K. Until recently the cooling of a large number LNAs below 20 K

in the field has not been practical. However, recent developments in cryo-coolers make

sub 20 K cooling a possible proposition. The author therefore undertook an investigation

into the behaviour of LNAs below 20 K with the aim of cooling the amplifiers to 1 K.

Two potential improvements in the LNA’s operations were investigated. First; MIC based

amplifiers were used to investigate any reduction in the drain current required for min-

imum noise, no improvement was expected, but any improvement would ease the level

of power dissipation required on any future large N-pixel telescope. More success was

expected in the second investigation where two MMIC based amplifiers were cooled to 2

and 4 K respectively. This was done in order to investigate the relationship between noise

temperature and physical temperature down to these low temperatures. Before discussing

these findings however, this chapter will elaborate further on the relationships between

the Pospieszalski noise equivalent temperatures and physical temperature and detail the

cryostat and the noise test set-up that was used to carry out these investigations.
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3.1 Noise Temperature and Physical Temperature

Chapter 2 showed that the physical temperature does have a considerable effect on the

noise temperature of the device. Since radio astronomy generally requires the lowest noise

possible, amplifiers are typically cooled within a cryostat to around 20 K, several studies

have been carried to see how this affects the equivalent circuit model [106, 107], studies

have also been carried out by Pospieszalski into the noise behaviour of the transistor at

different temperatures [105, 89, 102, 108, 103]. Monte Carlo simulations have also been

carried out in to the properties of electron transport in HEMTs at temperatures between

300 K and 16 K [109]. However, there have only been a few studies [89, 110, 111] into the

behaviour of transistors below 20 K and none of these looked at the relationship between

noise temperature and physical temperature [112]. Several studies have looked at this

relationship at a variety frequencies (C-band [113], Ka-band [114] and 40 GHz [115]) but

they used MIC based amplifiers and none of these studies looked at the noise performance

below ∼15 K.

3.1.1 Noise Parameters and Temperature

Thanks to the work of Pospieszalski and the studies outlined above the behaviour of the

noise parameters and the noise equivalent temperatures with respect to physical temper-

ature is fairly well understood. In the case of the standard noise parameters work by M.

Pospieszalski [89] has shown that cooling a transistor from room temperature to 12.5 K

has a considerable impact on the 4 noise parameters (2.7.1-2.7.4). Table 3.1 shows an

extract of two tables found in [89].

Table 3.1 shows three important results of cooling a transistor, firstly Tmin the abso-

lute minimum noise temperature is reduced by about an order of magnitude, as expected.

Secondly the gain of the device improves, which is useful and thirdly the variation in Ropt

implies that a matching network (part of the RF circuit) designed for room temperature
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Transistor Tphys [K] Noise Parameters Tmin Gain [dB]
Tmin [K] Ropt [Ω] Xopt [Ω] gn [mS] Min Max

MGF1412 297 122 13.4 40 11.5 - - 9
12.5 20 7.1 38 3.7 18 26 12

FSC10FA 297 125 10.7 33 12.8 - - 7.3
12.5 20 3.6 32 6.6 15 24 9

Table 3.1: Comparison of the noise parameters of two FETs at 297 and 12.5 K, measured
at 8.5 GHz. Data sourced from [89].

may not necessarily work as effectively at cryogenic temperatures. Therefore amplifiers

that are intended to be operated at cryogenic temperatures need to be designed for cryo-

genic operation and good room temperature performance does not necessarily guarantee

good cryogenic performance.

3.1.2 The Pospieszalski Temperature Parameters

As was outlined in section 2.7.2 the preferred method for modeling the noise behaviour

of the LNAs used in radio astronomy is to use the Pospieszalski noise equivalent temper-

atures Ta, Tg and Td .

Ta and Tg

Reviewing figure 2.7.1 in section 2.7.2 the resistive components have a noise tempera-

ture associated with them. For the extrinsic resistive components this is taken to be the

physical temperature. Since the noise in these components is thermal in origin owing to

it being generated within the metallic resistive bond pads. The relationship between Tg

and Tphys is less obvious. Pospieszalski [102] however has shown that Tg scales almost

linearly with Tphys, which implies that the source of noise associated with rgs is like the

extrinsic parameters thermal in origin [103].
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Td

Td is different however, since the noise temperature associated with rds is considerably

higher than the physical temperature. Pospieszalski has shown that Td only has a very

weak dependence on Tphys, but a very strong dependence on the drain source current [103],

(the opposite case applies for Tg). Since Td scales linearly with drain current all devices

will have the same value provided that the same bias, gate length and semiconductor

layout are used [103].

Despite Td displaying differing behaviour to Ta and Tg it too may be thermal in origin;

Van der Ziel did show a thermal dependence. The differing behaviour with respect to

temperature may in part be due to the nature of the environments. In the case of Ta it is

associated with metallised components and so these components are easily cooled by ther-

mal connections (bond wires) to the cold chassis. Tg although associated with a resistance

that is embedded within the layers of semi-conductor, it is caused by a very weak current

and so the level of power available for heating is low compared to the cooling power that

the device is exposed too, allowing it to cool to physical temperature. Td on the other

hand is associated with the channel resistance, where a comparatively large current flows

and this current will have considerable heating power. Van der Ziel also demonstrated a

dependence on the channels transconductance. Since the layers of semi-conductor act as

a good thermal insulator, it is possible that the cooling power of the cryostat cannot be

brought fully to bare on the conduction channel and so it is held at a constant temperature

which is more dependent on drain current than Tphys. Indeed comments by Pospieszalski

would appear to support this hypothesis. In [102] Pospieszalski notes that the observed

Td values are consistent with results for a “resistor-like” AlGaAs-GaAs structure [116].

Whilst in [103] Pospieszalski notes that Td does show dependence on Tphys for very low

drain current densities per unit width.
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Very Low Temperatures

As previously mentioned very little systematic research into the variation in noise tem-

perature with respect to ambient temperature has been carried, with only a few reports

for MICs and none for MMICs. Munoz [113] showed an almost but not quite linear re-

lationship between noise temperature and physical temperature and noted that there are

signs that this may start to break down below 20 K, they also predicted the behaviour of

Td finding that there exists a parabolic dependence on ambient temperature. Duh [114]

favoured a quadratic relationship, that is close to linear, whilst Pospieszalski [115] con-

sidered only a discrete frequency rather than averaging over a given bandwidth and also

reported a similar relationship to that reported by Munoz.

Pospieszalski also considered variations in drain current at a fixed cryogenic tem-

perature, finding that there exists a fairly broad minimum in the noise temperature with

respect to drain current, which Pospieszalski puts down to changes in Td and ft mutually

compensating for each other. [111] did try 1.1.8 K using super-fluid Helium for a GaAs

pHEMT18, reporting a degradation in performance, although they also had problems with

their thermal connections at this temperature.

Pospieszalski has discussed theoretically the behaviour of noise temperature with re-

spect to physical temperature [102]. Referring to (2.7.1), Pospieszalski showed that as-

suming (3.1.1) holds true then Ropt >> rgs and so (2.7.1) simplifies to (3.1.2).

f
ft
<<

√
Tg

Tdrgsgds
(3.1.1)

Tmin ' 2
f
ft

√
gdsTdTg (3.1.2)

Since Tg ∝ Tphys and Td ∝ Id and assuming an optimally matched input (Zs = Zopt) we

18pseudomorphic HEMT, a variant of the HEMT structure that uses a thin layer of semi-conductor to
overcome differences in lattice constant between the constituent semi-conductors.
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can write (3.1.3).

Tn ∝
√

Tphys
√

Id (3.1.3)

Therefore we should see at least a square root improvement in Tn as we decrease the

ambient temperature. Pospieszalski has also considered the limit in which Tg → 0, i.e.

Tphys→ 0, finding that in this limit Tmin is given by (3.1.4).

Tmin = 4
(

f
ft

)2

rgsgdsTd (3.1.4)

Thus a physical temperature should be reached at which no further improvement in

noise temperature can be achieved, which is consistent with the idea that drain current is

operating in an environment hotter than its surroundings.

3.2 The Cryostat

The cooling investigation was carried out in a specially designed cryostat 3.2.1. The

cryostat is based around a 2 stage pulse tube cooler (PTC) manufactured by Sumitomo

Heavy Industries (SDK450). The first stage cools a copper base plate and radiation shield

to 50 K and pre-cools the second stage. The second stage then cools its own base plate and

radiation shield to approximately 3 K. Attached to this base plate, but thermally isolated

from it is the 1 K fridge and the LNA (figure 3.2.1a).

The cryostat was assembled by the author with the assistance of Dr S. Melhuish and

Mr L. Martinez. In order to make the cryostat suitable for future noise measurements with

the Agilent PNA-X (a vector network analyser (VNA)) the author adjusted the design of

the cryostat to include the possibility of fitting an input waveguide. This replaced an ear-

lier layout that used a piece of waveguide containing a ‘dog-leg’. This also increased the

versatility of the cryostat as it can now be used for cryogenic S parameter measurements.
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The author also investigated some infra-red blocking filters for the output waveguide but

they were found to be unsuitable for use at these frequencies.

3.2.1 Layout

The internal layout can be seen in figure 3.2.1b. Gas heat switches are used to provide

a thermal connection to the 1 K fridge and the variable temperature load. RF signals can

be brought into (for S parameter measurements) and out of the cryostat via waveguide.

Between the outside and the 3 K plate this waveguide is made of brass. Between the 3 K

stage and the DUT19 (usually the LNA); gold plated stainless steel waveguide is used

to minimise the amount of thermal conduction between the two and to allow the LNA’s

temperature to be varied.

3.2.2 Thermal Break

In order to achieve the very low temperatures required for these investigations, it was

necessary to prevent the existence of a continuous thermal connection between the outside

flange and the DUT and the DUT and the thermal load. This was achieved through the use

of a series of thermal breaks (figure 3.3.3), which were developed from an earlier design

[117]. The thermal breaks consisted of two pieces of rectangular waveguide separated in

the vertical direction by a small (∼0.1 mm) gap. An RF-choke (figure 3.3.3a is used to

prevent RF-leakage. To ensure that the RF transmission was unimpeded, simulations of

the breaks were carried out by the author using using Ansys’ High Frequency Structure

Simulator (HFSS) [118]. This is a piece of software capable of simulating the behaviour

of the electric and magnetic fields within a structure.

In practise the author found the thermal breaks to be unsuitable for use in the output

waveguide, as the stainless steel did not provide sufficient rigidity and this caused the

19Device-under-test.
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(a) Internal
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(b) Layout

Figure 3.2.1: The layout of the 1 K cryostat. (a) shows the 3 and 1 K stages. The stainless
steel waveguide (SS WG) can be replaced with an additional thermal break. C-P is the
charcoal pump and C is the condenser.

flanges to move out of alignment. To solve this problem the author replaced the thermal

break with gold plated stainless steel which was found to satisfactory (just).

3.2.3 Temperature Control and Monitoring

The temperatures of the various components within the cryostat including the LNA, the

reference load, the heat switches and the cryo-pumps can be set through the use of resis-

tors for heating and weak thermal links for cooling. Silicon diode and ruthenium-oxide

thermometers, that have been calibrated against a rhodium-iron standard are used to mon-
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(a) RF-choke (b) Thermal break

Figure 3.2.2: CAD images of the thermal break. (a) shows the RF choke (ring cavity
around the waveguide, (b) shows the design for the thermal break, note the stainless steel
coverings underwent subsequent additional milling to lower their thermal conductivity
(figure 3.2.1a). CAD image courtesy of A. Galtress.

itor the temperature at various sites throughout the cryostat. The temperatures are con-

trolled by a cryogenic control system that was developed for the QUAD experiment [62].

3.2.4 The 1 K Fridge

Cooling beyond 4 K is achieved through the use of a 4-He adsorption-pumped refrigerator.

This is a closed cycle system containing 4-He and a charcoal pump. The charcoal pump

(also know as a “cryo pump”) is loaded with charcoal and when heated to ∼50 K, the

helium is de-adsorbed from the charcoal. This helium is then condensed in the condenser

(which is connected to the the 3 K stage), gravity then causes the helium to fall through a

capillary tube into the evaporator chamber at the base of the fridge (denoted 1 K in figure

3.2.1b). During the investigations it was found that for condensation to occur, the biases

had to be turned down to avoid excess thermal loading on the 1 K fridge.

The LNA is attached to the 1 K stage via a copper strap, the LNA’s bias cabling is also

thermalised along this strap. Once the charcoal has been “hot” for approximately an hour

the heater is turned off and the thermal switch connecting the cryo-pump to the to the 3 K

plate is activated, causing the cryo-pump to cool. As it does helium is re-adsorbed by the

charcoal forming an efficient vacuum pump. This drop in pressure causes the liquefied
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helium in the evaporator to drop in temperature, achieving a minimum temperature in the

no load case of 1 K and 2 K with an amplifier. This temperature can be maintained for

∼45 mins before all of the helium has evaporated and adsorbed back onto the charcoal.

At this point the system must be re-cycled.

3.3 The Noise Test Set-up

In order to measure the noise and gain of the amplifier, several pieces of equipment are

required. A block diagram of the equipment is shown in figure 3.3.1 and an image can

be seen in figure 3.3.2. This test system was assembled by the author and is based on a

similar test system used by JBO was amplifier development.

Figure 3.3.1: Block diagram illustrating the noise test set up. The DUT is connected to
either a noise source (NS) or a variable temperature load (VL).

3.3.1 The Noise Figure Meter

The noise figure meter (NFM) also known as a noise gain analyser is a radio receiver

that is capable of measuring the noise power out of a device under test (DUT). In this

case the NFM is a Hewlett Packard (now Agilent Technologies) HP 8350B. However the

HP 8350’s operating frequency is 50-1600 MHz, therefore it is necessary to down-convert

the RF signal from Ka-band to the HP 8350B frequency’s band. Fortunately the HP 8350B
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Figure 3.3.2: Image of the noise test set-up

has the capability to be used in conjunction with an external mixer, which can perform

the down conversion.

3.3.2 The Mixer

The mixer is an Atlantic Microwave mixer and includes an intermediate frequency (IF)

amplifier (biased at +15 V) to amplify IF signal. The mixers role is to down-convert,

i.e. lower the frequency of the incoming RF signal. A mixer works by introducing the

RF and LO signals to the input of a Schottky junction, which results in the sum of, and

difference of the two frequencies appearing at the output, this is known as the IF signal.

The workings of a mixer are illustrated by equations (3.3.1) and (3.3.2). For the purposes
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of these measurements the RF signal is down converted to 50 MHz.

RF Signal: fRF(t) = cos2π fRFt (3.3.1a)
LO Signal: fLO(t) = cos2π fLOt (3.3.1b)

IF Signal: fIF(t) = fRF(t) fLO(t) = cos2π fRF(t)cos2π fLOt

fIF(t) =
1
2
[cos2π( fRF − fLO)t + cos2π( fRF + fLO)t]

(3.3.2)

From (3.3.2) it can be seen that the intermediate frequency is a superposition of the

sum and difference of the LO and RF frequencies, therefore with a suitable bandpass filter

the required frequency, in this case the difference can be obtained.

3.3.3 Local oscillator

The LO consists of a HP 83550 Sweep Generator which in conjunction with a HP 8355A

RF Plug-In Module generates a suitable LO signal. However, the plug in module has

a frequency range of 8-20 GHz and so a HP 83500 frequency multiplier is required to

multiply the signal up to Ka-band. The LO is connected to the NFM via the HP Interface

Bus (HP-IB).

3.3.4 Variable Temperature Load

The variable temperature load is a blackbody noise source whose temperature is well

known that is connected to the input of the LNA. This can be done optically for example

using external loads and a feed horn. In this arrangement the loads can be copper cones

whose internal surface has lined with a microwave absorbing material such as eccosorb20.

The temperature is varied by using two loads, one that is held at room temperature and

one that is immersed in liquid nitrogen at 77 K prior to being placed in front of the feed

horn. The noise is then calculated using the Y-factor method from section 3.3.6.

20http://www.eccosorb.eu/products/eccosorb
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For situations where optical coupling isn’t possible, such as inside the 1 K cryostat;

the eccosorb can be placed within a section of waveguide and connected directly via a

thermal break (to minimise thermal conduction) to the input of an LNA. A 330 Ω resistor

is used in this experiment to vary the temperature of the load from between 3 and 50 K.

An image of the load can be seen in figure 3.3.3b.

(a) Load (b) Layout

Figure 3.3.3: The variable temperature load. (a) shows the load, (b) shows a design
drawing for the load, the grey area is eccosorb.

3.3.5 Noise Source

Alternatively room temperature measurements can be carried out using an electronic noise

source in this case an Agilent 4530 noise source. The noise source consists of a calibrated

diode whose noise is given by a published Excess Noise Ratio (ENR) table, since the

noise source is driven by a the NFM, the ENR table must be entered into the NFM. The

measurement process involves connecting the noise source to the RF input on the mixer

and calibrating the noise test set-up, in effect taking a measurement of the system without

the DUT in place. The DUT is then placed between the noise source and the Mixer’s RF

input (figure 3.3.1) and the measurement is repeated.
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3.3.6 The Y-factor

Recalling section 1.2.2; Penzias and Wilson used a technique called the Y-factor to mea-

sure the noise temperature of the Bell Labs Antenna. The ideas subsequently expressed in

Chapter 2 and the work of Dicke [119] can be used to show the theoretical basis for this

technique. The Y-factor approach is based on measuring the ratio of the output power of

an LNA for two matched loads of differing temperature, as in figure 3.3.4

Th

Tc

Nh
Nc

G,B,Te

Figure 3.3.4: The Y-factor approach to measuring an LNA’s noise temperature.

The output power for each of the loads Nc and Nh is given by (3.3.3), where G is the

gain, and Tc and Th are the temperatures of the cold and hot loads respectively.

Nc = GkTcB+GkTeB (3.3.3a)
Nh = GkThB+GkTeB (3.3.3b)

The Y -factor is defined by (3.3.4) and rearranging this equation gives the noise tem-

perature of the amplifier (3.3.5).

Y =
Nh

Nc
=

Th +Te

Tc +Te
(3.3.4)

Te =
Th−Y Tc

Y −1
(3.3.5)
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3.4 Drain Current and Temperature

Work by Pospieszalski [103] has indicated that at low temperatures Td is largely inde-

pendent of physical temperature but strongly dependent on drain current. If this is the

case then the drain current that leads to minimum noise should remain unchanged with

decreasing physical temperature. This prediction was investigated for two amplifiers; a

Planck EBB21 amplifier (see section 4.1.1 for an image) and a newly developed amplifier

known as the Transistor in front of MMIC (T+MMIC) that will be discussed further in

Chapter 4. The Planck EBB amplifier was developed as part of Planck’s Low Frequency

Instrument development program and it is based on 4 InP 4x20 µm Cryo-4 HEMTs.

For both amplifiers the noise temperature was measured for a variety of physical tem-

peratures and drain currents (1st stage only). In each case the noise temperature was

measured across a 27-33 GHz bandwidth in increments of 250 MHz and was then aver-

aged. Only the drain current of the first stage was varied, since the first stage dominates

the noise performance of the amplifier and variations in the 2nd stage were believed to be

negligible in terms of noise, which subsequent measurements confirmed.

The results for the Planck EBB amplifier are shown in figure 3.4.1, whilst figure 3.4.2

shows the results for the T+MMIC amplifier.

Conclusion

Figure 3.4.1 hints that a reduction in the minimum bias point with respect to temperature

may actually be occurring, although the effect is small. For this LNA minimum noise

temperature is occurring between 1.4 and ∼3 mA. Figure 3.4.1 also shows that the noise

temperature is reducing with respect to physical temperature, which is as expected from

(3.1.3) and it appears to be tending to∼9 K, which is also expected from (3.1.4). The gain

(not shown) remained unchanged with respect to temperature although there was a slight

21EBB stands for elaborate bread board
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Figure 3.4.1: Mean noise temperature with respect to drain current at various tempera-
tures for the Planck EBB amplifier. Vd = 0.9 V. The arrow (drawn by eye) highlights the
reduction in Id for minimum noise.

increase with drain current which again was expected.

Like the Planck amplifier; figure 3.4.2 shows that for the T+MMIC amplifier there

is a small reduction in the bias point for minimum noise temperature, with minimum

noise also occurring at ∼2 mA. Figure 3.4.2 also shows that the noise temperature is

reducing with respect to physical temperature, and tending to around 9 K. As with the

EBB amplifier the gain remain unchanged.

The small reduction in minimum drain current for minimum noise and it supports M.

Pospieszalski’s view that Td has a weak dependence on physical temperature. However,

it must be stressed that further study will be needed to confirm that this is indeed a real

effect.
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Figure 3.4.2: Mean noise temperature with respect to drain current at various temperatures
for the T+MMIC amplifier. Vd = 0.9 V. The arrow (drawn by eye) highlights the reduction
in Id for minimum noise.

3.5 Physical Temperature

Whilst seeing a significant reduction in the bias required for minimum noise temperature

would have been useful, figures 3.4.1 and 3.4.2 show that the noise temperature contin-

ues to fall below 20 K. Therefore further study of this behaviour was deemed appropriate.

However, since MMICs are of more interest to future CMB observatories the noise tem-

perature investigations are focused on MMIC based LNAs, although results for the Planck

EBB amplifier are reported in [120]. Two amplifiers have been tested and a third produced

by the Low Noise Factory22 is awaiting cooling.

22The Low Noise Factory is based at Chalmers University of Technology, Göteborg, Sweden.
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3.5.1 JPL MMIC Amplifier

The JPL MMIC amplifier (figure 3.5.1) is based on a 3 stage Ka-band MMIC [121] that

was fabricated by JPL Pasadena at the California Institute of Technology in 2006. Fig-

ure 4.1.5 in section 4.1.2 shows a collection of images of the MMIC. The MMIC was

integrated into a suitable chassis by E. Artal at the University of Santander.

The amplifier’s noise and gain performance can be seen in figure 3.5.2 and the shape

of the data is consistent with earlier reported results [121]. Since the noise performance

is quite ‘noisy’ below 30 GHz the noise temperature was measured with the amplifier

biased for minimum noise for a 30–36 GHz bandwidth and then averaged. A series of

temperature runs covering 2–290 K were carried out and the results are shown in figure

3.5.3. For cryogenic measurements the amplifier was biased at Vd = 0.7 V, Id = 8.5 mA,

whilst for room temperature this was increased to Vd = 0.9 V, Id = 20 mA.

Fit Statistics

The plotting software Gnuplot was used to fit both a linear and a quadratic fit to the data.

The results of this analysis are shown in table 3.2.

Fit a b c Reduced χ2

Linear 0.495 4.974 - 8.172
Quadratic 0.0005 0.363 7.324 1.411

Table 3.2: Fit statistics for the JPL amplifier. Linear fit: f (x) = ax+ b, quadratic fit:
f (x) = ax2 +bx+ c.

Conclusion

Figure 3.5.3 shows that just as was the case for the earlier MIC amplifiers the noise tem-

perature of a MMIC based LNA does continues to fall beyond 20 K, with a near ∼30%

improvement in the noise temperature between 20 and 4 K. Table 3.2 and figure 3.5.3 also

show that the relationship between noise temperature and physical temperature is best
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Figure 3.5.1: The JPL MMIC LNA.

described by a quadratic fit, rather than a linear fit. There is however no significant ad-

vantage in cooling beyond 4 K with only a negligible improvement in noise temperature

being registered.

Figure 3.5.3 also shows that there is good repeatability in the measurement set-up

since the temperature runs were taken on different days.
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Figure 3.5.2: JPL LNA: noise and gain performance at 6 K physical temperature.
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Figure 3.5.3: Mean noise temperature of the JPL MMIC from 2 K to 290 K with a
quadratic fit and linear fit.
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3.5.2 QUIJOTE 1.3

The QUIJOTE 1.3 amplifier (figure 3.5.4) was a development amplifier that was produced

by JBO for the QUIJOTE project. It is based around a 4 stage Ka-band MMIC that was

fabricated as part of the European Union’s Faraday project. This MMIC and these projects

will be discussed further in Chapters 4 and 5. The amplifier’s noise temperature was

measured across a 28–34 GHz bandwidth in increments of 250 MHz and averaged. The

noise and gain of the LNA can be seen in figure 3.5.5. Figure 3.5.5 shows that the gain

contains an unusual bump at 30.1 GHz and this also coincides with a jump in the noise

temperature. The cause of this bump is unknown, it has been seen in these amplifiers

before [122] and the author has raised it with several JBO personnel. Whatever is causing

it, it is likely that it is also responsible the feature in the noise temperature.

Figure 3.5.4: The QUIJOTE 1.3 LNA. The MMIC can be seen to the left of centre
coloured in blue.

As for the JPL MMIC the variation in the mean noise temperature was investigated

for a wide range of temperatures (4 -115 K), though it wasn’t possible to investigate the
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performance at sub 4 K temperatures. This was due to the LNA dissipating too much

power and the preventing the condensation of the helium. For cryogenic measurements

the amplifier was biased at Vd = 0.9 V, Id = 5.0 mA, whilst for the room temperature this

was increased to Vd = 1.3 V, Id = 7.5 mA.
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Figure 3.5.5: QUIJOTE LNA: noise and gain performance at 8 K physical temperature.
The amplifier was biased at Vd = 0.9 V, Id = 5 mA for all stages.

Fit Statistics

The linear and quadratic fit statistics for the QUIJOTE amplifier can be seen in table 3.3.

Fit a b c Reduced χ2

Linear 0.626 0.496 - 109.7
Quadratic 0.002 0.176 13.03 3.4

Table 3.3: Fit statistics for the QUIJOTE amplifier.
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Figure 3.5.6: Mean noise temperature of the QUIJOTE LNA from 4 K to 290 K with a
quadratic fit and linear fit.

Conclusion

Just like the JPL amplifier figure 3.5.6 shows that the noise temperature of this MMIC

based LNA continues to improve beyond 20 K, with a near there is ∼20% reduction in

noise temperature when cooling from 20 to 4 K. Again as for the JPL amplifier table

3.3 and figure 3.5.6 show that the relationship between noise temperature and physical

temperature is best described by a quadratic fit rather than a linear fit. Interesting for the

QUIJOTE amplifier, the preference for a quadratic fit is considerably stronger than was

found to be the case for the JPL amplifier.

3.6 Uncertainties

It is estimated that at cryogenic temperatures the uncertainty in our noise measurements

is ±1 K. This estimate is based on a series of repeated observations that were made for
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the Planck EBB amplifier23 and these are shown in figure 3.6.1. Figure 3.6.1 shows the

noise temperature of the Planck LNA across its frequency band for a total of 24 frequency

sweeps with the sweeps divided into 8 groups with each group containing 3 sweeps. To

check for calibration drift between each group the test system was recalibrated and groups

6–8 were also measured the following day. To check for sensitivity to bias the measure-

ments presented in figure 3.6.1 were part of a larger sweep at different first stage drain

currents (3.0 mA, 2.0 mA, 1.4 mA and 0.4 mA). For groups 1–4 and 9–10 the sweeps were

performed in terms of descending drain current, whilst for groups 7–8 the sweeps were

performed in terms of ascending drain current.
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Figure 3.6.1: Repeat measurements of the Planck EBB amplifier. The measurements were
performed at 6 K.

For room temperature it is assumed that like noise temperature the error will increase

by around an order of magnitude. Thus room temperature uncertainty is estimated as

±7 K. Both these estimates are consistent with other reported measurements [113] that

have used similar techniques.

One potential source of systematic error in the cryogenic measurements is the variable

temperature load. In order for the physical temperature of the load to correspond to an

equivalent RF temperature it must have a good input match to the input of the amplifier.

The quality of the match for the load and thermal break combination is important because

23The amplifier was biased for all stages at Vd = 0.7 V and Id = 1.4 mA
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if the match is poor, radiation from the LNA will be reflected back into the LNA by the

load. This radiation will then contribute to the radiation from the load that is being used

to measure the LNA’s noise temperature. The match was measured by a Vector-Network-

Analyser (VNA) and was found to better than -15 dB, which corresponds to a reflection

of ∼ 3% which is satisfactory. The match also remained constant with temperature.

3.7 Discussion

The possible minor reductions in the minimum drain current for minimum noise bias point

is interesting and is worth further investigation as it may help improve our understanding

of transistor noise theory and in particular the exact nature of Td . To support this potential

future research Chapter 5 will outline an amplifier design that may allow this to be done.

However, the primary motivation for investigating a reduction in the minimum bias point

was to see if it would aid future CMB experiments by allowing more receivers to be cooled

to a lower temperature, since it would allow the amplifiers to run at a lower power setting.

In this regard, the small gain in noise temperature that would be achieved by reaching

a slightly lower physical temperature is unlikely to match the increase in sensitivity that

could be achieved by adding extra receivers. Therefore it is unlikely to be of be of any

help.

This particular investigation did however, prove useful in another way since it did

allow the author to gain experience in making a large number of measurements with the

test equipment

The QUIJOTE amplifier’s stronger tendency (when compared to a linear fit) towards

a quadratic fit than was found for the JPL amplifier is also of interest and is likely due to

the noise temperatures of the two amplifiers. QUIJOTE with its higher noise temperature

makes the transition from a state where the noise is principally dominated by thermal ef-

fects (Ta and Tg) to one where Td dominates at a higher physical temperature than is the
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case for the JPL amplifier. This may also explain why earlier research showed a relation-

ship between noise temperature and physical temperature that was close to being linear, it

is almost linear when Ta and Tg are high but once Td dominates the true quadratic nature

is revealed, in the case of the earlier experiments they simply weren’t going low enough

in temperature to see the true relationship. This also explains why the JPL amplifier sees

a larger reduction in its noise temperature when cooling from 20-4 K than was the case

for the QUIJOTE amplifier; the JPL’s Td is lower and so the contribution to its noise tem-

perature from the linear components stays non negligible to a lower temperature. Thus if

cooling to 4 K is to be fully exploited, transistors need to be used that possess a low value

for Td , i.e. it will only be effective for the lowest noise transistors.

3.8 Conclusions

This chapter has shown that there may be a small reduction in the minimum drain cur-

rent required for minimum noise, which supports Pospieszalski’s view that Td is weakly

dependent on physical temperature. Figures 3.5.3 and 3.5.6 and the results that are sum-

marised in table 3.4 also show that the noise temperature of MMIC LNAs continues to

decrease as you cool beyond 20 K. However, there appears to be no significant advantage

in cooling beyond 4 K with only a minor decrease in noise temperature being registered.

Amplifier 297 K 20 K 4 K 2 K

JPL 155 14.5 9.5 8.9
QUIJOTE 1.3 200 17.2 13.2 -

Table 3.4: Noise Temperatures for selected physical temperatures for the JPL and QUI-
JOTE 1.3 amplifiers.

This chapter has also explained why earlier reports of the relationship between noise

temperature and physical temperature showed that it was close to being linear. In reality

it is quadratic but the quadratic nature only becomes fully apparent when you cool to very
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low temperatures. Again this is consistent with Pospieszalski’s findings that at very low

temperature only Td should be of significance.

This research has concluded by showing the importance of a good low Td transistor

for low noise applications. The next step is to investigate the relationship between Td and

Tphys, using a variant of the amplifier outlined in the following chapter.
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Chapter 4

The Transistor in front of MMIC

(T+MMIC) LNA

MICs and MMICs represent the current two approaches to transistor based LNAs, with

each approach possessing certain advantages over the other. This chapter presents the au-

thor’s work concerning the development of an LNA based on a hybridisation of these two

technologies. This hybridisation aimed to use a discrete transistor in front of an existing

MMIC based LNA to produce an amplifier with a noise temperature lower than that of

the MMIC only amplifier. Known as the T+MMIC, this chapter covers the development

of the amplifier from its original theoretical foundations, the development of a suitable

module and RF circuit, the author’s modeling of the amplifier, its testing, its performance

and the author’s thoughts on potential improvements. The chapter also elaborates further

on the MIC and MMIC approaches to LNAs that were originally mentioned in Chapter 1.

4.1 LNAs

As has been previously outlined LNAs form the most important part of the highly sensitive

coherent receivers that are used in radio astronomy. They are designed such that they
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Band Type Noise Temp (K) Technology Reference

C MMIC 3 130nm InP HEMT [123]
X MIC 4 100nm InP HEMT [110]
Ka MIC 5 100nm InP HEMT [124]
Q MIC 8 100nm InP HEMT [124]
W MMIC 22 35nm InP HEMT [88]

Table 4.1: Current state of the art LNAs for selected frequencies and their respective
technologies.

simultaneously possess both a very low noise temperature, and a reasonable amount of

gain, typically between 25 and 35 dB depending on the frequency. Table 4.2 shows the

current lowest noise temperatures that have been achieved for several frequencies.

At the heart of an LNA are the transistors, for radio astronomy applications they are

usually an InP based HEMTs (see section 2.4) and surrounding these transistors are a

variety of other components, all of which have a crucial role to play in determining the

LNAs overall performance. These components can either be laid out in a module as

discrete components, in an arrangement known as a Microwave Integrated Circuit (MIC),

or they can be integrated on to a single chip, known as a Monolithic Microwave Integrated

Circuit (MMIC).

4.1.1 MIC LNAs

MIC LNAs such as the one in figure 4.1.1 are characterised by the use of discrete com-

ponents individually placed and glued within a metal module, with the components con-

nected by a series of microstrip lines and bond wires.

The Transistor

The transistor is glued to the module with an epoxy, the required electrical biasing and

the RF signal are supplied to the bond pads via bond wires, whilst the source pads are
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Figure 4.1.1: A MIC LNA. The transistors have been circled and the key features labelled.

directly bonded do the module using bond wires.

The Capacitor

Figure 4.1.2: An MIC resistor and capacitor LNA. From left to right: resistor, capacitor,
resistor. Bond wires can be seen connecting the components.

Capacitors (figure 4.1.2) have two roles within the LNA circuit. When placed within

the bias circuit they are used to de-couple the RF signal from the external bias circuit.

They are also used to block the DC biasing of one transistor from spreading along the RF

circuit to the next transistor. Hence DC blocking capacitors can be found on either side of

a transistor24. The layout of a blocking capacitor can be seen in figure 4.1.3. By placing

24If the LNA has a waveguide input / output a blocking capacitor is not required between the waveguide
and the transistor as the waveguide to microstrip transition will act as a DC block.
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the capacitor on the microstrip in such a way the RF signal can propagate via the bond

wire and the dielectric, whilst the DC signal is blocked by the capacitor’s dielectric.

Dielectric

Bond Wire

Capacitor

Figure 4.1.3: The layout of a DC blocking capacitor. the discontinuity in the top conductor
and the capacitor prevent the propagation of a DC signal.

Resistors

These are generally made using thin film technologies25. Their role is to provide stability

to the circuit.

Microstrip

Microstrip is one particular example of an RF transmission line (others include waveg-

uide, co-axial cable and stripline), however unlike co-axial cable and waveguide the

electro-magnetic fields propagate in two distinct regions (typically air and dielectric) with

differing dielectric constants, as can be seen in figure 4.1.4.

Microstrip is used to connect the transistors to one another, to present the transistor

with the correct impedance for minimum noise or maximum power transfer, which is

achieved through the use of a matching network and to connect the transistor stages to the

amplifier’s input and output.

The impedance of a microstrip is determined by the width of the top conductor, the

thickness of the dielectric and its dielectric constant (εr). The characteristic impedance

25State of the ART is one such manufacturer. http://www.resistor.com/pthin.html
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H W E

H

ε2

ε1

Dielectric

Conductor

Figure 4.1.4: A cross-sectional view of a typical microstrip, showing the dielectric, the
conductors, the directions of the electric (E) and magnetic (H) fields and the dimensions
that dictate the microstrip’s primary characteristics. Note the differing dielectric constants
of the two regions.

can be calculated from (4.1.1) where εe is the effective dielectric constant, which is given

by (4.1.2). An effective dielectric constant is used in order to compensate for the fact that

parts of the field are propagating through dielectrics with differing dielectric constants.

Z0 =


60√
εe

ln
(8H

W + W
4H

)
For W

H < 1

120π√
εe[

W
H +1.393+0.667+ln(W

H +1.444)]
For W

H > 1
(4.1.1)

εe =
εr +1

2
+

εr−1
2

+
1√

1+12H/W
(4.1.2)

The length l of microstrip line required to give a certain phase shift φ (in degrees) can

be found by using (4.1.3), where f is the frequency and c is the speed of light. The phase

shift produced by a length of microstrip line is also known as the line’s electrical length.
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Material εr tanδ

Cuflon 2.05 0.00045
Teflon 2.08 0.004
Quartz 3.78 0.0001
Alumina 9.5 0.0003
GaAs 13.0 0.006
InP 12.3 0.009

Table 4.2: Dielectric constants and loss tangents for typically used dielectrics. Data
sourced from [125, 126, 127].

l =
φ(π/180◦)c
√

εe2π f
(4.1.3)

The third figure of merit for microstrip lines is the loss tangent (δ ), which describes

the loss that occurs within the dielectric. It is important for noise considerations as the

lower the loss tangent the less noise that a given length of microstrip will contribute to the

overall circuit noise.

Bond Wires

The bond wires are used to perform the connections between the various components.

They are generally made of gold and for Ka-band possess a diameter of between 12.7 µm

and 17.8 µm (0.5 and 0.7 mil). The source bond wires can also be used to ensure that

the transistor is simultaneously matched for both noise and gain via a process known as

source inductive feedback [128].

Current State of the Art

The current state of the art Ka-band MIC LNAs were developed for ESA’s Planck LFI

[124] by the Jodrell Bank Observatory (JBO) in the mid 2000’s. These LNAs were based

on four discrete Indium Phosphide (InP) 100nm gate length HEMTs, and the lowest noise

amplifiers possessed an absolute minimum noise temperature of 5 K and average noise
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temperature of 8.1 K for a 27–33 GHz bandwidth.

4.1.2 MMIC LNAs

Historical Development

MIC based amplifiers are however not the only route to low noise amplification. Over

the last two decades there have also been advances in the development of MMIC LNAs.

These amplifiers integrate all of the transistors, transmission lines and matching networks

onto an individual chip. The first MMIC was developed in 1964 [129] on silicon, although

due to the high loss of the silicon substrate it wasn’t very successful. The first successful

MMIC LNA was developed in 1968 [130] by Mehal and Wacker on GaAs.

A MMIC LNA

Figure 4.1.5 shows a current state of the art Ka-band MMIC LNA; with close ups of the in-

dividual components, illustrating the way in which the various components are integrated

onto one chip.

This particular MMIC (figure 4.1.5a) is a 3 stage LNA, the 3 transistors can be seen

positioned in the RF line in the lower third of the MMIC. The 3 stages share a common

drain voltage, which can be seen by following the lines emanating from the drain voltage

bond pad on the top right of the MMIC. The first stage has its own gate voltage, whilst

the 2nd and 3rd stages share a common voltage. DC blocking capacitors can be seen just

to the right of the transistors, close to the points where the drain voltages join the RF

transmission line. Figure 4.1.5b shows how the transistors are integrated into the MMICs

substrate. Figure 4.1.5c shows the way in which other components make use of a MMIC’s

3 dimensional architecture in order to integrate themselves into the substrate. A is the via

(pronounced ve-a) that allows the source rail to gain access to the MMIC’s ground plane.

B is a capacitor, C is a resistor.
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MMIC vs MIC

MMIC and MIC based LNAs both have their advantages and disadvantages over one an-

other. The MMIC’s integrated nature gives it several advantages over the MIC approach.

For example individual LNAs are easy and cheap (though there is a large initial cost) to

mass produce, which is of importance to future telescopes that will involve large num-

bers of receivers such as the Q/U-Imaging-ExperimenT (QUIET) [66]. Mass production

also results in many similar LNAs, thus allowing an easier management of their system-

atic effects. Unfortunately however their integrated nature means that MMICs also have

drawbacks.

MIC designs by contrast will always possess superior noise performance since the

lowest noise transistors can be picked for the first amplification stage. The input match-

ing network can also be tailored for the specific transistor, allowing a very good low noise

impedance match to be achieved. The MIC approach can also benefit from post manufac-

ture tuning since the length and number of bond wires can be modified as required.

MIC based amplifiers can also be tested with several different matching networks,

therefore allowing the prototype amplifier to be optimised and re-designed. Whereas, the

integrated nature of MMICs and the design constraints imposed by the manufacturers re-

sults in a compromised design. The high cost of a wafer run also limits the possibilities

of optimising the design, the designer is also limited in the level of feedback from cryo-

genic testing that can be implemented in to the design. Should a fault develop with a

component, it is also relatively straight forward to replace it in a MIC design.

These advantages and disadvantages are summarised in table 4.3
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Characteristic MIC MMIC

Noise Temperature Minimum High loss tangent of the sub-
strate leads to substantial loss.
Good but impossible to opti-
mise

Cost Expensive in terms of labour High initial cost, but individ-
ually cheap

Mass Production ∼10s ∼1000s

Repeatability No two LNAs will be the
same

Good repeatability

Repair Damaged components can be
replaced

The entire MMIC must be re-
placed

Design Plenty of scope to develop
prototypes

Very dependent on good com-
puter aided design

Tuning Bond wires allow some fine
tuning

Not possible

Table 4.3: The advantages and disadvantages of MICs and MMICs.
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(a) Ka-Band MMIC

(b) A MMIC’s Transistor (c) Close Up

Figure 4.1.5: Ka-band MMIC based LNA supplied to JBO by T. Gaier at JPL Pasadena.
A is a via, B is a capacitor and C is a resistor.
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4.2 T+MMIC LNA

From table 4.3 it is clear that ease of manufacture and the repeatability of performance

make MMIC based LNAs the obvious option for future CMB observatories, with their

large number of receivers. MICs however still offer superior noise performance to MMICs.

Therefore the possibility of unifying the two technologies was investigated. This was to

be achieved through the use of a very low noise discrete transistor which would allow the

design to be optimised for low noise performance through prototyping and tuning, whilst

a MMIC with its simplicity of assembly would provide the bulk of the gain.

A similar idea has already been explored at C-band [131] where the MMIC’s initial

input matching network was removed and fabricated as a discrete element. In this instance

the act of integrating the input network on to the MMIC was found to be contributing

several degrees more to the noise temperature of the amplifier than for the off chip case.

The T+MMIC LNA takes this idea a stage further with removal of the entire first stage,

this approach should also avoid the need to develop a special MMIC for the amplifier.

4.2.1 Theoretical Background

The Cascaded Network

It has long been known that the noise temperature of a cascaded system is dominated by

both the noise temperature (T1) and the gain (G1) of the first component, this can be seen

by considering the noise power emanating from initially the first stage of a cascaded sys-

tem (4.2.2) and then the noise power emanating from the first two stages of the cascaded

system (4.2.3). This allows us to write that the cascaded noise Ncas for any system can be

given by (4.2.4), where Tcas is the overall noise temperature and (Tn) is given by the Friss

equation (4.2.5) [132].

Nin = kT0B (4.2.1)
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GA
TA

GB
TB

Nin Nout
NA

A B

Figure 4.2.1: A cascaded system comprising two sub-systems A and B with gain GA and
GB and equivalent noise temperatures TA and TB. Nin is given by 4.2.1

NA = GAkT0B+GAkTAB (4.2.2)

Nout = GAGBkT0B+GAGBkTAB+GBkTBB

= GAGBkB
(

T0 +TA +
TB

GA

)
= GAGBkB(T0 +Tcas) (4.2.3)

Tcas = TA +
TB

GA
(4.2.4)

Tn = T1 +
T2

G1
+

T3

G1G2
+ . . . (4.2.5)

The Matching Network

Pospieszalski [104] has also shown that the minimum noise (Tmin) temperature of any lin-

ear two-port device is given by (4.2.6), where T0 is the standard temperature (290K), Zs is

the source impedance, Zopt is the optimum source impedance, Rs is the source resistance,

Ropt is the optimum source resistance and N is given by (2.7.5).

Tn = Tmin +NT0
|Zs−Zopt |2

RsRopt
(4.2.6)

(4.2.6) illustrates that it should be possible to present to a device an input impedance

that will result in Tn being equal Tmin, and this is what LNA designers aim to do when they

design a transistor’s input matching network. Therefore the basis behind the T+MMIC

is twofold; through the use of an off chip matching network and a discrete transistor it
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should be possible to not only match the transistor for minimum noise, but also to use

transistor’s gain to suppress the noise of the following MMIC.

4.2.2 The Transistor and the MMIC

The chosen transistor (figure 4.2.2a) was a 4 x 20 µm, 100 nm gate length InP HEMT,

that was one of a batch that were originally supplied to the Jodrell Bank Observatory by

Nasa’s Jet Propulsion Laboratory in Pasadena for use in the European Space Agency’s

Planck project. This particular transistor was fabricated as part of the Cryogenic HEMT

Optimization Program (CHOP) [133], and originates from wafer run 3. Despite being

fabricated over a decade ago Cryo-3 transistors still represent the state of the art in terms of

noise performance and papers discussing their properties are still being published [134].

This transistor used in the T+MMIC LNA (4080-091) is similar to although not identi-

cal to the ones that were used in the Planck LNAs (4080-040), which possessed a slightly

thinner passivation layer [135]. Despite this however the performance of the LNA should

still be comparable to that of the Planck LNAs.

The MMIC (figure 4.2.2b) was originally developed as part of the European Commis-

sion’s FARADAY project [136]. These LNAs were developed for radio astronomy and the

MMIC possesses a reasonably good cryogenic noise temperature, typically around 20 K

(rising to around 190 K at room temperature) and a gain in excess of 40 dB across its 26

to 36 GHz operating band. The FARADAY MMICs were fabricated on InP by Northrop

Grumman Space Technologies (NGST) and they consist of four 4 x 30 µm gate width,

100 nm gate length transistors.
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(a) Cryo-3 Transistor
(b) Faraday MMIC

Figure 4.2.2: The active devices: (a) a Cryo-3 transistor, (b) a FARADAY MMIC LNA.
(Note: not to the same scale).

4.2.3 The LNA Module

Module Design

The T+MMIC LNA (figure 4.2.3) module is responsible for housing the transistor and the

MMIC. It is a merger of two existing JBO designed LNA modules. The transistor section

is based around the first stage of the Planck 30 GHz front end LFI LNA, and the MMIC

section is based on a MMIC test module (known as QUIJOTE 1.3) that was developed as

part of the QU-Instrument-JOint-Tenerife Experiment (QUIJOTE) [137].

This approach enabled the use of the existing Planck Cryo-3 input matching network,

which avoided the need for a complex re-design of the module and the purchase of new

matching networks. This did however restrict the operating bandwidth of the amplifier to

27-33 GHz. Also; the need to incorporate the transistor’s bias circuitry in to the module

body resulted in a rather long (∼7 mm) piece of microstrip being required to connect the

transistor to the MMIC. The internal components are connected to the outside world via

a broadband microstrip to waveguide probe transition. The amplifier’s biasing is supplied
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QUIJOTES1.3SEndSCap

RFSProbeSandSTeflonSInsulator

PlanckSLFIS1stSStage

QUJOTES1.3SBody

Figure 4.2.3: Computer aided design image of the T+MMIC LNA’s module, the input
waveguide and input waveguide to microstrip transition. CAD image courtesy of A Gal-
tress.

via a 15-pin micro-D connector with independent gate and drain biasing available on each

stage. The pin out for the micro-D connector is shown in figure 4.2.4 and table 4.4.

IN
P
U
T

Q
U
IJ
O
T
E

1.
4 1 8

9 15

Figure 4.2.4: T+MMIC module pin identification.
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Pin Connection Pin Connection

1 Gate 1 9 Ground
2 Drain 1 10 Collector
3 Gate 2 11 Base
4 Drain 2 12 Spare
5 Gate 3 13 Spare
6 Drain 3 14 Drain 5
7 Gate 3 15 Gate 5
8 Drain 3

Table 4.4: The T+MMIC pin outs. A temperature monitoring diode is installed on pins
10 and 11.

The RF Circuit

The layout of the prototype module can be seen in figure 4.2.5, and the assembled module

can be seen in figure 4.2.6. The microstrip lines are gold plated and are fabricated on a

76µm Polyflon Cuflon substrate, which has an electrical permittivity and a dielectric loss

tangent of 2.05 and 0.00045 respectively [126]. A schematic of the T+MMIC LNA is

shown in figure 4.2.5, the widths and lengths of the transmission lines are given in table

4.5.

TL Width (mm) Impedance Ω Length (mm)

1 0.21 50 1.05
2 0.64 27 0.85
3 0.21 50 7.20
4 0.21 50 30.0

Table 4.5: The widths and lengths of the T+MMIC LNA’s microstrip lines.

The LNA was assembled by hand by E. Blackhurst at the JBO and an image of the

assembled LNA can be seen in figure 4.2.6.
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Figure 4.2.5: LNA RF circuit layout. Resistances and capacitances are in Ω and pF
respectively, bond wire lengths are in mm.

Figure 4.2.6: The assembled LNA. From left to right: probe, input matching network,
gate bias, transistor, drain bias, 50Ω microstrip line, MMIC, 50Ω output transmission
line.

4.2.4 Theoretical Noise Performance

Since the Planck amplifier used a Cryo-3 transistor for its first 2 stages we can estimate

the average noise temperature of our LNA by considering (4.2.5) and the known average
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noise performance of both the Planck amplifier and the MMIC. Assuming that only the

first two stages of the Planck amplifier contribute to the noise (from (4.2.5) the third and

forth stages are negligible) it is possible to write the following expression (4.2.7) for the

average noise temperature of the Planck amplifier (TPlanck = 8.1 K), where x and G are

the noise temperature and gain (8 dB) of the Cryo-3 respectively.

TPlanck = x+
x
G

= 8.1K (4.2.7)

For the T+MMIC LNA the following expression (4.2.8) can also be written, where

TMMIC is the average noise temperature of the Faraday MMIC (≈20 K).

TT+MMIC = x+
TMMIC

G
(4.2.8)

Thus, re-arranging (4.2.7) and (4.2.8) and eliminating x gives the expected noise tem-

perature of our LNA as ≈10K (4.2.9).

TT+MMIC =
TPlanck

1+ 1
G

+
TMMIC

G
≈ 10K (4.2.9)

4.3 Modeling

The behaviour of the T+MMIC LNA can be modelled through the combined use of two

pieces of computer aided design software. Agilent’s Advanced Design System (ADS)

version 2009 update 1 [138], which is an RF circuit design and simulation software and

HFSS. ADS is used to simulate the RF circuit and to perform the de-embedding calcu-

lations. The input waveguides and the microstrip to waveguide transitions are modelled

using HFSS.

To effectively model the LNA several pieces of information are required:

• The equivalent circuit parameters for the Cryo-3 transistor.
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• The Faraday MMIC’s S parameters.

• Details of the Faraday MMIC’s noise behaviour.

• S parameters for the input and output microwave to waveguide transitions.

• The dimensions of the microstrip.

• the RF-circuit layout.

4.3.1 The Equivalent Circuit Parameters

The procedure for extracting the equivalent circuit parameters has been outlined in sec-

tion 2.5. The equivalent circuit model for the Cryo-3 transistor was measured as part of

the Planck project [139]. For the room temperature simulations only the transconduc-

tance, and the Pospieszalski equivalent noise temperatures are assumed to change, with

the transconductance being ∼20% higher in the cryogenic case [134].

8 K 290 K

Bias
Vd 0.9 V 1.2 V
Ids 2 mA 6 mA

Noise
Ta 8 K 290 K
Tg 8 K 290 K
Td 400 K 1500 K

Gain Gm 80 mS 67 mS

Table 4.6: Cryo-3 temperature dependent equivalent circuit parameters.

It is necessary to modify the equivalent circuit shown in figure 2.5.1 (section 2.5) in

order to make it compatible with ADS. Figure 4.3.1 shows a suitable design that was

developed by Pospieszalski [139]. This design includes a special modification made by

Pospieszalski, whereby the source inductance is replaced with ideal transmission lines,

these are used to represent the source bond pads.
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Extrinsic Parameters Intrinsic Parameters

Rg 1 Ω Cgs 52 fF
Rd 5 Ω Cgd 24 fF
Rs 2.2 Ω Cds 10 ff
Cpg 4.6 fF Rds 135 Ω

Cpg 4.6 fF Rgs 4 Ω

Cpd 12 fF τ 0.6 psec
Cpd 4.6 fF
Lg 9 pH
Ld 16 pH

Table 4.7: Cryo-3 extrinsic and intrinsic equivalent circuit parameters.

Gate Drain

Source

Cgs

Cgd

Cds

RdRg

Rs

Cpg Cpd
Gm

LdLg

Rgs

Rds

τ Cpd CpdCpdCpg

Source TL TL

Figure 4.3.1: A transistor equivalent circuit, suitable for use in Agilent Advanced Design
system. Developed by M. Pospieszalski [135].

4.3.2 The Faraday MMIC’s S Parameters

To help facilitate an overall model of the T+MMIC LNA the Faraday MMICs S parame-

ters (section 2.1.2) are required to be known.

The MMICs S parameters can be measured in one of two ways, either discretely on a

suitable probe station or in situ within a test module. This latter approach was used with

the S parameters being measured on an Agilent Technology’s Vector-Network-Analyser

(VNA).
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De-embedding

Due to the MMIC being situated within a reference module it was necessary to de-embed

the MMIC’s S parameters from those of the test fixture, in this case the input and out-

put waveguides, microstrips and the respective transitions between them. The set up is

illustrated in the form of a signal flow graph in figure 4.3.2.

MMICInput Output

S21

S12

S11 S22

S(I)21

S(I)12

S(I)11 S(I)22

S(O)21

S(O)12

S(O)11 S(O)22

Figure 4.3.2: Signal flow diagram graphically illustrating the S parameters of the MMIC
and the input and output fixtures.

To de-embed the MMIC’s S parameters, S parameter data is required for the overall

system and the input and output sections. This data must the be converted to the equivalent

scattering transfer parameters (T parameters) (4.3.1).

 T11 T12

T 21 T22

=
1

S21

S12S21−S11S22 S11

−S22 1

 (4.3.1)

The T-parameters can then be used to remove the effects of the input and output from

the S parameter data. T Parameters like S parameters can be expressed as a matrix, which

is given by (4.3.2).

[
T

]
=

 T11 T12

T 21 T22

 (4.3.2)

The transfer matrix has the property that when multiplied by its inverse the result is

an identity matrix, shown (4.3.3).

[
T

][
T

]−1

=

1 0

0 1

 (4.3.3)
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Since the reference module is essentially a network of cascaded components (figure

4.3.2), it is possible to write what we actually measure in terms of a [T ] matrix (4.3.4).

[
Tmeasured

]
=

[
TI

][
TMMIC

][
TO

]
(4.3.4)

Therefore (4.3.3) and (4.3.4) can then be used to to obtain [TMMIC] (4.3.5), which by

using (4.3.1) can be used to obtain the MMIC’s S parameters.

[
TI

]−1[
TI

][
TMMIC

][
TO

][
TO

]−1

=

[
TMMIC

]
(4.3.5)

Further details of the de-embedding process can be found in the relevant Agilent ap-

plication note [140]

To facilitate the de-embedding of the Faraday MMIC, S parameter simulations of the

input and output parts of the module were produced in HFSS. The model of the input

probe can be seen in figures 4.3.3 and 4.3.4 and the performance of the input and output

probes can be seen in figure 4.3.5. The module was modelled as brass, whilst the probe

was modelled as gold. A wave-port was used to simulate an input / output to the waveg-

uide, whilst a 50 Ω lumped-port was used for the input / output of the microstrip, vacuum

is used as the inter-filling medium.

The simulated performance can then be used in the following ADS circuit (figure

4.3.6) to extract the Faraday MMIC’s S Parameters from those measured for the combined

module and MMIC.

4.3.3 Passive Components

Capacitors and Resistors

Ideally the capacitors and resistors that make up the transistor’s bias chains would be

modelled in ADS as lumped components. These would not only include their respective
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Figure 4.3.3: HFSS model of the QUIJOTE 1.3 input probe.

Figure 4.3.4: Close up of the waveguide to microstrip probe transition, the probe and
microstrip are in yellow, the cuflon is coloured dark grey, and the white cylinder is the
PTFE insulator.

capacitance and resistance, but also their parasitic equivalent series inductance and in the

case of the capacitors their equivalent series resistance. However, as these details were

not available the resistors and capacitors were modelled in using just ideal components.
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Figure 4.3.5: The simulated performance of the QUIJOTE module input and output
probes. The dashed lines show the insertion loss and the solid lines show the return
loss.
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Figure 4.3.6: The ADS de-embedding circuit.

Bond Wires

At frequencies of a few GHz bond wires can be modelled by one of two techniques.

One technique is to use ideal inductors, where to a good approximation the inductance
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of a wire in free space (4.3.6) can be used to estimate the wire’s inductance26 Another

technique is to use the bond wire model provided by ADS and although ADS allows the

user to define the wire’s shape, the model doesn’t take into account the capacitance that

exists between the wire and other conductors in the vicinity, nor does it take into effect

the capacitance that exists between the ground plane and the wire. At frequencies of a few

GHz these effects are negligible but at higher frequencies they have the effect of making

the bond wire’s behaviour more akin to that of a transmission line than an inductor, as can

be seen by figure 4.3.7b.

L =
l
5
(ln(4l/d)−0.75) (4.3.6)

(a) a bond wire in HFSS

S11

S21

ADS
TL
HFSS

Frequency, 250MHz - 50GHz

(b) Smith Chart

Figure 4.3.7: The transmission line like behaviour of a bond wire. (a) A simple HFSS
simulation of a 500 µm bond wire. (b) The behaviour of a HFSS bond wire, an ideal
transmission line and the ADS bond wire component. The ADS wire is moving along a
line of constant resistance, just like an ideal inductor.

Since the ideal transmission line represents a good approximation to the behaviour of

the bond wire at higher frequencies, 150 Ω ideal transmission lines are used to model the

effects of the bond wires, an additional 20% is included on top of the linear length to ac-
26the length of the wire should be the linear length plus 10− 20% to take into account the additional

length caused by the curvature of the wire.
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count for the curvature of the wire. This particular approach was used in the development

of the Planck amplifiers by M. Pospieszalski [139].

4.3.4 The Model

The full ADS schematic of the 8 K model is shown in figure 4.3.8. The S-parameter

performance can be determined directly from the model. However, due to the lack of

MMIC noise parameters the noise performance was determined through the use of (4.2.5)

and a separate model of just the transistor stage and the output transmission line (TL3).

The noise and gain of this section are then used as T1 and G1 in (4.2.5) respectively.
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Figure 4.3.8: The full ADS 8 K model.
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4.4 Performance

The LNAs were measured using the test set up already described in section 3.3. For the

room temperature measurements an Agilent R347B noise source was used to provide two

different levels of noise to the LNA’s input. Whilst the cryogenic measurements used

the same hot cold load technique that was discussed in Chapter 3. The T+MMIC LNA

was tested at both room temperature and at cryogenic temperatures and the results were

compared with a MMIC only test LNA, the previously mentioned QUIJOTE 1.3 amplifier

(section 3.5.2).

4.4.1 27-33 GHz Performance

The performance of the T+MMIC LNA across its optimal frequency band at both room

temperature and 8 K can be seen in figures 4.4.1 and 4.4.2. At both room and cryogenic

temperatures the improvement in the noise temperature for the T+MMIC over the MMIC

only amplifier is quite dramatic with an ∼ 25% improvement across the lower half of

the band at room temperature and an ∼ 33% improvement at 8 K. As of 2013 this latter

case represents the lowest ever reported noise temperature for a Ka-band MMIC LNA, and

whilst some of this improvement has arisen from the lower operating temperature it is still

substantially better than the MMIC only case. This noise temperature is comparable to the

average noise temperature of the Planck amplifier [124], which indicates that the transistor

is indeed dominating the noise temperature as expected. The difference in performance

improvement between the room temperature and 8 K cases is likely due to the use of

different transistors in the two devices and their responses to cooling.

The behaviour of T+MMIC amplifier’s gain is slightly unexpected, since you would

expect the difference in gain between the T+MMIC and MMIC only amplifier to be

greater at lower frequencies where the gain of the Cryo-3 (see figure 4.4.4) is greatest,

than at higher frequencies. However, this is not the case with the largest difference in gain
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being at ∼31 GHz. This could be due to a degradation in the performance of the MMIC

LNA (this analysis assumes that the MMICs are identical), the MMIC only modules are

several years older than the T+MMIC module or the T+MMIC may be behaving in a more

complex way than expected.

An earlier version of this work was presented at the European Microwave Week Con-

ference 2012 in Amsterdam [122], at which the author also presented a poster.
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Figure 4.4.1: The room temperature measured noise and gain performance of the
T+MMIC LNA with respect to a Faraday MMIC only amplifier.

4.4.2 26-36 GHz (MMIC band) Performance

Clearly the performance of the LNA across its optimal band is very good, however as can

be seen in figures 4.4.3 and 4.4.4 the performance outside of the design band is not as

good. These figures also illustrate the predicted performance from the model.

The models confirm that the amplifier is behaving as expected from the Friss equa-

tion (4.2.5). Fig. 4.4.4 shows that within the intended operating bandwidth (27-33 GHz)
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Figure 4.4.2: The cryogenic measured noise and gain performance of the T+MMIC LNA
at 8 K physical temperature with respect to a Faraday MMIC only amplifier.

the noise temperature of the T+MMIC LNA sits just above the noise temperature of the

transistor (first stage), with the gain suppressing the noise contribution of the MMIC. Out-

side this band however, once the gain offered by the first stage reduces, the noise of the

MMIC becomes more significant and the noise temperature of the T+MMIC LNA drifts

away from the noise temperature of the transistor, becoming as can be seen in figure 4.4.3

equivalent to that of the MMIC.
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Figure 4.4.3: The modelled (dashed) and measured (solid lines) 290 K physical tempera-
ture performance of the T+MMIC LNA. The noise temperature of the MMIC only ampli-
fier the gain recorded by NFM for the T+MMIC LNA are also shown.
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Figure 4.4.4: The modelled (dashed) and measured (solid lines) 8 K physical tempera-
ture performance of the T+MMIC LNA. The modelled noise temperature and gain of the
transistor is also shown along with the gain recorded by NFM for the T+MMIC LNA.
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4.4.3 Stability

An important requirement of amplifier design is that the amplifier is stable, i.e. it should

not oscillate. Since the T+MMIC LNA possesses a large amount of gain it is at high risk

of instability and therefore its stability was measured. The stability of an amplifier can be

determined through S parameter measurements and the amplifier will be unconditionally

stable27, provided that it satisfies the Rollet stability condition (4.4.1) and the auxiliary

stability condition (4.4.2). The predicted stability at 8 K from the ADS model is shown

alongside the calculated stability from the T+MMIC’s S Parameters in figure 4.4.5.

K =
1−|S1,1|2−|S2,2|2 + |∆|2

2|S1,2S2,1|
> 1 (4.4.1)

|∆|= |S1,1S2,2−S1,2S2,1|< 1 (4.4.2)
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Figure 4.4.5: The Stability of the T+MMIC amplifier at 8 K.

Figure 4.4.5 shows that there is a good match between the predicted and measured

stability of the amplifier, but that the amplifier is briefly conditionally stable at several

frequency points towards the centre of the band. This may explain why it was observed

in testing that the amplifier oscillates in the 20-30 K region. In later measurements this

instability was no longer observed and the exact reason for this is unclear, however this

27Stable for all input impedances.
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observation of instability presents an interesting discussion point. It is well known that

good room temperature performance does not necessarily equate to good cryogenic per-

formance and amplifiers are routinely developed and initially tested at room temperature

with good performance being reported, only for considerably more work to be required

to make the amplifier work cryogenic-ally. This of course raises the question are LNA

designs that would have worked well at cryogenic temperatures being rejected at room

temperature. The cryostat used in these experiments presents the possibility of investi-

gating amplifier stability at various temperatures in addition to the usual noise and gain

measurements that form part of the development process.

4.5 Discussion

4.5.1 20 K Physical Temperature Performance

In section 4.2.4 using an analogy to the Planck LNA the expected noise temperature of

the T+MMIC LNA was estimated as 10 K. The 20-K data (figure 4.5.1) shows that the

actual noise temperature is actually slightly higher at 11.4 K. This is likely due to the

slight difference between the Cryo-3 transistors used in the Planck amplifiers and the one

used in the T+MMIC LNA. The T+MMIC Cryo-3 has a slightly thicker passivation layer

and these transistors were found to have a slightly inferior noise performance to the type

of Cryo-3 transistors eventually used in Planck [135]. Figure 4.5.1 also shows that the

T+MMIC LNA requires the addition cooling to 8 K in order to make it comparable to the

20 K performance of the Planck amplifiers.

4.5.2 Input Matching and Transmission Lines

Owing to the use of the existing Planck architecture (module and biasing network) for

the transistor section of the LNA the final bandwidth was always going to be limited to
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Figure 4.5.1: The noise temperature of the T+MMIC LNA at 19 K and 8 K, compared to
the average noise temperature of the Planck amplifiers.

that of the Planck LNA. Clearly in any future design the matching network used for the

transistor needs to coincide with the bandwidth of the MMIC. In particular any future

design should ensure that the first stage’s input matching network takes into account the

noise behaviour of the MMIC. For example in the present design the gain of the transistor

lowers with frequency, whilst the transistor is configured for minimum noise at 30 GHz

and this leads to good noise performance in the lower part of the frequency band where

thanks to the high gain of the transistor the MMICs contribution to the overall noise

temperature is negligible. However, the performance gets worse at higher frequencies

where the transistor’s noise is increasing and its gain decreasing. Thus any future design

needs to either ‘balance’ these two effects so that the required performance is achieved

or alternatively, the design needs to ensure that the gain and preferably the noise of the

transistor are flat across the required frequency band.

The use of Planck architecture also required the use of a long transmission line linking

the transistor and the MMIC and ADS simulations show that the gain in particular is very

sensitive to the length of this line. This could be due to feedback into the transistor from

the MMIC or the lack of an output matching network28 on the transistor. A potential

resolution to this problem will be presented in the following chapter.

28This network would transform the out impedance of the transistor to the 50 Ω of the microstrip line
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4.5.3 Applications

One obvious drawback of this technology is the need to develop a new module for the

integration of the MMIC and the transistor. A preferred approach would be to mount

the transistor into its own module and connect it via waveguide to an existing MMIC-

based amplifier module. This combined with the research outlined in Chapter 3 hinting

at potential improvements in noise performance with respect to further cooling beyond

20 K makes this approach a potential solution to the problem of cooling a large number of

amplifiers. Under such system only the transistor would be cooled to 4 K with the MMIC

amplifiers remaining at a higher temperature, which is far easier than attempting to cool

all 4 or 5 amplification stages to 4 K. A design for such a system will be explored in the

next chapter.

4.6 Conclusion

MMIC LNAs are now the preferred choice for the LNAs required by radio astronomy,

but their noise performance is still inferior to that of MIC based LNAs. One possible

solution is to use a discrete transistor in front of the MMIC. This chapter has reported

on the development of such an LNA, with an average noise temperature of 9.4 K. This is

some 4-5 K lower than an equivalent MMIC LNA, representing a near 50% improvement.

Cryogenic cooling to 8 K has also resulted in an amplifier that almost matches the noise

performance of the lowest-noise Ka-band LNAs so far developed, illustrating that cooling

below the typical 15-20 K that is currently used by most radio observatories may prove

beneficial. The T+MMIC LNA presented in this chapter also shows the effectiveness

of a simple approach to the modeling of such an amplifier, showing that the MMIC can

almost be regarded as a “black box” in terms of the amplifier’s development with only the

transistor’s equivalent circuit parameters and noise parameters needing to be measured

with a probe station. The modelled data also show that we have demonstrated effective
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suppression of the (higher) MMIC noise by the lower-noise first-stage transistor, within

its operating band.

The work presented in this chapter has been submitted [141] to the IEEE journal

Microwave Theory and Techniques.
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Chapter 5

Future Applications

Chapters 3 and 4 outlined two approaches to enhancing the noise performance of LNAs

and whilst each approach had its merits, each approach also had its drawbacks. This

chapter outlines the author’s preliminary design for an LNA that utilizes the approaches

outlined earlier in this thesis.

5.1 Drawbacks to Cooling and the T+MMIC Approach

One particular problem encountered in Chapter 3 was that depending on the power re-

quirements of the LNA it was not always possible to cool the LNA to 4 K or below.

Therefore the cooling potential (in terms of absolute temperature) may not be available,

especially if this approach were to be applied to a receiver system with many amplifiers.

Chapter 4 showed the potential of using a single low noise transistor to lower the noise

temperature of a MMIC LNA but, there were a series of issues associated with the design.

The use of a long transmission line to connect the transistor and the MMIC led to issues

with the gain, the MMIC is at risk of compression and there are some underlying stability

issues.

One potential solution to these problems is to develop a new variant of the T+MMIC
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LNA. A design where the transistor and the MMIC are placed within their own discrete

modules and connected to one another by waveguide. The single stage transistor amplifier

would be cooled to as low as possible, whilst the MMIC section would remain at between

4 and 20 K depending on the level of cooling power available. The basic layout is shown

in figure 5.1.1 and figure 5.1.2 shows an impression of the author’s design thoughts for a

future test cryostat. Such a cryostat could exploit such an approach to not only investigate

the ultra low physical temperature performance of transistors but it could also form the

basis for a multi pixel multi frequency receiver.

Owing to the problems with the earlier thermal breaks a new design (figure 5.1.3)

is currently being developed by the author and Dr S. Melhuish. To increase rigidity the

stainless steel sections have been replaced by carbon fibre rods and these are arranged in

the form of a ‘Stuart Platform’. Like the earlier thermal breaks the two waveguide flanges

are separated by 0.1 µm.

To NFM

Load Transistor
Module

MMIC
Module

2K 4-20K

TB TB

Figure 5.1.1: Proposed layout for the discrete block approach to LNAs. The modules are
connected via waveguide and a thermal break would be placed between the load and the
transistor module. (TB): Thermal break.
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Figure 5.1.2: Future multi-frequency transistor test cryostat.

Figure 5.1.3: A next generation thermal break.
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5.2 T+MMIC Version 2.0

5.2.1 First Stage Design

In preparation for the manufacture of this cryostat and this LNA the author has carried

out preliminary design work in ADS for a single stage transistor amplifier. The chosen

transistor is an InP Hughes Laboratories HRL 2x50 µm transistor, which JBO acquired

in the early phase of the Planck LFI as a potential transistor for the Planck Ka-band

amplifiers. Although these transistors were rejected for Planck, their noise performance

is only a few Kelvin worse than the Cryo-3 at 20 K (Tphys), but as they were unused they

are currently available in significant numbers.

The equivalent circuit parameters were measured at room temperature as part of the

Planck development project [142] and they are shown in table 5.1. Since these are the

room temperature parameters it is assumed that as with the Cryo-3 they remain unchanged

on cooling, though this may not be the case and they should be measured cold if possible.

For the cryogenic design Gm is increased to 60 mS, Ta and Tg are set to 2 K, whilst Td is

set to 400 K which is consistent with the findings of Pospieszalski [143], and the Planck

design work.

In a change from the T+MMIC LNA the RF circuit is designed to be fabricated on a

250 µm thick Alumina substrate (εr = 9.5,δ = 0.0003). The preliminary ADS design is

shown in figure 5.2.1 and the predicted performance at 2 K physical temperature for the

single stage amplifier is shown in figure 5.2.2.

Changing to a thicker substrate with a higher εr also allows the design to take advan-

tage of some other features found in more recent LNAs. The original T+MMIC design

utilises an RF feed pin as part of its waveguide to microstrip transition, this amplifier

should continue to use waveguide inputs and outputs, but one possible design change

worth exploring is to fabricate the probe as part of the substrate [144]. This approach

might also allow for the use of an integrated waveguide to microstrip bias tee [145]. The
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5.2. T+MMIC VERSION 2.0

T+MMIC also used long ∼2 mm bond wires in its drain and gate bias circuits, the use

of alumina also allows the length of these wires to be reduced, since they can fabricated

as high impedance microstrip lines, with radial stubs providing additional inductance.

These approaches would offer simpler fabrication and make the amplifiers more suitable

for mass production.

These techniques may also allow for greater reliability in models of the amplifier,

since at present the RF feed pin is bonded to the microstrip by solder and the shape of

the solder is difficult to simulate. The profile of the long gate and drain bias wires is also

subject to some uncertainty.

Extrinsic Parameters Intrinsic Parameters

Rg 2 Ω Cgs 40 ff
Rd 10 Ω Cgd 9 fF
Rs 6.6 Ω Cds 10 fF
Cpg 10 fF Rds 190 Ω

Cpd 9 fF Rgs 2.5 Ω

Lg 10 pH τ 0.1 psec
Ld 10 pH Gm 50 mS
Ls 5 pH

Table 5.1: HRL 2x50 µm HEMT extrinsic and intrinsic equivalent circuit parameters.

The simulation shows that the design has the potential to offer a noise temperature

less than 6 K across most of the 26–36 GHz bandwidth and a fairly flat gain of ∼8.5 dB

for most of the band. Although the design shows promise is still in its early stages and

does require some further work; for example ADS shows that the amplifier is only just

un-conditionally stable (figure 5.2.3). However, since this design is modular, the stability

could be improved by placing an isolator between the transistor and MMIC modules in

order to prevent feedback from the MMIC. The low frequency input return loss could also

do with some improvement.

151



CHAPTER 5. FUTURE APPLICATIONS

Figure 5.2.1: Preliminary ADS design for a single transistor amplifier.
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Figure 5.2.2: Performance of the Single stage HRL 2 x 50 µm HEMT based amplifier at
2 K physical temperature.
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Figure 5.2.3: Performance of the HRL 2 x 50 µm single stage amplifier: stability.
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5.3 Potential Performance

As a first approximation, it is possible to combine the predicted performance for the single

stage amplifier with the noise and gain performance of the JPL amplifier using the Friss

equation (4.2.5). The estimated performance of such an amplifier is shown in figure 5.3.1.

For a 26-36 GHz bandwidth the amplifier has a gain in excess of 34 dB and an average

noise temperature of 6.8 K which would the make this the lowest noise temperature ever

reported at Ka-band, surpassing the performance of the Planck amplifiers.
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Figure 5.3.1: Potential noise and gain performance of a future Ka-band T+MMIC (dis-
crete block) LNA, compared to the average Planck LFI LNA noise temperature and the
quantum noise limit.

This approach could also be developed further through the use of finlines [146], which

would allow the MMIC or the transistor to be built into the waveguide itself.
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5.4 Drain Temperature Investigation

This design of amplifier could also be used to further investigate the relationship between

Td and Tphys, assuming that the equivalent circuit model is known for several drain cur-

rents. This could be done by varying the temperature of transistor block, whilst keeping

the MMIC at a constant temperature and using its gain to help make the measurements.

Measuring the MMIC block’s noise contribution would then allow its noise contribution

to be removed from the system noise, resulting in the noise temperature of the transistor

being known. The Pospieszalski noise equivalent circuit could then be used to further in-

vestigate the behaviour of Td with respect to both drain current and physical temperature.
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Chapter 6

Concluding Remarks and the Future

6.1 Conclusion

Chapter 1 illustrated the pivotal role that LNAs have played and continue to play in radio

astronomy in general and in developing our understanding of cosmology through studying

the CMB in particular. Chapter 1 also showed that despite the considerable amount of

knowledge that has been gained from studying the CMB, observations of the CMB’s

polarisation and in particular the B-mode polarisation would represent a further significant

contribution to our understanding of the universe.

Chapter 2 showed that behind most LNAs is the transistor, which owes its existence

to discoveries in solid state physics. Over the last few decades our understanding of the

transistor has advanced considerably and it is now possible design transistors with noise

temperatures close to (∼3 times) the quantum noise limit. Through the use of an equiv-

alent circuit model, these transistors can then be integrated into an LNA. There is some

work however still to do in understanding the transistor’s noise behaviour. Whilst, it is

true that the 4 noise parameters if known allow the transistor’s noise performance to be

understood, unlike the equivalent circuit model they do not allow the noise generation

mechanisms to be investigated. Pospieszalski’s development of the equivalent noise tem-
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peratures Ta, Tg, Td allow some physical understanding of the noise behaviour within

transistors to be gained. They also show that further cooling beyond the 20 K typically

used for radio astronomy should be beneficial.

Chapter 3 confirmed this improvement in noise temperature for 2 MMIC based LNAs,

finding that the noise reduced by a further ∼20-30% when the devices were cooled from

20 K to less than 6 K. It would now be interesting to see whether this improvement is

frequency dependent, since if it extends to W-band this would result in a 6-7 K improve-

ment in the noise temperature of the lowest noise W-band LNAs currently in existence.

The small reduction in the bias point required for minimum noise is also of interest and

worthy of further study.

Chapter 4 illustrated the importance of developing a high quality low noise transis-

tor and how it alone can dramatically lower the noise temperature of a MMIC based

LNA. Whilst there are very good MMIC LNAs available, some which even possess noise

temperatures close to that of the T+MMIC LNA, they are very expensive and time con-

suming to develop. This is potentially OK for small scale arrays but could prove prob-

lematic for arrays requiring several 1000 LNAs (the QUIET phase 2 proposal called for

a receiver with 750 pixels with 2 channels per pixel, 2 LNAs per channel and 2 MMICs

per LNA making over 6000 LNAs (including spares)). The successful development of

the T+MMIC however shows that rather than spending considerable money developing

a very low noise MMIC LNA, or fabricating a time consuming MIC LNA, it is possible

to get very low noise performance by using just a single low noise transistor. This paves

the way for the potential use of cheap commercial MMICs in conjunction with specially

developed transistors.

Finally, Chapter 5 outlined an approach for developing and combining the techniques

outlined in Chapters 3 and 4 to produce what could be the lowest noise Ka-band LNA

ever developed. A new design for a test cryostat was also presented and the design has

the potential to be developed into a receiver system.
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6.2 The Future

Over the last few decades there have been great advances in LNA technology and re-

ceivers in general. Looking to the future there are in addition to the areas outlined in this

thesis three other areas that may offer further improvements in the overall sensitivity of

receivers:

• Increasing the number of receivers.

• The transistors themselves.

• New types of Amplifier

6.2.1 Increasing the Number of Receivers

The first of these is relatively straightforward with QUIET showing that building a rela-

tively large N array is feasible. However, incorporating the ideas expressed in Chapters 3

and 4 will not be easy but Chapter 5 has outlined a potential development route.

6.2.2 Transistors

Further developments in transistor technology, such as: smaller gate lengths, the devel-

opment of very high electron mobility InSb devices, new resists for transistors. new

transistor architectures and new techniques (such as the cooling of electrons) could also

all lead to further reductions in LNA noise temperature.

Transistors with 35 nm gate lengths [147] and below [87] have already been developed

and whilst they may not improve noise temperatures at all frequencies due to other device

parasitics [148], they will have a part to play in future HEMT based CMB observatories.

Developing even shorter gate lengths however is going to need the development of new

resists and manufacturing techniques. As was outlined in section 2.4.3 the transistor is

currently T-shaped and this is done to enable a small gate length whilst ensuring that the
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transistor has sufficient cross-sectional area to carry the necessary current. Clearly a gate

length will be reached where it will be unable to support the upper part of the structure

causing failure, such as in figure 6.2.1.

Figure 6.2.1: A collapsed T-gate. Figure 5 from [149].

At present small gate length transistors are fabricated using two or more resists that

are arranged in a series of layers [149]. One reason that this is done is that the when

the resists are written with an electron beam, the electrons scatter within the resist [150]

and this limits the ratio of gate height to gate length to about 4:1. New resists however,

for example SML, may allow for the development of structures with considerably larger

aspect ratios [151]. Increasing the aspect ratio may in turn allow for the development of

an I-gate (figure 6.2.2), which could possess a gate length as small as 2 nm but with the

structure being 1800 nm high, it would still possess the cross sectional area required to

carry the necessary current.

Currently the transistors with the lowest noise are manufactured on InP and this is

due to the high (when compared to GaAs) electron mobility of Ga0.47In0.53As. However,

table 2.1 showed that InSb has an electron mobility 5 times higher than Ga0.47In0.53As,

making it seem like an ideal candidate for use in future low noise transistors. At present

research into InSb devices is still in its early stages, with research currently focussing on

the potential use of InSb nanowires in FETs [152, 153].
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InAlAs               30nm

InAlAs                 5nm

In0.7Ga0.3As       14nm

InAlAs Buffer  

Ti                      25nm

GeAu                50nm

InGaAs               5nm450nm

Figure 6.2.2: An impression of a potential future I-gate transistor.

Finally, superconductivity could be used to lower the resistance of the electrodes,

indeed work in the 1990’s [154] showed that using a superconducting gate lowered the

noise temperature of a HEMT by a factor of three. For reasons that are unknown to the

author there has however been very little research since then in this area, although the

author is aware of renewed interest in the field by researchers at the Chalmers University

of Technology in Sweden.

6.2.3 New Types of Amplifier

Superconductivity may also permit the development of completely new forms of LNA,

including the potential for LNAs with noise temperatures at or below the quantum noise

limit. In 2012 Byeong et al [155] outlined an amplifier comprising a high impedance,

0.8 m long super conducting TiN or NbTiN transmission line (figure 6.2.3). The amplifier

which is also known as a travelling wave paramp exploits the non-linear kinetic inductance

of a superconductor in order to mix an input signal and pump signal in such a way29 that

the input signal is amplified. The author is intending to look into these devices further.

29Amplification is dependent on the travelling waves phase shifting by the correct amount as they pass
along the structure, consequently the structure can also attenuate a signal.
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Figure 6.2.3: 0.8 m long travelling wave superconducting parametric amplifier. From A
New Kind of Amplifier [156].

6.3 Closing Remarks

This thesis set out to examine possible routes to the enhancement of LNA performance.

Two such routes; enhanced cooling and the T+MMIC approach have shown promise and

with further development have the potential to surpass the performance of the currently

reported lowest noise LNA at Ka-band. It is now of great importance to carry on with

this line of research, to use it to investigate the very low temperature behaviour of tran-

sistors and to extend it to other frequencies, in particular giving its importance to CMB

observations W-band.

This thesis has also concluded by presenting a scheme that with not much effort could

utilise the approaches outlined in this thesis to fabricate an amplifier with noise perfor-

mance only 4 times higher than the quantum limit.

162



6.3. CLOSING REMARKS

Figure 6.3.1: Dusk at the QUIET site, Atacama Desert, Chile.

163



CHAPTER 6. CONCLUDING REMARKS AND THE FUTURE

164



Appendix A

Derivation of the RMS Thermal Noise

Voltage (Vn)

This proof follows the approach outlined by [157]. Consider the box, figure A.0.1; this

box represents an ideal conductor, within the conductor there are lots of photons arising

from thermal emission. These photons then induce motion in other electrons which gener-

ates an electric field. Other electrons then move to try and nullify this field, but resistance

prevents them from fully achieving this. Thus a time varying random electric field is gen-

erated, which can be observed as a time varying voltage or noise. However, unlike the

electrons the photons are not affected by the resistance and so the cavity can be treated as

a perfect vacuum containing nothing but photons. Since photons possess integer spin the

photons can be viewed as a Bose-Einstein gas, where the number of photons in a given

energy state ni is given by (A.0.1) the Bose-Einstein distribution function, with gi equal

to the number of possible degenerate states, εi is the energy of a particle in state i and µ

the chemical potential.

ni =
gi

e(εi−µ)/kT −1
(A.0.1)

For photons gi is 2 due to there being two polarisation states, εi is given by Planck’s
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L L

L

Figure A.0.1: A cuboidal blackbody cavity containing photons representing an ideal con-
ductor.

formula for the energy of a photon (A.0.2), h̄ is the reduced Planck’s constant hbar, ω

is the angular frequency and µ is 0. Thus (A.0.1), can be re-written as (A.0.3), and the

expected energy per state is then given by (A.0.4).

εi = h̄ω (A.0.2)

ni =
2

e(h̄ω)/kT −1
(A.0.3)

〈Ei〉= niεi =
2h̄ω

e(h̄ω)/kT −1
(A.0.4)

The next step is to calculate the energy density which is given by (A.0.5), where

dn
dω

dω is the density of states, which is the number of allowed energy states within a

given volume, in this case the box L3.

U(ω) = E(ω)
dn
dω

dω (A.0.5)

In order to calculate the density of states it is convenient to treat the photons as electro-

magnetic waves, therefore they can be described by the classical wave equation (A.0.6).

∇
2E =

1
v2

δ 2E
δ t2 (A.0.6)

Where E the electric field is a function of x,y,z, t, however it is only necessary to
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consider the one dimensional case and so (A.0.6) reduces to (A.0.7) which shows the

wave equation for just the x component.

δ 2E(x, t)
δx2 =

1
v2

δ 2E(x, t)
δ t2 (A.0.7)

Considering the cavity; since the walls are perfect conductors the electric field com-

ponent must be zero inside the walls, Maxwell’s equations also require the fields to be

continuous at each wall, therefore the following boundary conditions apply (A.0.8).

E(x, t) = 0 for x = 0,L (A.0.8)

Solving (A.0.7) using the separation of variables technique (where C is a constant)

and the boundary conditions, (A.0.9g) shows that only certain frequencies are allowed.

E(x, t) = X(x)T (t) (A.0.9a)

δ 2X
δx2 =−C2X (A.0.9b)

X(0) = X(L) = 0 (A.0.9c)
X(x) = AcosCx+BsinCx (A.0.9d)

For x = 0 X(0) = A = 0 (A.0.9e)
For x = L X(L) = BsinCL = 0 (A.0.9f)

C = kn =
nπ

L
=

2nπ f
v

for n = 1,2,3 (A.0.9g)

This result where kn is the wavenumber can now be used to calculate the density of

states D(ω):

D(ω)dω =
1
L

dn
dω

=
1
L

dn
dkn

dkn

dωn
dω =

1
L

L
2π

1
v

dω =
dω

2π
(A.0.10)

The energy density is then given by (A.0.11)

U(ω) = E(ω)D(ω)dω (A.0.11)
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U(ω) =
1

2π

2ω

eh̄ω/kT −1
dω (A.0.12)

This can be used to calculate the power by calculating the energy flow into or out of

the conductor, which is half the energy multiplied by the velocity.

P(ω) =
1
2

vU(ω) =
1

2π

2ω

eh̄ω/kT −1
dω (A.0.13)

this can be converted to a voltage and ω can be converted to frequency.

V =
√

PR =

√
4h f

eh f/kT −1
d f (A.0.14)

Which if integrated with respect to f for a given bandwidth B gives

V =
√

PR =

√
4h f BR

eh f/kT −1
(A.0.15)

At microwave frequencies however, h f
kT is very close to zero and so by using a Taylor

expansion (A.0.16), it can be shown that equation (A.0.15) simplifies to equation (A.0.18)

which is (2.6.1) as required.

f (x) = f (0)+
f ′(0)
1!

+
f ′′(0)

2!
+

f ′′′(0)
3!

+ . . . (A.0.16)

eh f/kt ≈ 1+
h f
KT

(A.0.17)

Vn =
√

4kT BR (A.0.18)

As required.
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T+MMIC LNA Module: Designs
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