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Abstract

The University of Manchester, 2013

Llion Marc Evans, PhD in the Faculty of Engineerargl Physical Sciences
Thermal Finite Element Analysis of Ceramic/Metahdag for Fusion Using X-ray
Tomography Data

A key challenge facing the nuclear fusion commurstjiow to design a reactor that will
operate in environmental conditions not easily edpcible in the laboratory for materials
testing. Finite element analysis (FEA), commonlyedisto predict components’
performance, typically uses idealised geometrigs.eferging technique shown to have
improved accuracy is image-based finite element etiodg (IBFEM). This involves
converting a three-dimensional image (such as eray tomography) into an FEA mesh.
A main advantage of IBFEM is that models includecnmistructural and non-idealised
manufacturing features. The aim of this work wasiestigate the thermal performance
of a CFC-Cu divertor monoblock, a carbon fibre cosife (CFC) tile joined through its
centre to a CuCrZr pipe with a Cu interlayer. Aslasma facing component located where
thermal flux in the reactor is at its highest, @fiés primary functions is to extract heat by
active cooling. Therefore, characterisation othisrmal performance is vital.

Investigation of the thermal performance of CFC-©ining methods by laser flash
analysis and X-ray tomography showed a strong lagive between micro-structures at
the material interface and a reduction in thern@iductivity. Therefore, this problem
leant itself well to be investigated further by IB¥. However, because these high
resolution models require such large numbers aihefds, commercial FEA software
could not be used. This served as motivation toeldgv parallel software capable of
performing the necessary transient thermal simariati The resultant code was shown to
scale well with increasing problem sizes and a ktran with 137 million elements was
successfully completed using 4096 cores. In coraparwith a low resolution IBFEM and
traditional FEA simulations it was demonstrategtovide additional accuracy.

IBFEM was used to simulate a divertor monoblock kaop, where it was found that a
region of delamination existed on the CFC-Cu itesf Predictions showed that if this
was aligned unfavourably it would increase thergraldients across the component thus
reducing lifespan. As this was a feature introduirednanufacturing it would not have
been accounted for without IBFEM.

The technique developed in this work has broadremyging applications. It could be used
similarly to accurately model components in comeis unfeasible to produce in the
laboratory, to assist in research and developmiecvrmponent manufacturing or to verify
commercial components against manufacturers’ claims
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Lay abstract

By harnessing the same process as that which pdiversun, fusion power promises to
deliver an effectively limitless supply of energythout producing carbon emissions or
long term nuclear waste. To achieve this, plasnf@asluced that is ten times hotter than
the sun’s core and is held in place by supercomyichagnets. The edge of this plasma
still reaches temperatures of up to 3000 °C ancchiatienge for engineers and materials
scientists is to develop a vessel capable of coinigithis process.

Engineers often use computer models to predict bweir design will perform under
certain conditions. However, these models tencetalbalised and not include micro-scale
features, such as defects introduced by the matwilag process, which will cause
unexpected behaviour of the component. An emergiagnique shown to have improved
accuracy converts three-dimensional images of naamtufed components into computer
models. These images can be collected by variodbaudg, such as CT or MRI scanners
similar to those found in hospitals. It was desiteduse this image-based modelling to
make design recommendations for components plaionedfusion reactor.

The difficulty with this method is that the modgisoduced have very high resolutions
requiring large amounts of computing power, cutyeatvailable commercial software
cannot be used to perform the simulations. Thisseseras motivation to develop
specialised software to be run on supercomputdrns. dnabled successful running of the
models by dividing the calculations into manageailenks to be solved using thousands
of computer processors simultaneously. In applyimig technique, small voids were found
in the component being studied. If gone unnotidedé could have caused the component
to fail, but this technique allowed recommendatitmbe made to reduce this risk.

Although developed for use with components for dasithis technique has a broad
application to most engineering fields. As well bsing used for research and
development, it is envisaged that a streamlinedubomated deployment of the technique
could be included in a manufacturing line to assigh quality assurance control.
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( { t present it probably is fair to say that the
state-of-the-art has advanced to the point
where solution of any structural engineering

problem can be contemplated, but there may be a wide
variation in the quality of the result obtained. Depending
on the validity of the assumptions made in reducing the
physical problem to a numerical algorithm, the computer
output may provide a detailed picture of the true physical
behavior or it may not even remotely resemble it. A
controlling influence on where the final result lies along
this scale is the skill of the engineer who prepares the
mathematical 1dealization; when dealing with complex
and unusual structures, this phase of the analysis is an
art and the program cannot be treated merely as a “black

2

box”. Because of the significant possibility that the
analysis may have totally overlooked or misjudged some
Important aspects of the mechanical behaviour,
experimental verification should be incorporated into the
analytical process whenever 1t steps beyond the borders

of experience and established practice. [1]
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The finite element method after twenty-five yeagersonal view (1980)






CHAPTER ONE: Introduction

1.1 Outline

The ability to perfectly predict the behaviour ofji@en item in its environmental setting
has long been the pursuit of computational modgllidaving total confidence in primary
designs before a single component has rolled @&fpitoduction line would remove the
need for test mock-ups, thus slashing the timentééeR&D and its associated budgets. It
would open up new possibilities by allowing desigos operate to the limit whilst
simultaneously increasing safety as failures wawddonger happen unexpectedly [2]. Any
significant developments in this pursuit, therefdnave far reaching implications. It is
unlikely that one breakthrough will deliver this laious goal, rather it will be achieved
by an incremental progression as computationaivieel and algorithms improve and new
techniques are implemented. The aim of this worlo isontribute to that global effort by
developing new code that utilises cutting edge aaing hardware to open new avenues
of modelling. This is done in the setting of fusienergy, a field of research heavily
dependent on modelling. Even though plasma phygiesyehicle to realising fusion, has
progressed since the attempt to achieve fusion hetieere are still no facilities in
existence capable of producing neutrons with thmesa&nergy and flux produced by
deuterium-tritium reactions. Therefore there aretesiing facilities to refine designs or
perform materials research. This is why modelliag played such an instrumental role in
the design of the plasma experiment ITER, the vi®ridggest scientific collaboration,
with over 48,000 ITER related papers including mefees to finite elements between

1991 [3] and present day [4].
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Not surprisingly, it has been observed that therosituctures within manufactured
components govern the behaviour of the materiad {f5]. Because of the large difference
in scale between these features and the sampleatbealmost exclusively omitted when
modelling. However, by identifying these structurtsough 3D imaging this work

incorporates them to build upon simplified geonestiraditionally used in modelling. The
combination of this with the novel materials to led in environments not previously
experienced, provides the landscape within whids thiork will develop modelling

techniques that will aim to provide improved accyraver those currently in common

use.

1.2 Programme of work

This thesis is submitted under the University ofniefaester’s ‘alternative format’, which
allows inclusion of standalone sections suitabtepiablication in a peer-reviewed journal.
These pieces of work can be in unpublished or phbtl form. These papers are preceded
by introductory and methods chapters to place ¢isearch in context. They are followed
by conclusions and suggested further work to baitdarrative that will form one coherent
body of work. Because the work fell into distinétivcategories of materials
characterisation, code development and computeudlaiions, it was well suited for

submission under this alternative format.

As the papers are presented in pre-publication ,fah@ numbering for pages, figures,
tables, equations and references appear in cotibnuaith the rest of the thesis. For ease
of referencing, each of the journal papers (i.eafiérs3-5) has its own standalone

bibliography in addition to the main one.
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This work was developed as part of the Fusion Dratfbraining Network (FDTN), which

Is a collaboration of academic and government rekemstitutions working together to
provide a world-leading fusion energy postgraduedming programme for UK scientists
and engineers leading to the award of PhD degiBes.institutions involved are the
Universities of Durham, Liverpool, Manchester, Oxfand York, in collaboration with
the Culham Centre for Fusion Energy (CCFE) andQkatral Laser Facility, and with
funding from the Engineering and Physical ScierResearch Council (EPSRC). As such,
the initial six months was spent understandingrthgsion of the community in making
fusion power a reality, the overall design of a kitog magnetic confinement fusion
(MCF) reactor and more specifically the interactimtween the plasma and fusion process
with the materials that would contain them. Theseai delicate balance between the
selection of materials and plasma confinement, wimcturn impacts plant efficiency. As
part of this, time was spent studying the literatan the use of ceramics in fusion
engineering and the important role of computer miodein supporting predictions about
their behaviour. It was important to understandséh@rinciples before developing a
programme of work to best distinguish areas ofaegethat would benefit from further

work.

The following year was spent gaining experiencecaénamic composites through their
machining, imaging, thermal and mechanical charesetion of their highly anisotropic
behaviour. Initial 3D imaging through X-ray tomoghg highlighted the difficulty in fully
resolving microstructures because of the near iclEnK-ray absorption coefficients of
both matrix and fibre phases of the material. I weerefore decided to concentrate efforts
on the joining of ceramics to metals, an importarttcedure for power plant design that
has proven difficult to accomplish well. The compots which were most readily

available that made use of a ceramic/metal joinewmart of the power plant cooling
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system. This naturally led the research to focusthen thermal performance at these

interfaces.

This research formed the basis of the first papleichvinvestigated a series of joining
techniques. It was found, through experimental exation, that samples produced to
have similar macroscopic geometries had drasticallyying thermal performance.
Investigation of the microstructures at the inteefdy X-ray tomography was performed to

determine mechanisms which might cause this.

Despite realising the importance of these micrastines on performance, traditionally
these would not be included in any modelling ofigiesd components. It was decided to
attempt to build upon previous work performed by tmaging group at the University of
Manchester, which converts high resolution thremeafisional tomography images into

finite element models of composites with the ainprfducing more accurate results.

Using current tomography equipment, a 10 mm diansaeple would have a resolution
of approximately 5 um with the final image beingd@& 2000 x 2000 pixels in size, or

8 billion voxels. If the whole domain was turnedoina finite element mesh at full

resolution it would require 40 billion elements, evé traditional finite element analyses
use around 50 thousand elements. It quickly becepa that the tools available at the
time were not adequate to cope with the signifidantease in data associated with the
high-resolution required to faithfully capture thecrostructures. In order to successfully
run on commercial FE software using a high-end wiation, the image required

downsampling to 5% of its original resolution. Ti®duced a model with approximately
1 million elements, two orders of magnitude gredtean used by engineers, but only

retained the largest of features, which servedtts iore than proof of principle. The
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following year was dedicated to developing softweapable of achieving a simulation of
the thermal experiment at a resolution deemed bigbhugh to capture the features of

interest.

In order to maximise potential of computing poweeparallel solution was sought. It was
decided to join an on-going open source paralldlfioject (ParaFEM, spearheaded by
Dr Lee Margetts, University of Manchester) as thsuld benefit from collaboration that
would bring a wealth of experience, a strong pnsterg framework for the code and
would maximise exposure of any output hoped to eaehithrough the existing user

community.

The ParaFEM project is based on a widely-used ac@dEEM text book which thus
served as a guide for development [6]. The textboohktains a series of programs
developed to solve specific analytical problems,ciwhform the foundation for more
complex simulations like the one in question. Thekistarted by adapting a program that
solved a steady state pressure gradient in ser@hé that solved a thermal gradient. This
worked as a way for the author to familiarise hilihgath the code’s structure. Once
successfully validated against an analytical probéed a commercial solver a progression

was made to perform the same simulation with allednde.

After this had been achieved the code was genedalis be able to solve any given
geometry and variable boundary conditions. Thetufea were added, one at a time, with
each step requiring debugging and thorough vabdatiThe largest change was the
addition of the transient state, which requirecethinking of how the input/output (1/O)

was handled and careful ordering of solution stégse product of this development

formed the second paper with particular interedtincspeed of solution but scalability
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with increasing number of computing cores. Compatedthe currently available
commercial solvers, it opened up new areas of sitiwns. Computations that previously
could not be run were now possible and becameipactvith simulation time reducing

from a theoretical 224 days to 1 hour and 54 mmute

Effort was also given to streamlining the workfldy creating pre- and post-processing
tools specific to the thermal analysis and inpgttito development of tools by Louise

Lever (University of Manchester) as part of the evi@araFEM project.

The final six months, a culmination of the expecemained through previous work, was
spent collecting more tomography data for a compbdesigned for a fusion reactor that
utilised one of the previously studied joining terjues. Data for the original thermal
analysis sample and the new component were thereded to an FE model. The former
was used as validation of the technique, whilstdkter gave insight tm situ performance

that was not yet testable experimentally. This galie opportunity to provide

recommendations for improvements in future desigings work is presented in the third

and final paper.

It is not intended for this technique to replaceCAodelling, rather to contribute at a
later stage in the R&D process. CAD modelling aBathie quick profiling of a series of

design specifications for optimisation purposesisTis used to narrow the number of
candidate designs to a few that will be manufactdioe testing, a process which is iterated
until a final design is nominated. Image-based riodewill highlight discrepancies

between CAD and real world performance due to featintroduced in the manufacturing
process. This can be used to either target issussduced in manufacturing or suggest

design changes that take account of these features.
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1.3 Collaborator contributions
The papers, in their presented form, are readysfitamission to peer-reviewed journals.
The work was undertaken with co-authors; as suehfahowing section will detail the

contribution of each author for each paper.

1.3.1 Contributions to Chapter 3

The joining technique development and its impleragom were entirely performed by the
authors Casalegno and Ferraris at Politecnico din®o Further sample preparation for
thermal analysis was performed by the first authbmmography imaging was also
performed by the first author in consultation wittonard and Lowe to mitigate artefacts
caused by high absorption contrast. Visualisatiwhienage analysis was performed by the
first author. Thermal analysis was performed by fingt author in consultation with
Schmidt to ensure accurate results for multilayet eomposite samples. The paper and
figures were produced by the first author with el contributions from Margetts, Lee

and Mummery.

1.3.2 Contributions to Chapter 4

The software for this paper was co-developed byntaen author and Margetts, and was
based on extensive parallel libraries previouslyetigped by Margetts. Pre and post
processing tools were co-developed by the firsh@utMargetts and Lever. The materials
used for the case study were supplied by WindehdNational Laboratory). Simulations
were prepared and performed by the first autharomsultation with Margetts. The paper
and figures contained within were the work of thestfauthor. Again, Margetts and

Mummery provided editorial comments.
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1.3.3 Contributions to Chapter 5

As with Chapter3, the materials were manufactured by Casalegno Famchris, with
additional SEM work by Casalegno. Tomography imggih the samples was performed
by the first author in consultation with Lowe. Thel analysis was performed by the first
author in consultation with Schmidt. Developing theameters and boundary conditions
to accurately represent the experimental thermallyais was the work of the first author in
consultation with Schmidt and Lindemann (Netzsahho developed the experimental
apparatus. Analyses of the experimental and cortipng results were performed by the
author in consultation with Wallwork for the therndhffusivity and Lever for high-end
visualisation. The conceptual ideas for the paperewthe first author’'s with Margetts
providing an advisory role throughout. Margetts akibmmery provided editorial

comments.

1.4 Background

This background section will provide a generaladtrction to fusion energy. By looking
at the current energy climate, mix of energy sasirged the issues related to them an
argument is presented as to why fusion should bagh priority for governments
worldwide. Then consideration is given to the abradles facing the fusion energy research
community in realising this goal. Finally, relatitigs work to the field, the specific issue
of materials for fusion applications is introducdthe requirements asked of the materials
are discussed and candidate materials are presehte@void repetition, background
specifics on the materials investigated in this kwvare reserved for the journal papers

(i.e. Chapters8-5).
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1.4.1 Current status of world energy

It has been known for many years that the worldeiading towards a global energy crisis.
Modern technology-hungry lifestyles have a highemdnd per capita for electricity and
fuel [7]. As large nations like China and India @eing through their own ‘industrial
revolution’, predictions see the world’s energy smmption set to soar over the coming

century, as shown in Figufel.
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Figure 1.1.Projection of world energy demand and suggly

It is now the consensus that man has played soménphe earth’s global warming, most
probably through C®emissions due to burning fossil fuels [9] [10] [t is not known if
the effect already observed is reversible, butressgy consumption is set to rise, cutting
carbon emissions is essential to prevent accaterati global warming’s effects. Figure
1.2 shows the increase in carbon emissions ovepdbetwo centuries. There is currently
research into carbon capturing technology to altmmtinued use of fossil fuels whilst
mitigating carbon emissions [12]. But even if meoairces of fossil fuels are discovered it
would only defer the need to develop alternativedn’ sources of energy to replace their

finite supply [13] [14].
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As fossil fuel reserves are depleted there willnh@re demand for less traditional fuels
which have previously been considered too expensisvever, it is accepted that the
current forecasts for energy demand will far oytstvhat can feasibly be provided by
energy sources such as renewables and biofueks wichild be true regardless of efforts to

curb our energy uses or increase the efficien@uofappliances, gadgets etc. [15].
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1.4.2 The challenges facing delivery of fusion energy

Nuclear fission is regarded as one alternative ggneource. But many nuclear research
programmes were scaled back or abandoned in the afakccidents in the 1970s and 80s
(the biggest being Chernobyl [17]). Recently, daethe energy crisis becoming more
apparent, there has been a recent resurgence leanuesearch. The United States, for
example, are now commissioning the constructiotheffirst new fission power plants to

be built in 30 years [18]. Fission reactors renaagontentious political issue mainly due to
potential of enrichment for weapons and the wasgady left by a reactor. Therefore any

country planning to develop a nuclear programme tnoosnply with strict codes of
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conduct set out by the International Atomic Enefgyency (IAEA). These plans are often

met with negative reactions by the media and agotam of the public [19].

Deuterium Helium
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Figure 1.3. Deuterium-Tritium (DT) fusion reactidi20].

Since the early hydrogen bomb tests in the 195@sipri energy has been seen as a
potential alternative to fission [21]. Fusion reaws require two nuclei to be fused together
utilising very high temperatures or pressures tercome the Coulomb barrier, resulting in
the creation of new particles and emission of ragsr This process is shown in Figdr8.
The resultant mass loss from the system is releiasée form of kinetic energy, which is
carried by the reaction products [22]. The levelediitted energy released depends on
particle selection. The likelihood of an interaatibetween particles is expressed as an
atom’s cross-section. As can be seen in Figude deuterium-tritium reactions are most
likely to bring commercial fusion energy due thgher probability of a reaction at lower,

more achievable, energies.
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Figure 1.4. Fusion reaction cross-sections of light atoms;rbgdn (p), deuterium (D), tritium (T), helium (Hehd
boron (B)[23].

It was realised early on that confinement of plaswes the most likely avenue for
successful results, but no real headway was madé the Russians developed the
tokamak T-4 in 1968 [24] [25]. Early experimenteds linear confinement of the plasma,
which suffered losses at either end. By bringing tiio linear ends together, the toroidal
shape of the tokamak overcomes this issue. The ioatdn of a toroidal driving current
through the plasma along with toroidal and poloiaa@gnetic fields further increased the
confinement efficiency, thus greatly increasing pinebability of the occurrence of fusion
reactions [22]. A schematic representation of ame&k can be seen in Figutes. This
brought the possibility of being able to harness shme great power that also drives the
sun a big step closer. Today, more governmentakesmnainvested in fusion research than
all other energy research fields combined [26f Keen as a realistic and viable option for
the future that could suffice the energy needshefworld whilst also answering many of

the problems plaguing other forms of energy.
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Figure 1.5. Schematic representation of tokamak defgi.

Abundance of fuel- the basic fusion reaction proposed for use wepglants depends
solely on hydrogen. It uses two isotopes of hydnpglkeuterium and tritium. There is
enough deuterium available in sea water to sugmyworld’s fusion power stations
for the sun’s lifespan, however, tritium is rareedto its short half-life of
approximately 12 years. A key obstacle in desigmirigsion power plant is to have a

self-sufficient tritium cycle by including a trita breeding process [28].

Clean energy— The resulting particles from a DT fusion reactare only hydrogen and
neutrons, producing no active radionuclides. Thoeeefif careful selection of the
reactor’s structural materials is made, it wouldpessible to design a power plant

with a very small amount of radioactive waste aewzxarbon emissions [28].

Safe energy— Without drastically altering the design of a meic confinement fusion
(MCF) tokamak, it would be very difficult to sedsetuse the process to develop

weapons [29]. Inertial confinement fusion (ICF) de@s on creating small
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explosions at a high frequency. ICF technologyieelative infancy and currently no
prospective designs for a power plant are availdile it is conceivable that the

technology could be used for arms [30].

1.4.3 Considerations for materials selection

If fusion energy is to be accepted by the publis #ssential that the amount of radioactive
waste produced is kept to a minimum. Since theofuseaction itself produces no waste,
the only active products created are those whemdérons interact with the structural

materials of the reactor itself. But the demands noaterials in a reactor are high.

Depending on their position within the reactor &maction they are expected to withstand;
high thermal loads, plasma erosion, large forcemfdisruptions and a high neutron flux
(causing a high number of displacements per atgoma)jd The material is required to

withstand this without interacting with the plasmis, current, the magnetic field and

keeping activation levels low [31]. Therefore, dateselection of materials to meet these
criteria is crucial to a successful power plantigiesA schematic representation of the
interior of a tokamak and its cross-section canseen in Figurel.6. This work will

concentrate on plasma facing components, partigutee divertor.

First wall and
blanket module

Divertor

Figure 1.6. Schematic representation of a tokamak interioritcross-sectiof82].
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A large factor in considering material choice is iesponse to irradiation damage.
Previously, there have been no examples wheretgtalenaterials have been required to
withstand such high neutron fluxes at high enetd,{ MeV). As this is a requirement
specific to fusion energy (the neutrons producecxigting fission reactions are at much

lower energies and flux), work in this field isita infancy.

Radiation damage is caused by collisions betwegiated particles and the bulk material
pp. 73-124 [33]. If the material is crystallinegsie collisions will often cause permanent
displacements of particles, which will produce vagas and interstitial atoms within the
crystal lattice. Figurel.7 shows various lattice defects caused by cofisi With
increasing damage from collisions, the intersstiat vacancies tend to group together to
form dislocation loops. These loops diffuse throutje crystal grain towards grain

boundaries pp. 155-190 [33].
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Figure 1.7. Schematic drawing of various crystal lattice defea) Interstitial impurity atom, b) Edge disldoat, c) Self
interstitial atom, d) Vacancy, e) Precipitate ofpimity atoms, f) Vacancy type dislocation loop, Igjerstitial type
dislocation loop, h) Substitutional impurity atg&#].
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The elasticity of a material is its ability to tearprily rearrange particles when stress is
applied. The defects introduced by irradiation dgenare obstacles to the movement of
particles, working against this ability. Thus, di@ion-damaged material becomes
hardened; the yield strength and ultimate tendilength increase. However, the yield
strength increases at a greater rate than the atétitensile strength, meaning that the
plastic domain decreases and the material becoroes brittle (i.e. decreased ductility)
pp. 581-642 [33]. A comparison of typical stregsist curves for unirradiated and
irradiated steel can be seen in Figlir@. Similarly, introduced defects act as obstatdes

thermal and electrical conductivity, decreasingrtiegerial’s conductivity.
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Figure 1.8. Comparison of typical stress-strain curves fornaiiated and irradiated st¢8b].

The radiated particle can sometimes interact dyrewith the nucleus of lattice atoms in
collisions which cause transmutations. This medrmantommonly produces hydrogen or
helium atoms that quickly accumulate to form bubld&d become nucleation points for
voids. The presence of these voids in the mateaake it to swell pp. 343-432 [33].

Depending on the geometry of the irradiated santpke swelling often causes a stress to
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be developed within a component. Due to the deeckdsictility and void formation, this
usually leads to cracking pp. 643-710 [33] whicim ¢eve a significant effect on the

mechanical properties.

[~ Further matrix fracture, Fi
crack deflection at f iber
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stress-gtrain
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Figure 1.9. Comparison of ideal stress-strain behaviour of rfitiio and composite cerami¢36].

Because of the extreme environment in fusion reactauch interest has been shown in
ceramics because of their improved performanceagdt temperatures compared to steels
[37]. However, due to their brittle behaviour wiiliimate tensile failure at relatively low
strains, their use in monolithic form is limited.egpite this, when used as a ceramic
composite (such asC) they display mechanical behaviour analogousntials (i.e.
having a plastic deformation zone) that allows damage tolerance, but can be used at
higher temperatures. A comparison of monolithic tfmp and composite ceramic
behaviour can be seen in Figuied. This change in behaviour occurs due to the
reinforcing fibres redistributing stresses fromrack tip propagating through the matrix.
Thus, the fibre reinforcement impedes the crackpagation. The slower the crack
propagation, the more ‘ductile’ the ceramic comppo$s seen to behave [38] i.e. it is
considered to be pseudo-ductile. In addition ts,thigher operating temperatures, lower
mass densities and electromagnetic insulating ptiegemake ceramics an attractive

choice for fusion.
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Because low atomic numbers (Z values) aid the atitig of plasma impurities, carbon is
a strong candidate material for fusion reactord.[89 addition to this it also possesses
attractive structural and thermal properties. Urgdently, tokamaks used graphite tiles for
the £' wall (shown in Figurel.6), but this has been problematic. Due to theraation
with plasma, it suffers from erosion caused by tgpitg [40] and a build-up of
hydrocarbons on the surface [41] [42], as seenignrE 1.10. This releases dust into the
plasma which detrimentally effects its confinemigd]. Carbon also retains tritium, which
Is radioactive and is dangerous if inhaled or dig$44]. This is problematic because if
the on-site tritium inventory exceeds acceptableele power-plant operation must be
halted until cleaning procedures reduce these twitien the safety limits [45]. With no
solution to these problems being found, the Jointogean Torus (JET) has recently
replaced its graphite panels with beryllium onestésting [46]. However, as ITER will
initially operate without tritium, carbon is stikeing used in composite form within some
components, most notably the lower part of the rtlre(see Figurel.6). It is currently
planned to replace these sections with tungsten latiTER’s life, and it is not known if
carbon will be used in the first DEMO reactor. Waskich as the research presented in the
following papers, will contribute towards the knedbe required to make informed

decisions regarding choice of materials and tHenable uses.

Figure 1.10.Hydrocarbon build-up on graphite panpi3].
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This project uses image-based finite element miogdel{IBFEM). This entails using a
designated scanning method to build a 3D geometaip of a sample. Traditionally, finite
element modelling (FEM) uses idealised geometriested in computer aided design

(CAD) packages.

The two main benefits seen by modelling real, nathan idealised, geometries are:

* Flaws in the manufacturing of the material, suctpasosity, cracks or any other
manufacturing defects are included directly inriadel.
» Direct comparison to experimental results can bdares the modelled sample can

also be subjected to laboratory tests.

This has been demonstrated in work by @flial. [48], which investigated mechanical
performance of a carbon fibre composite (CFC) aochpared results for stress-strain
curves measured experimentally with ones calculagedBFEM, unit cell analysis and
analytically. Representative images of each armalgse shown in Figur@.1 (a) - (d)
respectively. Experimental data was collected usimgnstron universal testing machine.
Simulations were performed using commercial FEAvgafe, with IBFEM constructed
from X-ray tomography data, unit cell analysis isrepresentation of the smallest
repeatable volume within the composite and theytinal model was a simplified ¥90°
laminate. Comparison of results, shown in Fig@r2, demonstrated that the IBFEM
approach in this instance could give more accysegdictions than unit cell or analytical

models.
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0 ° laminate

90 ° laminate

Figure 2.1.Carbon fibre composite represented by (a) photdgflapimage-based model constructed from X-ray
tomography data (c) unit cell and (d) analyticaldelo[48].
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Figure 2.2. Comparison of experiment and differing modellingmaches for a CFC composite, stress-strain curve for
(a) a graphitised composite in perpendicular dimecand (b) an ungraphitised composite in lamimaafion[48].

Another benefit of IBFEM is the ability to model ryecomplex structures that would
otherwise be too time-consuming to realisticallyorestruct. Figur@.3 is a scanned image
of aluminium foam, an example of a structure tomptex to produce on a traditional

CAD program.



METHODS 49

Figure 2.3.3D image of Aluminium foam with hundreds of milie of elements made with tomography d4&.

This chapter will introduce the techniques useninplement image-based modelling. Each
subsection will concentrate on an element of thekfiamv giving some background
information, theory and reasoning for method seectHowever, experiment specific

parameters are reserved for presentation in thegbpapers (i.e. Chaptedsb).

2.1 Experimental collection of input material properties

Material behaviour is a complex combination of eowmental conditions, loading

regimes, previous material history, molecular strree and other similar key factors.
However, component performance for a specific $eheironmental conditions is largely

dominated by the material it is composed of andy@smetry. To create a computational
model, in order to predict the behaviour of a maten some environment, the material
must first be characterised. This is achieved blfecting experimental data for the

individual materials to obtain characteristics swashthermal or mechanical behaviour,

which are used as input data for the model.

As this work is concerned with thermal modellingtioé materials, the material properties
required to model this in transient state are tlagconductivity,K, specific heat capacity,

¢p, and mass density,
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As the samples are manufactured to a known geomiteyvolume can be calculated,
whereas mass is measured by the use of a balancle mbans density is easily calculated

by combining the aforementioned properties.

Measuring the thermal properties requires an experial setup which is rather more
involved. A range of techniques exist includingt bot exclusive to, modified transient
plane source (MTPS), transient line source, laskshf analysis (LFA) and
thermoreflectance. Each method has its advantaggslisadvantages for a given set of
requirements. Laser flash was the method of chadieeto its suitability to measure small
solid samples non-destructively (if kept within emiperature range suitable for the
material), its wide temperature range to providegerature dependent data and its ability
to provide values for both thermal conductivity as@ecific heat in one set of

measurements [50].

This experiment is performed by subjecting the ffrtate of a disc-shaped sample of
thickness L to a uniform heat pulse of energy using a laser. The instantaneous
temperature rise on the rear fa€e,is measured by an infra-red camera. If the masimu
temperature increase of the rear fabg,,, IS given by Equatior2(1l), the normalised

temperature increase on the rear f&cesan be represented by Equatiar®y.

Q
Trmax m o
V= T
Tmax

2.2)
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At any time,t, Q can also be non-dimensionalisedutdy Equation 2.3).

t
w = T[ KL_Z
(2.3)

wherek is the thermal diffusivity. Parkeat al. [51] show that, if no heat losses occur, the
temperature distribution at any timeg,given by Carslaw and Jaeger [52] (Equat#d)),
can be combined with Equation2.Z) and 2.3) to represent the normalised temperature

increase on the rear fadg, as Equationd.5).

Q n?m?
T=p— 1+ZZ( 1)"exp( 2 t)]
(2.4)
V=1+2 Z(—l)"exp(—nzw)
n=1
(2.5)
Tmax
T(°C)
Tmax

~WV

ti (s)

Figure 2.4. Typical temperature curve measured on rear fasample after initial heat pulse.

Experimentally, the temperature on the rear facéhefsample is measured and plotted
against time, as in Figuz4. The rise-time can be measured from this.dfghlse length
is assumed to be sufficiently small, Equati@rb] becomes the Parker expression

(Equation 2.6)) [51]. The half rise-timet, ,,, along with sample thickness, can then be



52 METHODS

used to calculate the thermal diffusivity. With thevailable apparatus, absolute
temperature is not measured and the energy incidenthe sample from the laser is
unknown, therefore specific heat capacity is cal@ad by the comparison of results to
those of a reference sample, measured in the sgpeeiment. Thus, thermal conductivity
can be calculated from the combination of therm#ilsivity, specific heat capacity and

mass density (see Equatiéh{)). This information is enough to provide matkproperty

input parameters for the simulations planned ig Work.

0.1388 - L2
K=——"—
t1/2
(2.6)
K = Kkc,p
(2.7)

2.2 Creating a digital geometry from 3D images

2.2.1 Image acquisition: X-ray Tomography

The first step in IBFEM is to reproduce a 3D maptled sample by a chosen method.
Different methods are used depending on the tymawiple. Popular examples are; X-ray
tomography, magnetic resonant imaging, acousticginga (such as sonar) or LIDAR
(Light Detection and Ranging, which uses laserBgsE different methods are used in very
different circumstances, such as study of uppeospimeric physics, deep sea navigation
or medical imaging. The strength they have in comnstheir non-destructive testing

qualities. The choice of method would depend on;

» the environment in which the scanning was made (&gcanning under water,
certain equipment might not be easily transporjable
» the type of sample being scanned (e.g. it wouldrzkesirable to use X-rays to scan

a live embryo)
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Other factors must be considered, such as theediessolution and the size of the sample.

X-ray source sample array detector
stap-by-step :
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Figure 2.5. Schematic representation of X-ray tomography imeggiisition metho¢b3].

The current study requires high resolution imagihgelatively small samples, typically 1
to 3 cm in diameter. As the sample material is apafut insensitive to X-rays, it has been
decided to use X-ray tomography. In medical cirdbes method is also known as
computerised/computer aided tomography (CT/CAT kcawork completed by
Berreet al.[54] shows an experiment with a similar procediar¢he one planned for this

work and results demonstrating the potential «f thethod.

The principle behind CT is to place the sample betwan X-ray source and a detector and
take a 2D image (radiograph) which is a projectidrthe total X-ray attenuation along
each path from the source to the detector. Thiggeated, each time rotating the sample a
small amount until a full rotation has been conmgidetas shown in Figur@.5. It is
sometimes preferable to rotate the source andtdet@ound the sample, depending on its
size and geometry. The set of radiographs is reéaarted to form a tomograph. A number
of methods can be used to combine the individualir@Bges and then reconstruct a 3D
image [55]. Most commonly, fast Fourier transforethniques are used for 2D image

combination and a back-projection algorithm to retouct the 3D image. The 3D
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reconstruction is usually exported as a stack @afges which represent 2D slices through

the tomography data.

At the University of Manchester, the ManchesteraX-imaging Facility has several
imaging scanners and a reconstruction and vistiaiisaomputer suite. For this work the
Nikon Metrology 225/320 kV system (using the 225 Ikdburce) was used, the
specifications of which are in Appendix A: Nikon Maogy 225/320 kV system at

Manchester X-ray Imaging Facility and are takemfithe School of Materials’ website.

An example radiograph and tomography slices of & €&mple can be seen in Figré.
The CFC is developed using a preform of panox psecu fibres. Continuous
unidirectional fibre layers (approximately 85%) ameedle punched’ together with a mat
of fibres with random directionality (approximatel$%). This fabric is then laid up with a
0/90 orientation and needle punched further. Theefpreforms are then carbonised at
1700°C. Densification is carried out via a naphehal route at 1400°C using a Lewis acid
catalyst. These samples are in their pre-graphdisastage. The fibre diameter is

approximately 7pm.

In clockwise order, commencing at the upper lefiguFe 2.6 shows an example
radiograph, a cross-section where layers can bénglisshed by change in porosity
alignment, a felt layer (random fibre direction) deavisible by random distribution of

porosity and a layer of unidirectional fibres mawsble by aligned porosity.

Tomography is now a well-established technique Wiscstill constantly improving due to
advances in computational power. A thorough treatroé the technique can be found in
text books such as [55], [56] and [57] which are thasis of the following brief

introduction to issues surrounding acquisition efay tomography images.
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Figure 2.6. Example radiograph and tomogra, slices of CFC sample.

The quality of the final 3D image is a combinati@inseveral factol which fall into two
categories:those affecting the individual 2D riographs and those introducwhen
combining the radiographs to make a 3D tomogrOf the forme, there are two main
influences on image quali spatial resolution andignal noise. The spatial resoluti
depends on the detectresolution. However, a o@ beam projectic can be used to
‘magnify’ the image by varyir the distance between P&y source, sample and detec
Signal noisare fluctuations in the -ray counts measurexhused by transient variations
the X-rayphotons emitted from tl source or thewumber counted by thdetector itself.
Even for a perfectly homogeneous sample a distobutf attenuation data would
observed, rather than one value, as sho\ Figure2.7. This type of noise can be reduc
by counting Xray photons for a longer acquisition timeus improving data statisti i.e.

signal to noise ratio (SN

When producing a tomography imait is beneficial to maximise the signal contr
between the background and the various materidlinMihe scanned sample to facilit:

differentiation in analysis. To achieve this regsifine tuningof the X-ray energy used
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(current and voltage) and use of filters to remoneanted sections of the X-ray spectrum.
This is a process which will depend on the mategpkes and thickness of the sample.
Figure2.8 demonstrates how these factors can impacthitieydo resolve the boundaries

of samples in a reconstructed tomography image.
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Figure 2.7.Plot showing distribution of greyscale values rathan one value for a perfectly homogeneous nateri

Figure 2.8.Schematic demonstrating of how contrast to noise can effect resolving features in image fromaetual
sample geometry to (b) reconstructed image witeapsample boundaries due to image quality faetwls(c) increased
difficulty in resolving with lower resolution image

a

The features introduced when combining radiograiphs a tomograph are caused by
mathematical phenomena of the projection algorithiit&e main ones are known as;
streaking artefacts, beam hardening artefacts, endubling (ghosting) artefacts, ring

artefacts and edge artefacts. Streaking, see FRjlife is caused by insufficient data for
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reconstruction due to low number of projections.dftfects are reduced by increasing this
number (i.e. reducing the angular step size betweach sample rotation). Beam
hardening, also Figurg. 11, occurs when low energy X-rays are entirelgratated by the
sample, thus changing the mean energy of the gpecirhis causes boundaries to appear
brighter (i.e. have a higher coefficient of atteiw@. By using filtering algorithms during

the reconstruction stage the effect these candaeeel, as shown in Figuge9.

b
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a
Figure 2.9.Greyscale value profile across sample affecteddayrbhardening (a) before and (b) after applying a
correction filter[58].

Image doubling happens when the centre of rotatiequired for reconstruction, is not
calculated correctly. The centre of rotation cardiffecult to calculate when the sample’s
central axis is at an angle. Ring artefacts, shiowfigure2.10 (a), are caused by hardware
issues, and thus are manifested as systemati@acdespread across the whole sample
rotation. Edge artefacts are observed where theréaege gradients in the coefficient of
attenuation i.e. at the edge of a sample or orbtlumdary between two materials, seen in
Figure 2.10 (b). These artefacts can be difficult to naiteg during the scanning or

reconstruction stages and therefore require atteidtiiring image post processing.
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Ring effect
artefact

a
Figure 2.10.Artefacts in reconstructed image of CFC sample dya)tring and (b) edge effects.

These features ultimately all contribute towards thasolution of the image and dictate
what micro-structures within your sample are obakle, therefore can be included in
IBFEM, and which ones are obscured by noise orfant® However, despite the
aforementioned techniques to improve image quatitg,not always the best option to run
a very ‘high-quality’ scan (i.e. large number of #Bages and long acquisition time). Data
files can rapidly become very large (currentlydilef up to 320 Gb have been used), this
causes the time required for reconstruction toeiase and rendering images of this size for

study would be impossible without a computer withigh specification graphics card.

2.2.2 Segmentation and Meshing

The majority of CT scanners come with their owngoé® image acquisition software and
reconstruction algorithms. However, the output lbeanners will be of a similar format
(i.e. a stack of 2D tomography slices). Each skca greyscale image, with each pixel’s
greyscale value corresponding to an X-ray atteonatioefficient i.e. if an area of the

sample is highly X-ray absorbent it will appeahligon the image (high greyscale value),
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as seen in Figur@.11. This work made use of CT Pro (Nikon Metroldgy, Tring,

Hertfordshire, UK) for tomograph reconstructions.

a
Figure 2.11.Tomography slices of carbon fibre preform in (& and (b) x-y planes.

Software can then be used to visualise the reguiltiage in 3D by combining the stack of
2D tomography slices, an example of which can lea s Figure2.12. The 3D volume is
visualised as a 2D image with perspective which lsarmanipulated interactively, it is
now also possible to display the images stereosabhpi(‘real’ 3D) with the appropriate

software and hardware.

Depending on the software, many different techrsgmay be used to aid visualisation of
the scanned geometry. The software used in thi& wa@ Avizo (VSG, Mérignac Cedex,

France) and Simpleware (Simpleware Ltd., ExetexddeUK).

Little quantifiable data can be gained from vissidion alone, but it can be a powerful tool
to view inside samples. Empirically, it can be Hena to view the size and frequency of
cracks, the quantity of porosity etc. thus, a Ivettea of the sample’s structure is obtained.
Visualisation is done by assigning a range of adoaorresponding to the X-ray

absorption levels to each voxel (3D pixel). Altemely, certain ranges of greyscale can be
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fillered completely. Otér techniques are to crealsosurfaces or block volumes tt

include a range of greyscale values, this can be os@@asure surface areas or volul

Creating block volumes is the technique that ist ls8ted to create geometries

modelling purposes. This procedure involveviding the volume into different sectio
(i.e. separating the different materials) and @b ssi called segmentation, as seeFigure
2.13. Because of the auth®personal preference of the tools availathis work uses th

Simpleware software for the segmentation proce

Figure 2.12.Examples of tomography data visualisation techrdg(a) voltume renderingith segmented porosit(b)
tomography greyscale slices, (©lwme rendering showing internal structure all 8/30 panox CFC and ( X-ray
absorption iso-surface of carbon fibre preform.
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Figure 2.13.Surface rendering of 0/90 panox CFC (purple) segedeby greyscale thresholding, porosity segmenyed b
boolean logic with remaining image volume then saefeal into internal porosity (red) and porosity mecied to the
external environment (green) by floodfill tools.

The aim of segmentation is to create an accura#atirepresentation of the sample
geometry by defining the material boundaries withitomography image to the maximum
allowable accuracy. This accuracy is dependenthenimnage quality as mentioned in

section2.2.1.

The difficulty in accurate segmentation, introdutsdthese artefacts and noise, is that the
material boundaries become broadened (i.e. illh@efi and single materials aren’t
composed of a single greyscale value but rathanger of values. If the greyscale contrast
at these boundaries isn’t sufficient it can beceery difficult to accurately distinguish the

various materials, especially if using automateghsentation tools [59].
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Figure 2.14. Tomography slice of CFC-Cu_GS sample, describeddtiose3.2, in x-z plane with annotations showing
locations of greyscale profile lines used by FiglitEs and Table2.1 data point locations.
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Figure 2.15. Greyscale values along profile lines from the torapyy slice in Figure.14 (a) showing profiles in
x-direction through the Cu (yellow) and CFC (grey) enals separately and (b) in z-direction traverdiogh material
layers.
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Table 2.1
Data from tomography slice of CFC-Cu_GS sampleFsgare2.14, showing varying greyscale values at different
locations within same material.

Point Surrounding Material Greyscale Value
1 External Air 2

2 Porosity 8

3 CFC 20

4 CFC 28

5 Cu 230

6 Cu 170

Figure2.14 shows a tomography slice containing Cu, CF€tharefore porosity and the
air surrounding the sample. By taking greyscaldileoacross the image, shown in Figure
2.15, it can be seen that the contrast between &feCair is low, making distinguishing
features difficult. Additionally, beam hardeningpeesent near the edges of the Cu layer.
By comparing greyscale values from the same matatidifferent locations, Tablg.1

enforces this observation that materials don’t giwengle greyscale value.

If automated segmentation by thresholding was aitedh globally across the image it
would, in actuality, result in boundaries which emiixdiffering materials. This is what's

seen in Figur@.16, where the greyscale values found in Tablewere used as guides for
thresholding. Images (a) — (d) demonstrate thaliriop a balance between air/porosity and
CFC is difficult, especially around the lower portiof the frame where artefacts from the
Cu cause the surrounding air to have increasedsgagy values. Image (g) apparently
shows the Cu as being well defined. Closer inspectimage (h), shows surface
micro-structures which aren’t included in the segtagon. Broadening the thresholding
values captures these features but also includgisng of CFC. It can therefore be
concluded that naive thresholding on a global lelas not suffice in accurately defining

the material boundaries.
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|

a) Greyscale: Min - 8 b) Greyscale: 19 - 21

| o

c) Greyscale: 15 - 25 d) Greyscale: 12 - 100

SR T Sy

e) Greyscale: 150 - 210

f) Greyscale: 220 - Max

g) Greyscale: 130 - Max

h) Greyscale: 130 - Max i) Greyscale: 41 - Max

Figure 2.16.Attempts at using automated segmentation by utiere$holding means only, with each range of grdgsca
values either failing to fully capture the desiredterial or, conversely, unintentionally includisigrrounding material.
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Figure 2.17.Volume of three materials (surrounding air/porgs@¥C and Cu) contained within tomography image of
CFC-Cu_GS sample, described in sect®?, calculated from (a) measuring sample with aniwetre callipers
(b) greyscale data and (c) segmented data.
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To produce geometry with increased accuracy, sktemhniques may be used to clean the
data (such as smoothing, resampling etc.) and apptgmated processed on smaller
localised volumes. As previously mentioned, reamsion algorithms can often create
artefacts in the tomography slices. Often it isessary to manually clean data using a
paintbrush/eraser combination on individual 2D edian regions of low contrast. The
human eye is well equipped for this task as it demtern boundaries by considering a
larger surrounding area and following micro-struetuthrough the volume. Getting a final
clean geometry usable for modelling can be a slodr aduous process involving much
manual manipulation (sometimes taking days to ¢ldapending on the complexity of the
sample). However, the usefulness of the human agaat be overestimated. Its value is
increasingly being recognised with projects suctEgsWire aiming to exploit this via
‘crowdsourcing’, by providing ‘games’ where membesk the public perform image

segmentation in exchange for in-game rewards [6Q],

Accuracy of medical CT is often verified by the udea phantom, a sample of known
geometry and material properties to which images lwa calibrated, possible due to the
nature of repetitively scanning similar samples. (in-vivo tissue). Unfortunately it would
be impractical to produce phantoms of specific getnies tuned to each individual sample
in investigative research. But segmentation resdts be verified against what is known
about the sample. Returning to the example in Eigud4, this sample was fully
segmented for the work in chap&erThe sample dimensions were initially measuredgus
micrometre callipers, the calculated volumes am@wshin Figure2.17 (a). In imaging it
would be expected that as these materials wouldaotpresented by a single greyscale
value, these peaks would broaden. This is indeeat wh see in Figur2.17 (b), where the
volumes have been calculated from the number oélgoat each greyscale level. It can be

seen here that the broadening of the peaks causesgeslap of data for air/porosity and
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CFC materials. Thus it can be expected that thérasinbetween them would be low and
complexity of segmentation would increase (obseruedrigure 2.16). Segmentation

attempts to ‘re-binarise’ this data, a successftorie would see segmented volumes
matching those calculated initially. Although voletmnc comparison is not a guarantee of
accurate segmentation, it is a good indicator. Gompn of Figure2.17 (a) and (c)

demonstrates the apparent success of segmentatigdhi$ sample. The most sensitive
features to changes are the ones with most congglemetries, the porosity in this sample.
Manufacturer data states the volume of porosityhis CFC as 8 %. The segmentation
returned a value of 7.5 % (see chapleshowing relative agreement with loss of porosity
fraction most probably coming from pore sizes saralhan the spatial resolution of the

detector.

As demonstrated, the tomography images acquiratisnwork (chapter8 and5) were

very noisy due to the high contrast in the attenatoefficients of CFC and Cu. To
produce segmented images of the desired accuracly laaalised thresholding combined
with manual editing was required. To achieve thie following steps were followed
iteratively until the segmentation was of an adéguweccuracy (using visual verification

against the background image to decide when thgediad arrived).
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Import raw data.

« Crop excessive external volume.

Segment sample as one whole volume, ignoring iatetnuctures done by;

o Threshold with range containing CFC and Cu.

o Cauvity fill to include porosity whilst excluding &eenal air.

o Due to thresholding overlap with some external manual cleaning is
required using paint/unpaint.

o Ensure CFC, Cu and porosity are one continuouswelwith flood fill and
island removal.

o Use Boolean logic to create internal and extermasks to be used as basis
for rest of segmentation.

» Start sub-segmenting one material from ‘internakkhasing the steps mentioned
above on a more local basis. This is achieved usingmbination of ‘temporary’
and ‘final’ masks in order that thresholding logatlan be used as an initial step
then refined until ‘clean’.

* Repeat for remaining materials.

e Smooth surfaces using recursive Gaussian filteretiuce discontinuities due to
nature of voxelised data.

e Once completed, downsample data to required resoluffor targeted

computational hardware).

* Re-clean data, as noise can be introduced by résangbgorithm.

Once confident that the segmented geometry is adelguaccurate it is ready for meshing.
This involves dividing the geometry into smallererents, normally tetrahedral,
hexahedral or a combination of both elements (sgp&&2.18). Each element is composed
of nodes (4 and 8 nodes for tetrahedral and hexahedements, respectively) and

connecting vertices.
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Figure 2.18.Tetrahedral and Hexahedral elements used in fhément analysis.

A thorough discussion can be found in Benzb¢wal. [62] on the benefits of the different
element types. Preference often depends on theofypedelling conducted (such as finite
element modelling or computational fluid dynamies)d whether the mesh will be
adaptive or not. A discussion on the use of FEMreadlict material behaviour can be found

in Chapter2.3.

Meshing procedure must follow good practice, asbad* mesh will often result in

erroneous output or, worst case, a non-convergihgisn.

As the number of elements increase (by making thiealer) the results will tend towards
a more accurate solution, a schematic demonstr#tisgprinciple can be seen in Figure
2.19, but this will also increase computational enge and memory requirements.
Therefore a compromise must be reached betweeansysisources, number of elements

and time afforded to computation.

The size of elements within a model can be varldis is used to reduce the total number
of elements required. Smaller elements are needhedena large property change gradient

is expected (e.g. thermal) such as in the proxiwitieatures like cracks or pores. Whilst
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meshing, this can be achieved by associating dialielement size to surfaces or point
locations and prescribing a growth condition. Frdhese conditions, the meshing
algorithms will calculate the ‘best’ structure filve mesh through an iterative process. In
other words, small elements will be placed wherendd by the user and the algorithm

will ensure that no highly skewed elements will dreated whilst growing the element

size [63].
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Figure 2.19.Example of curve described by an increasing nurabeodes.

When meshing CAD geometries, which often consisegtilar shapes (cylinders etc.), it is
possible to use structured meshes. However, ifthéel geometry is irregular in shape (as
would be expected in this work) unstructured meshes more appropriate [62]. A
comparison of structured and unstructured meshexs fos the same geometry can be seen

in Figure2.20.
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Figure 2.20.Comparison of structured and unstructured mesheotdme geometfB4].

After the software has completed meshing it is irtgpd to take note of the output

statistics. The values of most interest are;

» total number of elements
e maximum growth ratio
» proportion of skewed elements

* ‘skewness’ of elements

The first property gives an idea of what computaigoower the model will require. The
following three give an idea of the ‘quality’ ofdihmodel. The user is required to know
what computer resources are available and whatsliare acceptable for mesh quality. If
these properties are within reasonable limits,nioglel is ready to be exported to a finite
element solving package. This work used the Simptewoftware to perform meshing due
to its stability in preserving material volumes amdating a sufficiently low proportion of
skewed elements in comparison to other softwareladk@. An example image of a

SiG/SIC composite mesh can be seen in Figue4.
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Figure 2.21. Surface of SigSiC composite with a typical mesh density requibydIBFEM to accurately describe
misco-structures.

2.3 Simulation: FEM
With the 3D model mesh completed and input mecla@icthermal data obtained it is
now possible to import the mesh into a finite elatrelver package which will be used to

predict the material’s behaviour.

FE models are a way of discretising a volume ta thelve a boundary value problem,
which is a set of partial differential equationtieTmethod of doing this will depend on the
discretisation of the geometry (i.e. which typeetdments used; tetrahedron, hexahedron
or a combination of these). Most methods use iterahtegration such as Runge-Kutta,
Euler or other such schemes to track the movemenhange in property value of each
node on an element. Each node on an element cerdaia relating to position and any
other properties which are part of the model’'s sofu For example, in a compression test
where the nodes will move these could be straineslor in a thermal test that is tracking
diffusivity, nodal temperature will be recorded.eTtmore properties that are recorded, the

more calculations it will take for the solutiondomplete. This will also mean that the size
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of data output files will increase. A good introtioa to FEM can be found in ‘The Finite

Element Method, A practical course’ by Liu and QU&%].

b C ™

Figure 2.22.Using FEM to calculate the movement of nodes oelament from (a) initial state when (b) perturlsd
strain of one node to (c) final equilibrium positidefined by loading and material properties i.euiYg's modulus and
Poisson's ratio in this instance.

Figure2.22 demonstrates a very simple system of massegected by springs. In the first
image the system is at equilibrium. If one nodehef element is displaced, FEM can be

used to calculate the magnitude and direction ofeneent of the other nodes.

For problems of low to middling complexity, commiatgpackages such as ABAQUS or

ANSYS are sufficient. However, as the complexityaoproblem increases so does the
computational power required for a solution. Ifralgem becomes complex, solving on a
desktop computer with traditional solvers becommpractical. If this is the case, codes
designed for high performance computing (HPC) ageiired. For example, this work used
the ParaFEM library of MPI subroutines, developgd_be Margetts, to create a custom
code for analysis. This allows the FEM code to beduin a parallel environment such as
HECTOR, the UK’s high-end computing resource, fuhtdg the UK Research Councils.

Further discussion on the development, capabiléresimplementation of the code can be

found in sectior?.4.
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After importing the mesh, the model must be buwltsletting up the problem that is to be
solved. This involves three main steps, which a;assign material properties,

environmental conditions, and computational paranset

The first step is to define any material propertesgh as thermal conductivity, density etc.
These properties may be set to vary with direcéi@n higher thermal conductivity along,
rather than across, the fibre direction. If a matevithin the model has been segmented to
have different sections, each section may be gigeown unique properties. Recent work
has even set material property values to vary basedhe greyscale levels from the

tomography images [63].

Secondly, the solution method must be decided uplis.includes choosing;

* between steady and transient states
* which properties are to be solved (e.g. thermahechanical)
* which equations are suitable for use

e an acceptable level of accuracy

This, in turn, dictates what initial and boundagnditions must be chosen. These are

chosen in a way that best represents the enviroainemnditions. Examples of these are;

* initial temperatures
« the number of degrees of freedom for each secfitimeomodel

» the location and magnitude of any mechanical antlaéforces applied

The setup methods of each FE package differ sfigit all solvers require the steps

above to be completed before a solution can bedfoun
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2.4 Development and use of parallel transient thermal malysis code

Although not strictly a method, this section destdile record of work undertaken to adapt
a program from Smith and Griffiths [66] to solvarisient thermal analyses and the
addition of features required for this work to slata the LFA experiment and in-service

behaviour of a fusion reactor component.

Theory on heat transfer in FE is discussed in Grd@pto a detail sufficient for this work
and will not be included in this section to avogpetition. A more thorough treatment can
be found in the excellent textbook ‘Fundamentalshef Finite Element Method for Heat

and Fluid Flow’ by Lewiset al.[67].

In order for the author to familiarise himself witariable names, subroutine calls, coding
convention etc. effort started with program ‘p7%.344-346 [6], which performs a
general three-dimensional analysis of steady seepagerial. Little change was required
to adapt the code to solve a thermal problem asdbations involved have the same form.
Therefore, input material properties were changambraingly, along with formatting of

output, to ensure a form more suitable to nodaptratures and the ParaFEM convention.

In addition, a section of code was added to caleulze thermal fluxes, in each element,
see Equation28), Where% Is the thermal gradient between two points. Int€san

three-dimensional space this becomes Equafid®).(FEA solves this as a system of
equations stored in arrays which can be representis strong form as Equatio.00),
where N is the element shape function. These are calcllatehe element integration
points, or Gauss points, and are then projectéldetmodal locations. The FORTRAN code
is shown in Equatior2(11), where kay is the thermal conductivity matMATMUL and

derive are matrix multiplication and shape functitemivative operators respectively.
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_ W
Q== dx
(2.8)
B <K 6u+K 6u+K au)
1= Yox Yoy ‘oz
(2.9)
(@) = ~IKI {2
@) = ~[K1 = N1}
(2.10)
g = - MATMUL (kay, MATMUL (derive,u))
(2.11)

The code was checked against an analytical sol@mube with a thermal flux applied to
a set of nodes on one surface) and with results t@wommercial solver. Results are given
in Chapter4 where it was found to be accurate to whicheweaiive tolerance criterion

was specified.

The following step was to move fully into the PdEMF framework and solve the same
problem in parallel. This was achieved by adapgragram ‘p123’ pp. 533-535 [6] which

was originally written to solve a specific exampl®blem for a given geometry. The first
stage, conducted by Lee Margetts, was to gener#isesolver to accept any given
geometry. Further work was then made to allow deéined boundary conditions (fixed or
loaded nodes). Finally the same changes appligaifowere made, allowing output of
nodal temperatures and the x,y,z components af flex, albeit in parallel. For

validation, the same problem was solved as usaegkrity p75. When compared to p75,

results were identical to all written decimal place

The final phase, other than introducing additideakures, was to move from steady state
to transient state, achieved by adapting prograt®4ppp. 537-539 [6]. A comparison of

the p124 and xx12 codes is shown in Appendix D. fils¢ step was to apply the same
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changes as those made to p75 and p123. Then, thieiggest changes involved in turning
this into transient state were introducing time-@ggent terms into the equation solved and

adding a time-stepping loop.

KI@) + [m,,) () = (Q)

(2.12)

([ + OALIKD{®); = ([ma] = (1 = O)ALKD{®Yy + 0A{Q} + (1 = 6)ALQ,
(2.13)

In Equation 2.12) the second term on the LHS is the time-depeindne. This term
reduces to zero for steady-state, hence was netopsty required. Additionally, because
this term is not present in steady—state, the mmadsx was never formed meaning density
and specific heat were not required. All these gameded introducing at this stage. In
practice, this requires solving simultaneous eguatito advance the solution from one
time-step to the next. By using a weighted avetage-stepping scheme and elimination
of terms, Equation.13) is formed, where the subscripts denote thmliand next step.
Again, discussion on the choice of solution andetstepping methods can be found in
Chapterd. The time-stepping loop was wrapped around #rative solver, necessitating
careful selection of the operations required foitjation, each time-step and each iteration

within a time-step.

Once the simple analytical problem could be solaad verified, the additional features
required to simulate the LFA and in-service monoklbehaviour were introduced. Those
features were the ability to allow; multiple maatrtypes, an initial non-zero global

temperature, varying of loading conditions in tifeeg. to simulate the laser pulse). Each
feature was added individually with validation ack stage. As a breakdown of the final

code, an overview is given on Page 78 explainieguhnctions of each section.
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— Declare libraries, variables and dynamic arrays
used
— Read input data
— Allocate array sizes for global variables
— Divide problem between number of processors
available and setup necessary inter-processor
communications
— Allocate array sizes for processor local
variables
— Create element stiffness and mass matrices
— Build the diagonal preconditioner
— Open output files
— Set fixed nodal temperatures
— Invert the preconditioner
— Read thermal fluxes (loads) to apply at nodes
— Start time-stepping
0 Apply loads for current time—step €
0 (1° step only) Apply global initial
temperatures and fixed temperatures
o (1° step only) Write first step values
o (2" step onwards) Compute RHS of
Equation (  2.13)
0 Start iterative process
=  Apply fixed temperatures at start of <
each iteration
= Solve PCG equations (see ‘Theory and
Methodology’, Chapter 4)

= Check for convergence

= Repeat or exit loop —

0 Write nodal temperatures

0 Repeat for given number of time-steps
— Output solver performance

— Exit program

Figure 2.23.0verview of program developed to solve transieatrfal analysis in parallel, explaining functionseath
section of the code.
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Due to the intended use of the code to solve extertarge and computationally
expensive problems, it was necessary to use sggecldhardware capable of maximising
the potential of parallel software. The facilitiesed for this work were HECToR, the UK's

national high-performance computing service, anidri® provided by the N8 consortium.

The program was written to expect a series of infgas which would describe the

problem to be solved and its solution parametengse files included; material properties,
geometric data, boundary conditions (loaded aneldfirodes) and a control data file (i.e.
number and size of time-steps etc.). Full detdilgput files are in Appendix F, updated

versions for the most recent code version are faimthe ParaFEM project wiki [68].

Because a high resolution mesh includes such a langber of elements, the associated
files become very large. For example, the problsatged in this work had geometry files
of around 5 Gb. Depending on the amount of outpta dequired these were even larger, a
single output file being typically over 100 Gb fthiis project. With such large files it
becomes unfeasible to open in a text editor forpiimpose of setting boundary conditions
or extract result data. Therefore, a complementsey of tools (short stand-alone
open-source programs also available from the PavfaF&pository) were developed to
undertake the tasks required to set up and analgsa for the simulations. These

programs, co-developed with Margetts and Lever were

* inp2pf — conversion of Simpleware output to ParaRBMut

» gaussianlds — creation of load input files to smteilaser profile of LFA
e ttrb2ttr — conversion of binary output to readatiebet file

» pf2ensi — conversion of ParaFEM output to visuéilisasoftware input

* ndttrget — extract temperature data for a speocdide over all time
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The aim of developing the main program and compieaarg tools was not to solve new
underlying physical problems but rather, by efintidhandling of computations and data
management, to solve simple problems (i.e. themoatuctivity) for extremely large and
geometrically complex meshes. This was to allowestigation of the effects of
micro-structures on a ‘whole component’ scale withthe need for multi-scale modelling

approximations.

Once simulations and appropriate conversions haidhted, a visualisation workstation
could be used to display the results. The softweed was ParaView, version 3.14.1
64-bit (Kitware Inc., Clifton Park, New York, USA®9]. This, along with the developed
post-processing tools, made it possible to collastl present both qualitative and
quantitative results. Examples of its use and samuh specific settings can be found in

the appropriate sections of Chaptérands.
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Abstract

An integral component in a fusion reactor coolingtem makes use of carbon fibre
composite (CFC) tiles joined to a CuCrZr coolingpeiwith a Cu interlayer. A main
requirement of the materials used, and therefoeeinkerfaces that join them, is high
thermal conductivity. This work investigates theerthal performance of four novel
CFC-Cu joining techniques. Two involve direct cagtiand brazing of Cu onto a
chromium modified CFC surface, the other two pratca brazing alloy with chromium
using galvanisation and sputtering processes. finedum carbide layer at the interface
has been shown to improve adhesion.

The thermal diffusivity across the interface of {hans was measured by means of laser
flash analysis. Calibration of results with a refese sample gave values for specific heat
capacity and thermal conductivity. X-ray tomograpbfy the CFC-Cu interfaces was
performed to investigate micro-structures that migfiuence the thermal behaviour.

It was found that, although test specimens hadl@imuantities of CFC and Cu, thermal
conductivity varied by up to 72 %. Quantificatiohtbhe X-ray tomography data showed
that the dominant feature in reducing thermal caotidity was the lateral spread of voids
at the interface. Correlations were made to esértia extent of the effect.

The join that exhibited the highest conductivitysnaade by direct casting. With only a
26 % reduction in thermal conductivity, the sputteated braze provides an alternative
with lower manufacturing costs.

Keywords: thermal conductivity, laser flash, X-taynography, CT, carbon fibre composites,
CFC, copper, Cu, joining, direct casting, brazifigsion, divertor
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3.1 Introduction

ITER, the next step on the world’s pathway to seag fusion energy, aims to demonstrate
the feasibility of using fusion reactions to dria@gpower plant by successfully sustaining a
controlled large scale plasma burn. As well asradlirig the plasma, it must show that the
construction materials will withstand the thermoemanical loading caused by the plasma
and any disruptions experienced [70]. As such, niegn role of the plasma facing
components (PFC) is to protect the machine fromm kbading by absorbing the energy
released whilst minimising plasma impurities andaireng structural integrity [71].
ITER’s design specifications will achieve this litigme water cooling of the PFCs through
heat sinks made from copper chromium zirconium (ZuC a precipitation hardened

copper alloy. Thus, the ability to join the PFCghe CuCrZr is essential [72].

The divertor, which is a target at the intersectainmagnetic field lines carrying the
plasma, is expected to experience the highest |aadsind 10 MW-f, as the kinetic
energy is dumped over this region [73]. Materiadéested for this component will be
required to have high thermal conductivity and hilgarmal shock and fatigue resistance
without impacting plasma purity. The two materiatsder consideration that meet these
requirements are carbon fibre composites (CFC) tmgisten [74]. ITER has been
designed to have a two tier divertor, using bothemals, with the CFC being replaced by

tungsten at a later phase of ITER’s lifecycle.

The CFC region of the divertor will consist of roasmonoblock tiles along the cooling
system. This design was chosen because of its fableuthermal performance compared
with other designs, such as flat or saddlebloast|l71] [75]. The monoblock is a CFC
cuboid with a cylindrical hole in the centre throughich a CuCrZr coolant pipe runs, as

shown in Figure3.1. The region between the two is the interfae thquires joining. A
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large difference in the coefficient of thermal emp@n of the two materials causes large
internal stresses during operation, which can leafhilure. It has been suggested that a
thin Cu interlayer might be used in order to mitggghese stresses through its superior
ductility. However, CFC does not bond well with euCu [76] since the wetting angle of

molten copper on carbon substrates is very higbraimately 140°.

.

30 mm '
’ CFC
.' Interlayer

CuCrZr

Figure 3.1 Schematic of divertor monoblock.

A wide range of techniques have been suggestedai@ame this challenge [77] [78] [79]
[80] [81] & [82]. This work investigates the therimaehaviour of four CFC-Cu joining
methods, developed by Casalegstaal. [83] [76] [84], which involve introducing a thin
layer of chromium carbide to improve adhesion. erperformance across the interfaces
is investigated experimentally using laser flashlgsis (LFA). The sample interfaces are
then investigated by X-ray tomography. Particulateiest is given to microstructural
variations to identify mechanisms responsible fiffletences in thermal conductivity. The
aim of this investigation is to determine whichnjoig technique provides the greatest
thermal conductivity across the CFC-Cu interfacd amich observable microstructures

introduced in the joining process can impede théooaductivity.
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3.2 Materials

In order to create specimens suitable for therestirtg, tiles were manufactured in such a
way as to represent the CFC-Cu interface presettieirmonoblock. Each tile consisted of
a layer of CFC and Cu, with the interface creatgaie of the four differing methods of

joining.

Two of these used a CFC where the interface suifaoeodified to form carbides by a
solid state chemical reaction with chromium, whias been shown to improve wettability
of Cu with CFC [85]. One sample (CFC-Cu_DC) waségui by a direct casting of a Cu
slurry to the modified CFC by placing both mateyialdjacently in a holder and being
heated to 1100 °C for 20 minutes. The other (CFC&@%B) was brazed using a
commercial brazing alloy containing no active mgtalhere the tile is heated to 980 °C in
an inert argon atmosphere and is kept at this maxirtemperature for 15 minutes before
being allowed to cool to room temperature. Adhesbmiween the two layers was
facilitated by the use of a tungsten weight onupper surface of the tile, exerting 1 kPa of

pressure.

In a similar vein, the final two samples were bdhzssing the same brazing alloy and
procedure but the chromium was pre-coated to theiy foil rather than the CFC. This
was achieved by a galvanic process (CFC-Cu_GG) RRd magnetron sputtering

(CFC-Cu_GS). Coating the foil with chromium on ggka scale would be technically less
challenging than modifying the CFC surface of a ofdack and would therefore be a
more cost-effective manufacturing process. Theinpginprocesses were performed at

Politecnico di Torino according to the proceduretaded by Casalegret al.[84].
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The CFC used was Sepcarb NB31 (Snecma Propulsilich $cance). The composite is
composed of a 3D NOVOLTEX preform with needled éxip (z-direction) and ex-PAN
(x and y directions) fibres. Densification is perfeed by chemical vapour infiltration
(CVI). The copper was an oxygen free high conditgti(OFHC) variety and the
unmodified brazing foil was Gemco® (87.75 wt% CQ,wtt% Ge and 0.25 wt% Ni), both

manufactured by Wesgo Metals, USA.

Further preparation, undertaken at The Univerditylanchester, was made to machine the
tiles to appropriate dimensions for thermal analy$his was achieved by using a lathe to
produce cylindrical samples, except for the CFC{@0_sample which was cored out of
the tile using the appropriate drill bit. A samplackness suitable for analysis was
achieved using an aluminium oxide cutting wheebhdstruers Accutom-5 cut-off machine
at 3000 rmp using a medium force at a speed of 2. Where required sample
grinding using P800 SiC emery paper was perfornoedbtain parallel upper and lower
surfaces. Finally, the samples were cleaned inoaeeusing an ultrasonic bath for
10 minutes. Photographic images of the sampledeaseen in Figur8.2. Details of the
samples’ final dimensions and properties can bendoin Table3.1. The cylindrical
volumes were calculated using the samples’ dianatérthickness, density was calculated
using these values with their mass. As such, datadlume and density are bulk values

inclusive of the porosity existing in the CFC.

In addition to these were samples for each of tmsiituent materials (i.e. CFC and Cu) to

obtain their individual material properties.
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Table 3.1

Sample dimensions.

Sample Diameter Thickness Thickness Mass  Volume Density
+0.02 (mm) #0.02 (mm) (%) (9) (cm) (g-cm®)

Total Cu CFC

CFC 12.66 2.06 0.447 0.2593 1.72

Cu 10.10 2.06 1.421 0.1650 8.61

CFC-Cu_DC 10.08 5.36 48.7 51.3 2191 0.4277 5.12

CFC-Cu_OSB 10.08 4.40 46.8 53.2 1.752 0.3511 4.99

CFC-Cu_GG 12.66 4.96 43.5 56.5 2978 0.6244 4.77

CFC-Cu_GS 12.70 4.84 43.4 56.6 2.916 0.6131 4.76

10.1 mm

pd
~
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N

Figure 3.2.Samples used for thermal analysis; (a) CFC, (b) QUCFC-Cu joined by; direct casting (DC), (d) one step
brazing (OSB), (e) braze coated by galvanisationgs® (GG), (f) braze coated by sputtering prod®$9.(

3.3 Method
This section details the experimental setup usegdetdorm thermal analysis and three

dimensional imaging. Details are also providediftage post-processing techniques.

3.3.1 Thermal Analysis
LFA was performed using a Netzsch 457 MicroFlash®tean [50] at the School of

MACE, University of Manchester, UK. This method reeees thermal diffusivityk, by
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subjecting the front face of a disc shaped sangpke $hort duration heat pulse, produced
by a Nd:YAG laser, whilst measuring the temperatige with respect to time on the rear
face (see Figurd.3). The half rise timey, along with sample thickness, L, and correction
factor, w, are used by the ‘Cowan + pulse correction’ metfg&], a modified version of
the Parker expression [51] to account for finitéspttime and heat losse8.1), to
determine the sample’s thermal diffusivity. Specifieat, g is measured by calibrating
diffusivity results against a Pyroceram 9606 raieeesample. Thermal conductivity,

can be calculated from its relation to these vaaresdensityp, (3.2).

(w-L?)
(n2 - t1/)
(3.1)
K=p-c, Kk
(3.2)

The measurements were conducted in an inert nitragj@osphere at temperatures ranging
from 100 °C to 700 °C at intervals of approximat&@p °C. Because of the relatively high
thermal conductivity of the samples the laser \g@tavas set to its minimum setting. An
average value was obtained from 5 measurementsacit eemperature. The Proteus
software package, version 5.2.1 (NETZSCH-GeratébauoH, Wittelsbacherstral3e, Selb,
Germany), was used to control the measurements aaadyse results. Additional
parameters specified were to use a linear baselid@ % laser filter transmission, 3000

signal acquisition points and to auto optimize afigplgain and measurement duration.
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Figure 3.3. Typical temperature curve measured on rear fasamfple after initial heat pulse.

To ensure maximum absorption of the laser energly eanission on the rear face, the
samples were given a conductive graphite coatiran{&kt-Chemie Graphit 33). Multiple
coatings are applied to both surfaces, allowingtimdry between applications. Due to the
highly anisotropic behaviour of CFCs, it was endutet fibres in both CFC and CFC-Cu
samples were aligned identically to the expectédpsef the divertor monoblock [87]. The
CFC-Cu samples were tested in both orientatiors Iéser incident on CFC then Cu), the
variation in results was less than 3 % and candmesidered negligible. Results reported
here are with the laser incident on the Cu surtaw temperature measured on the CFC

surface.

3.3.2 X-ray tomography

X-ray tomography scans of the samples were producgidg a Nikon Metrology
225/320 kV system (using the 225 kV source) atNfamchester X-ray Imaging Facility,
University of Manchester, UK [88]. The samples wplaced on a rotating stage between
the X-ray source and detector. 2D radiographs egelieed whilst the sample is rotated
through 360°. 3D reconstruction is performed frdma tadiographs, to be exported as an

individual 3D image or a collection of 2D ‘slices’.
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The sample specific settings for X-ray source \g@tand current, radiograph acquisition
time and information about filters used are presgnh Table3.2. The CT-Pro (Nikon
Metrology NV, Tring, Hertfordshire, UK) software waused for tomographic
reconstruction. Details for beam hardening andenagsluction settings are noted in Table
3.3. Resultant voxel sizes (3D pixel), which arpeatelent on distances between source,

sample and detector, are also reported.

Table 3.2

X-ray tomography parameters used.

Sample Target Voltage Current  Filter Acquisition Number of Frames/
(kV) (1A) (mm) Time (ms) Projections Projection

CFC Cu 120 200 N/A 500 2001 1

Cu W 220 210 Sn, 1.0 700 3142 1

CFC-Cu_DC W 210 135 Sn, 1.0 1415 2001 2

CFC-Cu_0OSB W 210 135 Sn, 1.0 1415 3142 2

CFC-Cu_ GG W 210 135 Sn, 1.0 1415 2001 2

CFC-Cu GS W 210 135 Sn, 1.0 1415 2001 2

Table 3.3

Reconstruction settings.

Sample Beam Hardening Noise Reduction Voxel Widthm})

CFC 1 3 0.0100

Cu 2 2 0.0082

CFC-Cu_DC 2 4 0.0083

CFC-Cu_OSB 2 4 0.0083

CFC-Cu_GG 2 4 0.0097

CFC-Cu_GS 2 4 0.0097

3.3.3 Visualisation and analysis of CT data

Each two dimensional slice forming the completeunot is a greyscale image, with higher
pixel values denoting a greater level of X-ray apson. In order to visualise the sample
in three dimensions the greyscale data must festdgmented, a process which assigns a
material type to each voxel (3D pixel). Segmentatamd visualisation were performed
using a combination of the software packages Awawsion 7 (VSG, Mérignac Cedex,
France) and Simpleware, version 6 (Simpleware lHdeter, Devon, UK). This process

also allows the collection of quantitative data@ithe sample, such as porosity fractions,
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volumes or surface area of each material and camsed to measure lengths of internal

features e.g. cracks.

3.4 Results & Discussion

Results are firstly presented on the thermal behavof the samples, comparing the
performance variations caused by the differingifartechniques. These are benchmarked
against the results for the constituent materiatstae material property values reported in
the ITER materials property database (MPDB). Theeamue of the scanning process is
then discussed, making particular note of any featlikely to affect overall image quality
due to sample geometry or material composition. Tie data is then visualised for
investigation of the CFC-Cu interface by both qadive and quantitative methods. Finally
conclusions are drawn based on these observatisnt ahe cause of the thermal

performance variations and which joining techniquavides the best performance.

3.4.1 Thermal Diffusivity

The thermal properties of six samples (CFC, Cufand joined variants) were measured
experimentally. The results for diffusivity, specitheat and conductivity are shown in
Figure 3.4, Figure3.5 and Figure8.6 respectively. It is difficult to directly compathe
results of the joined samples with each other bez@ach has a different ratio of CFC to
Cu thickness. In order to compare results, theameeivalues were calculated for each
sample as expected based on the thickness fragjari,each constituent material, shown
in Table3.1. The differenceg, between experimental and expected average vébues
each thermal property are shown in Fig8ré, Figure3.8 & Figure3.9, e.g. for thermal

diffusivity;
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_ (Kavg - Kexp)

Kavg

O

(3.3)

Kavg = Kcre " Rere + Keuw " Rew

(3.4)

Firstly it is pertinent to compare the individuasults for CFC and Cu to the reference
values provided in the ITER MPDB, shown for speclieat and thermal conductivity in
Figure 3.5, Figure3.6 & Table3.4. The thermal diffusivity values shown in Figug&
have been calculated from the aforementioned valltesan be seen that the thermal
conductivities were slightly lower for CFC and hgghfor Cu, although these are still
within acceptable limits. The experimental resslisw that Cu is relatively stable over the
range of temperatures, with only thermal condustiexperiencing an appreciable drop of
approximately 20 % of its initial value. The changdemperature has a greater effect on
the performance of CFC, with thermal conductivigducing by 45 % over the 600 °C
range measured. In all of the joined samples itldvdberefore be expected to observe
similar trends in thermal properties. This is indl@ghat can be seen although to differing

degrees of magnitude.

Comparison of the differences, relative to averdggesed on material thickness fractions,
grants further insight into the influence each bogdtechnique has on the thermal
behaviour. It can be seen (FigB®) that the differences in thermal conductivity the

four techniques are very distinct from each otl#es.the differences don’'t vary much

across the temperature range, approximately 20rb@@ and 10 % for the others, their
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tendency is to follow the conductivity of the awgga That is, the effect of joining on

thermal conductivity is relatively consistent agdise temperatures investigated.

Interestingly, the samples’ specific heat fell irtwo clear bands. The samples whose
specific heat are higher, closer to CFC and chahgdeast are the ones which have the
modified CFC surface (DC and OSB). Whereas the k=srpined by a modified braze
(GG and GS) have lower values more similar to GierBhough the diffusivity of DC and
GS samples are similar, it is this significant eliéince in specific heat which causes the

DC sample to have an overall higher thermal condityt

The expectation is that the thermal conductivittdbsthe joined samples would not be
greater than the average values derived from ¢aesti material thicknesses but would be
between those. Other than DC performing a littlétdoethan the average at low
temperatures, the first statement holds true, sigwhat the four joining techniques do
reduce the conductivity. However for OSB and GG @amthe conductivity is affected to

such an extent that it is lower than that of onFGC

The joining techniques’ effectiveness of carryihgrtnal energy away is ranked, from low

to high, as OSB, GG, GS and DC.
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Figure 3.5. Specific heat capacity calculated by calibratibdiffusivity against Pyroceram 9606.
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Figure 3.6. Thermal conductivity calculated from diffusivitgensity and spcific heat values.

_ 0
(T =l = PR & P @
§ 20 | Rt TR SEL et we s
U X
.IE &— 40 F i
>
c =
Q"; 0T L —k——k—A
e 3 -k
= -80 r == DC =A== OSB -
E '5 GG GS
£ — -100 - | -
o) 0 200 400 600 800

Temperature (°C)

Figure 3.7. Difference, as a percentage, in sample therméusiNVity compared to expected value as calculatethf
constituent material thicknesses.
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Figure 3.8. Difference, as a percentage, in sample specifit ba&pacity compared to expected value as calcufeden
constituent material thicknesses.
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Figure 3.9. Difference, as a percentage, in sample thermaductivity compared to expected value as calculétmch
constituent material thicknesses.
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Table 3.4

Materials properties of CFC and Cu as specified byR MPPDB.

Properties Temperature (°C) CFC (z direction) Cu
CFC Cu

Thermal conductivity RT" RT 304 379

(W-m*K™h 250 200 240 355
800 350 145 351
1000 500 141 357

Specific Heat (J°;gK") RT RT 0.780 0.388
800 200 1.820 0.400
1000 500 2.000 0.437

CTE (10°K™) 800 200 0.4 17.0
1000 500 0.5 18.6

Density (g-crif) RT RT 1.90 8.90

Porosity (%) RT RT 8 N/A

"Room Temperature

3.4.2 X-ray Tomography

Samples with high X-ray absorption contrasts, sashthat between CFCs and Cu, are
notoriously difficult to image well [89]. If theris too much X-ray penetration of a region
it will appear ‘washed-out’ and be difficult to disguish from the surrounding air.
Conversely, if penetration is insufficient interria@htures are very difficult to resolve and
large ‘streaking’ artefacts will be observed emargafrom the edges of this region. In
consideration of this, careful selection of filteasd source energy was made (shown in
Table3.2) to mitigate these effects which are likelypemore pronounced at the interface
where contrast is greatest. It can be seen in &iGut0 that these effects are not
completely supressed; in the combined image therfade is ill-defined with streaking
artefacts from the Cu overlapping the CFC. Withappropriate balance of image contrast
and brightness levels individual images can be ywed that provide enough detail to
distinguish between the various materials at therfiace. Further artefacts that hinder the
process of automated segmentation are displayédgure 3.11, these must typically be
dealt with manually. In this instance, such artefagere removed using paint/un-paint
tools on a slice-by-slice basis by eye to disceratemal boundaries, using similar

structures in the surrounding region for guidance.
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Figure 3.10.Cross sectional tomography slice showing (a) singgirtefacts from high absorption Cu masking irgérn
CFC structures at interface, resolved by individuatljusting image brightness and contrast valuegofo€u and (c)
CFC.

Streaking artefacts

Beam hardening causing homogeneous
material to appear denser in certain
regions

Artefacts from high absorption contrast
causing CFC and air outside sample to
have similar greyscale values

Figure 3.11.Various artefacts that hinder automated segmemntati CT image caused by high absorption contraist ra
in an X-ray tomography slice from the midplane @RC-Cu divertor monoblock.

3.4.3 Visualisation and analysis of CT data

The porosity contained within the CFC is a goodnepie of where qualitative and

quantitative observations can be complementaryrgig.12 (a) shows the full volume of

the CFC-Cu_GS sample. Having distinguished the @RE Cu phases it is possible to
determine the location of the porosity. By digjgalémoving the CFC it is then possible to
see the alignment of the porosity with fibre direct the thickness of the layers and
additional features such as size, shape and distib of closed or open porosity. By
measuring the volume of the CFC and porosity it wassible to measure the volume
fraction of the porosity to be 7.5 %. By comparisath the ITER MPDB, where porosity

fraction is reported as 8 %, this can be seen tonbagreement. Across the range of

samples, the porosity varied little as all samplsged the same manufactured CFC.
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Therefore, analysis of the CT data concentrateth®CFC-Cu interface, more specifically
the differences in how the Cu/braze deforms to beitd the CFC, dependent on joining
technique. Although the Cr layer will have someeeffon the interface, its thickness is

similar to that of the image resolution and theref@ill not be discernible.

pd . ~
~ L

12.7 mm

. - CFC D -Cu . - Porosity

Figure 3.12.3D volumetric rendering of CT data, showing (a) CEC-GS, (b) same sample with porosity highlighted
and (c) CFC removed to display porosity aligntment.

Two notable features, seen in Figud3, were apparent in the DC sample. Firstly, the
perimeter of the CFC is surrounded by a thin lafe€u. The Cu seems to be pulled from
the main Cu layer over the CFC layer. This was npogbably caused by the process of
boring the sample out of a larger tile, the onlgnpke not produced by using a lathe, and
not a by-product of the joining technique. It igqevable that this will have an effect on
the conductivity across the sample, however theaobrbetween the pulled Cu and the
bulk CFC is poor therefore so will thermal condanti Additionally, with the LFA
technique the thermal flux from the laser is atgitsatest along the central profile of the
sample and lowest at the edge and, due to thisuatiog for a low percentage of the CFC-
Cu contact area, it is expected that the effedtiveillimited. Secondly, of the four samples
this one has the largest structures, in heightdaaheter, protruding from the Cu surface.
These structures can be seen to fill pores in tH€ @t the interface, however they are not
solid Cu, but themselves contain large voids. Taeep containing the Cu structures are

larger than the characteristic porosity seen is¢h€FCs. As the CFC is previously well
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characterised, it is unlikely that this specifiergde had such large pores previous to the
joining process. Therefore, it can be inferred tiat direct casting process damages the
CFC structure by enlarging some already existimpgty. In doing so, the molten Cu fills
the newly formed large pores but leaves behind siraqually sized pores in the bulk Cu.
In addition to these large protruding Cu structusesall veins of Cu can be seen entering

the smaller pores on the CFC surface.

The most notable feature seen in the sample jdoyetthe one step brazing technique is a
large void formed as a layer between the bulk QGutha braze, shown in FiguBel4. This
void spans the majority of the surface with theegtion of a few ‘pillars’ which connect
the upper and lower parts of the sample. On the-CEUnterface it can be seen that the
braze is present across the greater part of the €iiFface, showing it has successfully
bonded. Here it infiltrates the majority of the @erto a lesser depth than sample DC but
deeper than both GG and GS samples. Initially shiggests a superior bond but this is
undermined by the large void which suggests subatatelamination between the braze

and Cu.

Samples GG and GS, joined by the modified brazewshn Figure3.15 and Figur8.16
respectively, show much fewer voids between thé liith and CFC. Additionally, the
veins of braze entering the porosity are fewer lasd deep. Of the two, sample GS shows
the fewest voids in addition to having the feweastl shortest veins protruding from the

bulk Cu.

It therefore appears that as the quantity of Cloraze which enters the CFC porosity
increases, so does the volume of voids betweetwthdayers. In the case of DC, this is

probably due to the gas which was present in thregity being forced out as bubbles
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when the molten Cu is introduced but not able impletely escape. With brazed samples,
small voids will inherently be present as parthef tayup between layers before the joining
process. In joining, it appears these are trapmdaden layers and locate to the regions
where there is the most displacement of braze mbier. where braze enters the pores.
Alternatively, it is possible that as the braze tegtland filled the pores, there was
insufficient braze material to remain between tl&CGnd Cu. Due to the brazing process
happening at a temperature below the melting pafil@u, the Cu would not then fill the

region vacated by the braze thus leaving a voitkiplace.

Verification of the visual investigation can be reably comparison with the statistical
measurements of the data, shown in T&dke This is done by comparing the surface area
of the Cu, calculated as the area of a circle ugsmdiameter, with that measured from the
CT data which accounts for surface roughness. Ve gn indication of joining success,
the percentage of this area in contact with the @F@easured. Quantification of the
interlayer voids is also given as percentages dlimie and area in the x-y plane with

respect to that of the total volume and planar aféhe sample.

Compared to the geometrically calculated surfatlesamples have an increased Cu
surface area at the interface i.e. none are psrfectooth. This is due to the deformations
introduced in the Cu/braze whilst joining to the@H he greatest changes seen are in the

DC and GG samples.

It can be seen that both samples with a modifie@ G&rface (DC and OSB) have a high
percentage of the Cu/braze in contact with the CGFC] % and 91.6 % respectively, with
GG only having 56.3 % contact. Therefore, we olesémat an increase in Cu surface area

does not necessarily lead to a large CFC-Cu coataet. However, recalling the sample
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thermal conductivities, in must be noted that rezitthoes a high contact area imply higher
thermal conductivity e.g. OSB has the second highestact area ratio but the lowest

conductivity by a considerable margin.

This can be attributed to the other major mecharadfacting conductivity across the
interface, the existence of voids. A comparisonvolume ratio shows that OSB does
indeed have a significantly higher volume ratiopofosity. However, GS has the lowest
ratio but not the highest conductivity. It is there appropriate to further investigate the

voids by considering their shape and distribution.

The thermal pulse from the LFA travels in the zdtion, therefore features acting as
thermal barriers will be most effective in impedithggrmal transport by spanning the x-y
plane. Figure3.17 displays the area in that plane covered bydids (this is given as a

percentage of the total sample area in T&8#@. By making the assumption that the voids
were perfectly insulating, the lateral area of theds was used to predicted thermal

conductivity of the joins, as shown in Equati@n5{

K = Kavg (1= Ayoia)

(3.5)
whereK,,, is the average thermal conductivity calculatednfrihe constituent material

thicknesses as defined in Equati@m) and4,,,;4 is the lateral area of the sample covered

by voids as a fraction.

The predicted thermal conductivities are shown @levith experimental results for
comparison in Figur&.18. The predictions are lower than experimergallts because

assuming voids are perfectly insulating has arélig increased the thermal resistance. But
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even with this bold assumption it can be seentthatis a fair approximation of thermal
conductivities across the interface. Therefore, wbensidering samples not easily tested
by LFA, quantification of interface voids could prde rough estimates for conductivity. It
can be seen that, of the micro-structural featooesidered, the lateral void area shows the

best indication of which samples are expected e liae highest thermal conductivity.

Although the overall performance across the intexfés a combination of the factors
discussed, it is implied that the greatest infleeon the thermal conductivity comes from
the existence of voids between the bulk Cu and @GRE not the CFC-Cu contact area.
Therefore to maximise conductivity it is more imgamt to minimise the lateral spread of

voids rather than minimise void volume.

Of the samples considered, it was shown that DCtladhighest thermal conductivity and
lowest lateral void area. This was the only sanmpliejoined by brazing; consequently it is
apparent that the brazing technique itself is thase of the lateral spread in voids
observed in the other samples. A possible explamdbr this is that too little brazing
material was used between the Cu and CFC, therlfaveng these voids when becoming
molten and entering the CFC porosity. As a mord effective alternative, GS shows
promise in retaining an adequately comparable thewonductivity whilst requiring a
simpler manufacturing process.

Table 3.5

Comparison of Cu area calculated by diameter anduneéidy CT, also percentage of area in contact @ig& and
void volume as percentage of total volume and @o@h in x-y plane as percentage of total planax. are

Sample Cu Geometric Cu CT Area CFC-Cu Void Volume Void Area in x-y
Area (mnf) (mnf) Ratio Contact Area (% of Total Vol.) (% of Total Area)
(%)
DC 79.80 101.66 1.27 96.7 0.48 10.3
OSB 79.80 87.38 1.09 916 2.83 77.2
GG 125.88 15448 1.23 56.3 0.79 61.2

GS 126.68 132.18 1.04 80.4 0.34 26.7
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Figure 3.13.CT data of CFC-Cu_DC sample represented by; (a), (bjialisation of Cu showing protruding interface
features, (c) tomography slice in x-z plane shovigfeatures (containing voids) entering porositCFC, (d), (e) and

(f) tomography slices in x-y plane progressing tigio the interface from Cu into CFC. Cu, CFC and voidsk&ity are
respresented by light, medium and dark level giagsgixels, respectively.

Figure 3.14.CT data of CFC-Cu_OSB sample represented by; (a) lWsialisation of Cu showing protruding
interface features and void layer between bulk Gltaaze, (c) tomography slice in x-z plane showgfeatures
entering porosity in CFC, (d), (e) and (f) tomograghges in x-y plane progressing through the iategffrom Cu into
CFC. Cu, CFC and voids/porosity are respresented bly tiggdium and dark level greyscale pixels, respelsti
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Figure 3.15.CT data of CFC-Cu_GG sample represented by; (a),@hj)igualisation of Cu showing protruding
interface features, (c) tomography slice in x-nplahowing Cu veins of braze entering porosity i€Cgg), (e) and (f)
tomography slices in x-y plane progressing throtighinterface from Cu into CFC. Cu, CFC and voids/ptrese
respresented by light, medium and dark level giagsgixels, respectively.

Figure 3.16.CT data of CFC-Cu_GS sample represented by; (a) Qwisalisation of Cu showing protruding interface
features, (c) tomography slice in x-z plane shov@ugveins of braze entering porosity in CFC, (d)afe] (f)
tomography slices in x-y plane progressing throtighinterface from Cu into CFC. Cu, CFC and voids/ptrese
respresented by light, medium and dark level giagsgixels, respectively.




PAPER 1: SUBMITTED TO J NUCL MATER 107

10.1 mm 10.1 mm

~
7

pd N pd
~ 7 ~

12.7 mm 12.7 mm

Figure 3.17.Projection of void area (red) covering total sagrgalea (black) in x-y plane for samples (a) DC BB,
(c) GG and (d) GS.
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Figure 3.18. Thermal conductivity of the four joined samples hwijpoints denoting experimental results and lines
denoting predicted values based on contributiocoofstituent material thickness and percentagerapkaarea covered
by voids.
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3.5 Conclusions

The thermal performances of four different ceramatal joining techniques were
investigated by measuring the thermal diffusivitycss a CFC-Cu interface. Two samples,
joined by direct casting (DC) and a brazing procgSB), had the CFC modified by
applying a coating of chromium to improve its adbes The other two used the same
brazing process but with the brazing foil pre-cdatgth chromium. The two methods used
for chromium coating were galvanisation (GG) andutsging (GS). The thermal
diffusivities of the joined CFC-Cu samples as wadl CFC and Cu only samples were
measured by laser flash analysis from 100 °C to°@ heir specific heat capacities were
calculated by calibrating results with the refeeersample Pyroceram 9606 and thermal
conductivities calculated by the combination ofstheesults with their measured densities.
Even though samples of similar geometries wereedestach join exhibited a different

thermal conductivity across the CFC-Cu interface.

Further investigation of the micro-structures a OFC-Cu interface was performed by
X-ray tomography. Through quantification of thisgaa clear link was made between the
lateral spread of void area at the interface amednthl conductivity. Measurement of the
lateral void area made it possible to estimate saenples’ thermal conductivity.
Recommendations were made to increase thermal covithyat the CFC-Cu interface by
ensuring the mitigation of lateral void spread dgrihe joining process as this was the

dominant process in reducing thermal performance.



PAPER 1: SUBMITTED TO J NUCL MATER 109

Acknowledgements

The support of the Engineering and Physical Scemesearch Council for the Fusion
Doctoral Training Network (Grant EP/K504178/1) abdlham Centre for Fusion Energy
(CCFE) is gratefully acknowledged. The authors wdike to acknowledge the assistance
provided the Manchester X-ray Imaging Facility e of tomography equipment, which
was funded in part by the EPSRC (grants EP/FO0Z90&P/F001452/1 and
EP/102249X/1). Additionally, the authors would like thank the staff at the University of
Manchester and David Yapp (CCFE) for guidance imppring this work, also
Dr. G.Pintsuk and Mr. T.Koppitz (Forshungszentruich, Germany) for manufacturing

the GG sample.

References

[70] “ITER - the way to new energy,” [Online]. Available
http://www.iter.org/proj/itermission. [Accessed 25ly 2013].

[71] R. Tivey, T. Ando, A. Antipenkov, V. Barabash, Si@cchio, G. Federici, C. Ibboatt,
R. Jakeman, G. Janeschitz, R. Raffray, M. Akib&)dzul, H. Pacher, M. Ulrickson
and G. Vieider, “ITER divertor, design issues aeseiarch and developmeriglsion
Engineering and Desigwpl. 46, no. 2-4, pp. 207-220, 1999.

[72] E. Rigal, P. Bucci and G. Le Marois, “Fabricatidmmonoblock high heat flux
components for ITER divertor upper vertical tangeihg hot isostatic pressing
diffusion welding,”Fusion Engineering and Desigwpls. 49-50, pp. 317-322, 2000.

[73] A. Kukushkin, H. Pacher, V. Kotov, G. Pacher andRRiter, “Finalizing the ITER
divertor design: The key role of SOLPS modelirigiision Engineering and Design,
vol. 86, no. 12, pp. 2865-2873, 2011.

[74] R. Pitts, A. Kukushkin, A. Loarte, A. Martin, M. Mala and C. Kessel, “Status and
physics basis of the ITER divertoF’hysica Scriptayol. T138, p. 014001, 2009.

[75] M. Merola and G. Vieider, “On the use of flat tdemour in high heat flux
components,Journal of Nuclear Materialsyol. 258—-263, no. Part 1, pp. 672-676,
1998.

[76] V. Casalegno, M. Salvo, S. Murdaca and M. Ferr&dse-step brazing process for
CFC monoblock joints and mechanical testintptirnal of Nuclear Materialsyol.



110 PAPER 1: SUBMITTED TO J NUCL MATER

393, no. 2, pp. 300-305, 2009.

[77] B. Schedler, T. Huber, T. Friedrich, E. EidenberderKapp, C. Scheu, R. Pippan
and H. Clemens, “Characteristics of an optimizettvagnetal cast joint between
copper and C/C,Physica Scriptayol. T128, pp. 200-203, 2007.

[78] P. Appendino, M. Ferraris, V. Casalegno, M. Salwd Bl. Merola, “Proposal for a
new technique to join CFC composites to coppdoiirnal of Nuclear Materials/ol.
348, pp. 102-107, 2006.

[79] E. Visca, S. Libera, A. Mancini, G. Mazzone, A. Rito and C. Testani, “Hot radial
pressing: an alternative technique for the manufagj of plasma-facing
components,Fusion Engineering and Desig¥pls. 75-79, pp. 485-489, 2005.

[80] M. Bisio, V. Branca, M. Di Marco, A. Federici, M.r@8ttarola, C. Gualco, P.
Guarnone, U. Luconi, M. Merola, C. Ozzano, G. PakgjlP. Poggi, S. Rizzo and F.
Varone, “Manufacturing and testing in reactor rel@vconditions of brazed plasma
facing components of the ITER divertoFlsion Engineering and Desigwpls. 75-
79, pp. 277-283, 2005.

[81] M. Salvo, V. Casalegno, S. Rizzo, F. SmeacettéeFaris and M. Merola, “Onstep
brazing process to join CFC composites to coppercapper alloy,’Journal of
Nuclear Materialsyol. 374, pp. 69-74, 2008.

[82] K. Ezato, M. Dairaku, M. Taniguchi, K. Sato, S. 8kiz M. Akiba, C. Ibbott and R.
Tivey, “Development of ITER divertor vertical tatggith annular flow concept - Il
development of brazing technique for CFC/CuCrZnj@ind heating test of large-
scale mock-up,Fusion Science and Technology|. 46, no. 4, pp. 530-540, 2004.

[83] P. Appendino, M. Ferraris, V. Casalegno, M. SaMoMerola and M. Grattarola,
“Direct joining of CFC to copper,Journal of Nuclear Materialsyols. 329-333, no.
Part B, pp. 1563-1566, 2004.

[84] V. Casalegno, T. Koppitz, G. Pintsuk, M. SalvoR&zo0, S. Perero and M. Ferraris,
“Proposal for a new brazing alloy for joining CF@naposites to copperComposites
Part B: Engineering2013.

[85] O. Abdel Gawad, M. H. Abou Tabl, Z. Abdel Hamid aédF. Mostafa,
“Electroplating of chromium and Cr-carbide coatfogcarbon fiber,"Surface and
Coatings Technologyol. 201, no. 3-4, pp. 1357-1362, 2006.

[50] S. Min, J. Blumm and A. Lindemann, “A new lasesfiassystem for measurement of
the thermophysical propertiesihermochimica Actajol. 455, no. 1-2, pp. 46-49,
2007.

[86] R. D. Cowan, “Pulse Method of Measuring ThermafGiivity at High
Temperatures,J. Appl. Phys.yol. 34, no. 4, pp. 926-927, 1963.



PAPER 1: SUBMITTED TO J NUCL MATER 111

[51] W. J. Parker, R. J. Jenkins, C. P. Butler and G\dbott, “Flash Method of
Determining Thermal Diffusivity, Heat Capacity, ahdermal Conductivity,'d. Appl.
Phys.,vol. 32, no. 9, pp. 1679-1684, 1961.

[87] R. Taylor, J. Jortner and H. Groot, “Thermal diffuty of fiber-reinforced composite
using the laser flash techniqu&arbon,vol. 23, no. 2, pp. 215-222, 1985.

[88] “MXIF,” [Online]. Available: http://www.mxif.manchster.ac.uk/. [Accessed 25 July
2013].

[89] V. Casalegno, M. Salvo, M. Ferraris, F. Smeacéttdylerola and M. Bettuzzi,
“Non-destructive characterization of carbon fibemposite/Cu joints for nuclear
fusion applications,Fusion Engineering and Desigwml. 83, no. 5-6, pp. 792-712,
2008.






CHAPTER FOUR: Thermal Finite Element Analysis on

Massively Parallel Computing Platforms

A paper submitted to the peer reviewed journalit€iBlements in Analysis and Design

Presented in submitted form.

LI.M. Evans, L. Margetts, L.M. Lever, W.E. WinddaM. Mummery






Thermal Finite Element Analysis on Massively Paratl
Computing Platforms

LI.M. Evang, L. Margett§*, L.M. Lever’, W.E. Winde$ P.M. Mummer§

aSchool of Materials, University of Manchester, Graisor Street, Manchester M1 7HS, UK

bSchool of Earth, Atmospheric and Environmental 8w, University of Manchester, Williamson BuildiNanchester
M13 9PL, UK

°IT Services for Research, University of Manchefexonshire House, Oxford Road, Manchester M13 @R,
Yidaho National Laboratory, 2351 N. Boulevard, Idafails, ID 83415, United States

°School of Mechanical, Aerospace and Civil Enginegrlniversity of Manchester, Manchester M13 9PL, UK

Abstract

Achieving improved accuracy in performance preditsi of engineering designs can
provide increased safety and financial savingss Thespecially true of the atomic energy
sector who work within generous safety limits. Iredgased finite element modelling
(IBFEM) has demonstrated accuracy gains by comgeiiiree-dimensional images (e.g.
X-ray tomography data) into finite element analy$i&A) meshes. This produces a high
resolution simulation capable of describing compiometries and including material
micro-structures or manufacturing defects.

Such high resolution models typically require highhstructured tetrahedral meshes in the
order of hundreds of millions of elements. Due ke tdiscretised nature of FEA,
simulations are well suited for solving in parallebwever current commercial software
packages have been shown to scale unfavourablyimatbasing core numbers. This work
addresses the difficulties associated with suctulsitons by developing highly scalable
parallel FEA code. This particular work concentdaten developing code for transient
thermal analysis. To achieve full transparency cibde is open-source and freely available
to allow peer review and encourage further develmmReliability was demonstrated
through a series of validation tests where comparde results with an analytical solution
and a well-known commercial solver showed a higellef accuracy.

Solution time profiling was performed showing iresed scalability with increasing
element numbers. An example simulation using a mé&4B5 million elements was shown
to complete in 1 hour 54 minutes using 4096 cdde® to computational requirements this
simulation was not possible on the commercial sohgng a high-end workstation but
was predicted to take 224 days. To demonstratectlde’s feasibility and potential, an
IBFEM case study of a nuclear grade composite weasented, consisting of 125 million
elements at a resolution of 23 um and completir@flihours using 4096 cores.

Keywords: finite element analysis, FEA, FEM, imégsed, 3D imaging, thermal analysis,
parallel computing, open source
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4.1 Introduction

Engineering in industries such as the nuclear s@aboks within generous safety limits to
account for variation in components that causer therformance to deviate from that
which is expected. As such, increased accuracyodetting of components could provide
significant financial savings through extended liégcles or a greater window of

operational limits (e.g. maximum temperatures).

Since the promotion of Finite Element Analysis (FEAthe 1960s, notably through work
by Clough [90] and Zienkiewicz & Cheung [91], itm®w the de-facto engineering tool.
Standard engineering practice using computer adsign (CAD) drawn models rarely
require the use of extremely large domains/medHegever, a technique emerging from
biomechanics [92] [93], called image-based fintenmeent modelling (IBFEM), is gaining
notoriety in engineering disciplines further afi¢tdl]. This consists of converting a three-
dimensional image (such as obtained from X-ray tgraphy) into a finite element mesh.
By including the microstructures within the modeistprovides increased accuracy when
dealing with complex geometries, such as compositgerials [48]. To retain the
geometrical information, resultant models typicalkpnsist of highly unstructured
tetrahedral meshes with a very large number or ehsn(in the order of hundreds of
millions). In addition to the ability to model cotep geometries this microstructurally
faithful method allows capture of manufacturinged#$ and experimental investigation of

the modelled sample [94].

It can be argued that the major development ingmelscomputing over the past decade
has been the mainstream introduction of multi-gooEessing units which has enabled the
utilisation of parallel codes. These codes enswpegssing units work on more than one

problem simultaneously or divide one problem betweeres in a manner that was
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previously restricted to specialised high-perforoercomputing (HPC) facilities. The
current projection is that future systems will het incorporate an increasing number of

cores, emulating their ‘bigger-brother’ superconepsit

A caveat of performance improvement depending ofti{wore computing, rather than
improved clock speed, is that code must be purpligedeveloped to exploit this new
architecture. With much of the commercially avaiagoftware predating the common use
of multi-core computing, serial code adapted toknarparallel can often be seen to suffer
from poor scaling with increasing number of cor@s][[96]. To obtain a higher degree of
scalability this work builds upon a ‘ground-up’ @pach to FEA in parallel, which has
been shown to provide significant gains when degaliith large domains solved over a

large number of cores [97].

This work addresses the difficulties associateth WEEA of extremely large transient
thermal models by developing a highly scalable |pdriBEA code capable of dealing with
the requirements of high-resolution image-basedetsod o gain accepted accredited
status within the nuclear industry, the code messhiown to be reliable through validation

testing. In describing their own software, Eledtéicle France (EDF) note

“Because of the nuclear industry quality requirertsgthe software has been validated by
independent companies. This validation entails ammg analytical and experimental

results, and benchmarking..[98]

Firstly, the formation of the code and solution hoels are detailed along with a summary
of validation tests to be performed. The validati®machieved by comparison of results to
an analytical solution. Results are then presetitatlinvestigate the relation between the

accuracy of results given by the code to mesh tderemporal resolution and iterative
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stopping criterion. These results are used to echagdimal operational parameters. The
simulation of the analytical problem is then usegérform scalability profiling, detailing
the amount of speed up achieved by solving in fEm@er an increasing number of cores.
Also feasibility of solving very large meshes usendprge number of cores by use of this
code is shown. Finally, a case study utilising isxbdgsed data from a real nuclear grade
composite sample shows the code’s improved capabiliover currently available
commercial code. In order to achieve full transpaye this work uses freely available
open source code that comes under the BSD 3-cleesse, allowing peer review as well

as encouraging others to further build upon thisetipmental work.

4.2 Theory and Methodology

Transient thermal FE analysis code was createdjusipre-existing portable library of

subroutines for parallel FEA called ParaFEM [99]iethis an extension of the software
developed by Smith, Griffiths and Margetts [66]. eTlsubroutines, based on those
developed by Margetts [100], are written in mode@RTRAN and use MPI [101] [102]

for message passing.

The parallel program developed by the authors,esothe Heat Equation, which can be

expressed as a first order ordinary differentialsgopn @.1)

av_K 62v+62v+82v N
P =" \ox2 " ayz T 922) " 1

(4.1)

where g, p, v, t, K & g are specific heat capacity, mass densémperature, time, thermal
conductivity and thermal flux respectively. Duethe discretisation introduced by FEA,

(4.1) must be solved for each of the nodes withinelement, thus a set of partial
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differential equations are formed. The clearest tidg can be shown is using the simplest
problem of a 1D rod of length L represented by tweales, the system of equations is as

shown in 4.2).

L 2 L L
N1 J vy N1 d V1 _ N1
_fo {Nz}Kﬁ[Nl Nz]dx{v2}+f0 {NZ}Cpp[Nl NZ]ﬁ{vz}_L {Nz}qu

(4.2)

By moving to 3D the complexity increases, bdit2j can be rewritten as a ‘propagation
problem’ in matrix notation4.3), where[K] & [m,,] are the element conductivity and

mass matriced®} & {q} are the temperature and thermal loads, respegtivel

(KI@) + [m,.) 7] = (a)

(4.3)

Traditionally, FEA software will form a global sgsh of simultaneous equations to be
solved by Gaussian elimination (or similar methathijch are memory intensive. In order
to reduce storage requirements, the system of ieqgatre solved iteratively using a
mesh-free element by element version of the comgugeadient method. In addition to the
solution only requiring simple matrix-vector multgations, a major benefit of this

implicit technique is its computational implemerdgat can be easily parallelised as no
global matrix is ever formed. To further accelerigteative convergence a preconditioning
scheme is used, which is initialised by specifyting residual{R}, and the preconditioner,

{P}, as @.4) and the diagonal terms df%) respectively.
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{R}o = {q} — [K[{®},

(4.4)

[m,,] + 0AL[K]

(4.5)

The following steps are then iterated until theideal is smaller than the specified

convergence limit or a maximum number of iteratjangs reached.
{Q}: = [Kl{®};

. _ RYRY,
T PYT{Q)

{®}i41 = {®@}; +ox; {P};
{R}is1 = {R}; —x; {@};

g = {R},1{R}i 11
' {R}{R};

{P}i11 = {R}i11 + Bi{R};

(4.6)

where{Q}, {P} and{R}are vectors of equal length to the number of equnatto be solved,

x andg are scalars.

Time stepping is achieved by linear interpolati@ng the ‘theta’ method4(3) at time-

steps n and n+1 can be connected using a weigheézdge of gradients}(7). This system
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is unconditionally stable fo# > 0.5. This work uses the ‘Crank-Nicolson’ method where

6 =0.5.

(K1), + il {) = (@)

KI®ss + I {Z2] = (@l

(@}nsa = (@) + At (<1 0 {%n e {Z—T}w)

4.7)

As previously mentioned, because no global assemsbsver formed the mesh can be
freely divided into subdomains to be solved in paraacross the processors. This is
analogous to having a collection of smaller FE ni®da each processor, with connecting
regions providing boundary conditions for each otlh&er-processor communication, the
barrier to scalability in parallel programs, is miused by only being required for this
boundary information. Further minimisation of inf@ocessor communication can be
achieved by optimisation of boundary areas by carelection of subdomain divisions
[97] [103]. However, this work only uses a naiveision of total number of elements by

number of processors, distributed by sequentiahetd numbering order.

Validation of the parallel program developed by éluhors was performed by constructing
a problem whose results could be compared diregttli an analytical solution. The
problem chosen was a three-dimensional cuboid f@eafby the domain -a<x<a, -

b <y <b, -c <z <c) with unit initial temperatuand zero surface temperature, as shown

in Figure4.1. See Carslaw & Jaeger [104] for further details
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jlv=1 at t=0 v=0for0<t<T
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Figure 4.1. Analytical problem, a cuboid with unit initial tgrarature and zero surface temperature.

The analytical solution for the temperature can be described by the triple Fourier series

[104];

v =90, a)p(y, b)Yz c)

CT\
S

t

XlLmn
2+ D2m+DC2n+ D 7 20 T 2p T e €

i i i (—phmin @I+ Dnx  @m+Dmy (2n+ Duz _

,:|
w

=0 m=0n=0

(4.8)

km? [(21+1)2 2m+1)>2?
Whereq, ., = < [Er | Gmty)

2
- | 7+ (2";;1) ] and the thermal diffusivity, is defined

by its relation to thermal conductivity, densitpdaspecific heat capacity,= K /pc,,.

To represent the analytical problem in a FE fornophoid with dimensions a=b=c=2
was constructed. The main expected use of thisranogs image-based modelling which
typically requires an unstructured mesh with langenber of elements, therefore to best
represent this use tetrahedral elements were chd$ensmallest number of tetrahedral
elements a single cube can be divided into is fivearder to have a node at the centre of

the cube it was firstly divided into eight smalleubes then meshed with tetrahedral
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elements i.e. 1 cube / 8 smaller cubes (2 x 25 tetrahedra each) = 40 tetrahedra in tc
This was the basis of the larger meshes, with @amlease doubling the mesh density
shown in Figuret.2 As a measure of a mesh'’s spatial resol,, it is convenient to report
the averageolume of one element as a percentage of the wdawigair. This is recorded

in Table4.1along withthe element count for each mesh.

Table 4.1

Details of mesh densities used for simulation @flyical probler.

Mesh 4x 8x 16x 32x 64x 128x 256X
Element Count  32C 2,560 20,480 163,8401,310,72¢ 10,485,760 83,886,080
Volume (%) 3.13E-1 3.91E-2 4.88E-3 6.10E-4 7.63E-5 9.54E-6 1.19E-6

Figure 4.2.Cubic volume of analyticcdomain meshed with increasing mesh density usiy 2 x 2 x 2 Cube, 40 tets,
(b) 4 x 4 x 4 Cube, 32t&ts and (¢ 8 x 8 x 8 Cube, 2560 tets.

The boundary conditions were such that the wholenado was given unit initie
temperature and surfaces were fi to zero for all subsequent time steps, with va
being specified at the nodal locations. Materiabparties for oxygen free hic
conductivity copper (OHFC), as shownTable4.2, were used. Thermal conductivity a
specific heat capacity values were obtained exparially through laser flash analys

density was calculated with the sample’s volume raads

Table 4.2

Material properties used as input param.

Thermal Conductivity Density Specific Heat Capaci
(W-m'K™) (g-cm’) (J-g'’K™)

408.16 8.6098 0.55¢
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In order to save on computational expense, it srdele to use solution parameters that
provide an acceptable numerical accuracy whilsteed) the number of calculations. This
is achieved by reducing the number of elements,b@unof time-steps and number of
iterations required to converge. However, dependinghe ‘sensitivity’ of the solution
scheme, doing so can impact numerical accuracy.edes of validation runs were
performed to investigate the effect on accuracy soldtion time by varying the mesh
density, time-step size, iterative solver stoppanigerion and number of compute cores
used. The parameters used for each set of validatests can be found accompanying the
relevant group of results. All simulations were doated using program ‘xx12' from
revision 1445 of ParaFEM, accessible on the propedting page [105]. These were
performed on HECToR phase 3, the UK’s high-end agmg resource. Each compute

node consists of two 2.3 GHz 16-core AMD Interlagbgps and 32 Gb of RAM.

Additionally, the same analytical problem was canged in a well-known commercial
FEA software package for comparison. These sinaratiwere performed using a
powerful desktop based workstation comprising 80 GHz 16 core Inter Xeon CPU

E5-2687W processors with 192 Gb of available RAM.

The image-based model case study used a 2D wowdicklion™ SiC fibre-reinforced
SIC matrix composite fabricated by chemical vapdaposition (CVD) at Hypertherm
High-Temperature Composites, Inc. To prepare tinepgafor laser flash analysis it was
cut into a disc with diameter and thickness of 20vdn and 3.80 mm respectively, having
a mass of 0.768 g. Its bulk density, i.e. includimgosity, was 2.548 g-c¢i Specific heat

capacity and thermal conductivity were 750 3-kg* and 15.288 W-ih K™ respectively.
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An X-ray tomography scan of the sample was madk aiNikon Metrology 225/320 kV
system (using the 225 kV source) at the Manchestay Imaging Facility, University of
Manchester, UK. The X-ray source voltage and curreere set at 75 kV and &,
respectively. Each radiograph had an acquisitiore tof 4000 ms and the full tomography
scan comprised a total of 3142 projections. TheR&d software (Nikon Metrology NV,
Tring, Hertfordshire, UK) was used for tomograpkganstruction using the level 3 and 2
setting for beam hardening correction and noiseiggoh respectively. The tomography
data was segmented and meshed into tetrahedraémiemsing the Simpleware suite of

programmes (Simpleware Ltd., Exeter, Devon, UK).

The model’s boundary conditions were specifieditaugate a laser flash analysis, which
irradiates one surface of the sample with a thefinal from the laser and measures the
temperature change over time on the opposing surBac measuring the half rise time it is
possible to calculate the sample’s thermal diffirsgivThis was done by applying ramp
loading to the nodes on the upper surface of thepkafor a pulse duration of 0.64 ms.
The simulation was performed over a time domaifigahtly large to allow the heat pulse

to propagate through the sample.

4.3 Results

Results are presented firstly on the validatiothefcode which performs transient thermal
finite element analysis in parallel. These resalts used to choose optimal operational
parameters that achieve a balance between comgahtiost and solution accuracy. Then
solution time profiling is reported, giving evidenof the code’s scalability with increasing
number of cores and the feasibility of using thosle to solve extremely large problems,
such as those associated with IBFEM. Finally anHBIFcase study is presented by using

the code to analyse a real composite sample imageteans of X-ray tomography.
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4.3.1 Varying mesh density
In order to investigate the effect of mesh density accuracy, the simulation of the
analytical solution was performed on a range of hass detailed in Tabld.3, whilst

keeping a high temporal resolution to minimise ictpgan results.

As expected for the inherently stable ‘Crank-Nioolsmethod, the FEA results oscillate

around the analytical solution, seen in Figdt8 most prominently at t <0.01. Where

change in the analytical solution is greatest,ab&llation amplitude of the FEA results is

at its largest but dampens quickly in regions @f hange in analytical solution, seen here
att > 0.02. This effect is most clearly visible the lower resolution models (4x & 8x) but

rapidly diminishes as mesh density increases. Eigud shows a cross-sectional

visualisation of the temperature distribution at2.E-6 s as calculated by ParaFEM. The
3D visualisation was created using ParaView, var8id4.1 64-bit (Kitware Inc., Clifton

Park, New York, USA) [69].

Table 4.3

Solution method parameters (iterative solver stogriterion of 1.E-8).

Mesh Time-step size (s) Number of steps  Total (g)e Output frequency
4x 5.E-8 1000000 0.05 1000

8Xx 5.E-8 1000000 0.05 1000

16x 1.E-7 500000 0.05 100

32x 1.E-7 500000 0.05 2000

64X 5.E-6 10000 0.05 50
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Figure 4.4.Simulation of an analytical thermal conductivitypplem of a copper cube, 1 °C initial temperathias
boundary conditions of 0 °C on all external surfaf® t > 0 s. Figure shows visualisation of theuits as a cross-
section of the temperature distribution att =8.§, calculated by ParaFEM.
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4.3.2 Varying temporal resolution

To remain microstructurally faithful to sample ineagata, the level of downsampling
permissible is largely dictated by the smallesttdea to be captured. Therefore,
computational savings by reducing spatial resatuéice limited. However, further savings
can be made by increasing the time-step size, thdigcing the total number of steps
required to complete the same time domain. In otdezxamine the effect of reducing
temporal resolution the simulation of the analytipeoblem was performed on the 32x
mesh with a sufficiently high iterative solver spapg criterion to minimize impact on
results. In addition to accuracy of results, tharge in time taken to complete the solution
due to changing number of steps was recorded. Tiessdts are shown relative to the

fastest solution i.e. the lowest temporal resoiytsee Tabld.4.

Figure4.5 shows an oscillation of FEA results arounddhalytical solution with a large
error for low temporal resolution, similar to thieet of reducing spatial resolution. For
this model this error becomes negligible for tinkeps of less than 1.E-4. In decreasing the
time-step size a larger number of time-steps ageired to solve over same total time
domain, therefore a larger number of calculatioms ia turn a greater solution time. It was
found that decreasing the time-step size by anrarfienagnitude increased the solution

time by approximately an equivalent amount, sedeléal.

Table 4.4
Solution method parameters (Mesh 32x, iterativeesatopping criterion of 1.E-8).

Time-step size (s) Number of steps  Total time (sutpOt frequency  Relative solution time

1.E-2 5 0.05 1 1
5.E-3 10 0.05 1 1.6
1.E-3 50 0.05 1 4.8
1.E4 500 0.05 2 12.0
1.E-5 5000 0.05 20 80.7
1.E-6 50000 0.05 200 854.8

1.E-7 500000 0.05 2000 10447.9
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Figure 4.5. Temperature of the central node versus time foyingrtime-step sizes.

4.3.3 Varying the iterative solver stopping criterion

As a continued effort to find the optimal paramstérat would obtain an accurate solution
whilst minimising computational expense, the eff@ft varying the iterative solver
stopping criterion was investigated by simulatihg tnalytical solution whilst reducing
the stopping criterion level. In addition to acayathe relative solution times compared to
the fastest solution were recorded. Because théauof iterations required to converge

decides the number of calculations, they were radéed.

Whilst using the optimum time-step of 1.E-5 s, asnd in sectiom.3.2, no discernible
differences in results were observed by varying stwoping criterion. It was therefore
decided to purposefully use the sub-optimal tineg-stalue of 1.E-4 s to exaggerate the

effect of changing stopping criterion levels. Inirdpso, even at the much higher 256x
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mesh density, the solution did not converge witlalgical values, emphasising the

importance of selecting an appropriate time-step.

As shown in Figuret.6, in reducing the stopping criterion, no sigrafit improvement in
accuracy could be detected below 1.E-4. However nhmber of iterations required

continued to increase logarithmically thus impagtsolution time, as shown in Talles.

-Sr?)ﬁlj(;:r.]Smethod parameters (Mesh 256x, time-stepsil.E-4, number of steps = 50, output frequenty.
Stopping criterion Number of iterations Relativéusion time
1.E-02 891 1

1.E-03 1417 1.5

1.E-04 1951 2.0

1.E-05 2518 2.6

1.E-06 3131 3.2

1.E-07 3790 3.8

1.E-08 4498 4.6

Combined observations made from the aforementioaédation tests were used to select
the optimal solution parameters that would yiel&éqdate accuracy whilst minimising
solution time, thus providing a fair representatidra ‘real’ simulation. The time-step size
and stopping criterion used were both 1.E-5. By sueag the difference between
computed and analytical results, the error is dated by taking this difference as a
percentage of the analytical solution. Figdré shows the error for the 256x mesh is of the
acceptable order 0.1%. All computations in theolwlhg section used those values for

time-step size and stopping criterion.
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4.3.4 Solution time profiling & scalability with varying number of cores

In order to profile the FEA program timing, aforemiened parameters were used to
simulate the first 50 time-steps of the analytisalution, outputting results at each time
step. This was performed with meshes 64x, 128x2&tk on a varying number of cores
(1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 20486, 8192, 16348, 32768, 65536) to

investigate scaling performance.

Figure 4.8 shows the absolute solution times (excludinmpsend output times) with
increasing core numbers, whereas Figdre@ shows the speed-up gained by additional
cores relative to running in serial. Ideally, whawubling the number or cores a speed-up
of two should be observed. This curve is includeddomparison with results. It can be
seen in Figurel.8 that solution times initially decrease by iragiag cores until a critical
value, after which they increase. Figut® reinforces this, by comparison to the ideal
curve it can be seen that the code initially scédgsurably. Additionally, it shows that as
the number of elements in the mesh increase tlieatrpoint where solution times lose

scalability also increases.
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Figure 4.10 compares total run times (including initiaisa and output) of mesh 64x,
containing 1.3 M elements, with an identical sintiola performed in a commercial solver.
It can be seen that the commercial solver offersmpyovement in run time by using more
than 8 cores. For the commercial solver, this veamd to be the case regardless of mesh
size. Additionally, using optimum settings ParaFEMnpletes in a total time two orders

of magnitude faster than the commercial solver.
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@) 10 |
1

1 10 100

Number of cores

Figure 4.10. Comparison of ParaFEM and commercial solver sd#labAbsolute solution time for 50 time-steps and
outputs of analytical problem (mesh 64x) with ire@iag numbers of cores.
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time step for a varying number of cc.

For the 300x mesh a timing breakdown of each seabiothe program was obtaine
shown in Figure4.11. This shows the correlation between decreasingtisal time anc
increasing output time with increasing number aesolt can also be seen that seime

(read and initialise) varies little with numberaafres
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By taking the setup, solution and output times fsrem Figure 4.11 estimates wer

calculated for a complete ‘real’ simulation. Thiasibased on the parameters impleme

to produce Figurd.7 i.e. a timestep size of 1.-5s would require 5000 time steps to sc
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0.05 s and an output frequency of 20 steps wouddige sufficient data. These calculated
results are shown in Figuré.12, which clearly demonstrates the benefit ofising
solution methods capable of exploiting a paralhputing environment. For such a large
mesh (135 M elements) it was not possible to solveerial, however the use of optimal
settings offered a reduction from over 325 hrsaur tores to 2 hrs on 4096 cores. Figure
4.13 provides additional insight by concentratinmgtbe number of cores providing best

performance, more clearly showing the distributbrmvhere time is spent in the program.

Table 4.6
Based on 5000 time steps, output every 20.
Mesh Number of Elements Commercial Solver ParaFEM

Cores Solution time Cores Solution time
32x 163,840 8 3 hrs 128 21 secs
64x 1,310,720 8 1 day 6 hrs 512 1 min 45 secs
128x 10,485,760 8 12 days 20 hrs 2048 12 mins
256x 83,886,080 Estimate 132 days 4096 1hr
300x 135,000,000 Estimate 224 days 4096 1 hrs 54 mins

When comparing completion times with that of thenagercial solver, the advantages
become even more pronounced. Using the commeuntadrsit was not possible to run any
meshes with an element count greater than approsiyn20 M elements, ParaFEM was
used on 135 M elements. Using the observed tremrdsdmmercial solver solution time
with meshes 32x, 64x & 128x, projections were mimecompletion times with meshes
256x and 300x, shown in Tablé.6. By comparison with ParaFEM, not only are
completion times vastly improved, but ParaFEM’'satajity of solving extremely large
problems allow new avenues of research to be pdrsweich as IBFEM at

microstructurally faithful resolutions.
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4.3.5 Image-based modelling case study

a b 7 o c

Figure 4.14. Tomography slices of SiSiC sample in top-down and cross-section views108) %, (b) 25 % and (c)
5 % resolutions.

In order to perform the IBFEM simulation of a labtwry laser flash analysis using the
commercial solver within a reasonable timeframe&yat required to downsample the data
to 5% of its original resolution (approximately 1 &flements). As shown in Figurel4,
this is a clearly inadequate resolution which ondyains the largest microstructural
features. Through visual investigation it was dedidhat for this sample a resolution of
25% would provide enough detail to sufficiently tap the majority of the complex
microstructures. This resulted in a mesh of 125|&ments, seen in Figur 15, which
could be solved using ParaFEM’s efficient manageroédistributing computational load

in a highly parallel environment.

The commercial solver took 12 hrs to complete tfé Bodel with adaptive time stepping
using 8 cores. ParaFEM used 12,000 time steps aviime size and iterative stopping
criterion of 1.6 E-5s and 1.E-5 respectively, #%% model completed in 21 hrs using

4096 cores.
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a b

Figure 4.15.3D reconstruction from X-ray tomography data of #8€C composite sample, (a) 25% resolution (b) 5%
resolution.

4.4 Discussion

In validating the code against an analytical solytiseveral observations regarding its
operation came to light. Firstly, the test on sgatesolution clearly shows that results
follow the analytical solution more closely as mefnsity increases. It was decided that
the 32x mesh provided adequate accuracy, althoogtaioing a relatively high number of
elements (160k) when compared to traditional CADdatiing. Figure4.16 compares the
results between ParaFEM and the commercial solsi@guhe exact same 32x mesh and
input parameters. Even at this apparent ‘high’ ltgsmn for an idealised simulation, it can
be seen that the commercial solver includes a rgytigible error in its result not observed
in ParaFEM’s results. Therefore it can be concluthed ParaFEM can offer sufficiently
accurate results acceptable for use by industay ippropriate selection of parameters is

made.
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Figure 4.16.Comparison of results from ParaFEM and a commesoilakr using identical input parameters to sohee t
Carslaw & Jaeger analytical problg¢f®4] described in Figuré.l

Secondly, it was shown that setting the valueddorporal resolution too low or iterative
stopping criterion too high reduces accuracy batgases computational savings. Optimal
values were found in this instance, but these wbelgroblem specific and would change
dependent on mesh density and material propeffies. prescribed material properties
relate to its thermal diffusivity, which can be seas a kind of thermal ‘inertia’. This
specifies how quickly heat can travel through thedmm; therefore to accurately
characterise a material with higher thermal diffitgiwould require increasing temporal
resolution. Adaptive time-stepping schemes candael o provide computational savings
[106], and it would be feasible to employ a similaethod to control the stopping
criterion, however the solver is naive and thesm’'atimplemented here. Nevertheless,
implementing smarter algorithms would be to theideint of scalability due to increased

inter-core communications. Although this could pdava more efficient technique for
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solving smaller models, it would be restrictiverahning very large models. This is the
problem which affects current commercial solvers] aeeds to be avoided to successfully

maximise the potential of IBFEM.

After validation of the code accuracy, the soluttone and scalability were profiled. It
was shown that although initial scaling was favbiegaa critical point was reached after
which solution time increased. This can be atteduto the previously mentioned
subdomain divisions; as the number of mesh elemgmds core decreases the
computational effort per core also decreases kmntimber of inter-core communications
increase. The scaling curves in Figdt® demonstrate that for problems of increasing siz
the scalability will improve. An additional obseti is that, at low numbers of cores,
divergence from the ‘ideal’ scaling can be seeuliasontinuous steps. It is probable that
this is related to the processor architecture &eduse of under populated nodes, where
multiple processors use fewer cores than the manimvailable. As each node has 32 Gb
of RAM, in order to fit large problems in memoryighcan be implemented to exploit

additional RAM resources but increases inter-communication time.

The profiling of a complete simulation, shown igiie4.12 & Figure4.13, show that for
low numbers of cores the majority of the programetiis spent in solving the equations,
which is why this section of the code was prioeitisfor parallelisation. The additional
insight provided by Figuréd.13 shows that future optimisation effort coulddoacentrated
on parallelising output of results, currently imigk Initially only a small proportion of the
program time, as the solution time reduces itscefi@comes more prominent amounting

to 54% of the total time on 8192 cores.
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As previously mentioned, the main aim of the pragnaas not to achieve the greatest
efficiency possible but to enable the running afjMarge meshes which would otherwise
not be useable. This was to be performed withieasonable timeframe in a verifiable
open source framework, the purpose of this beinglltow the use of IBFEM. Tabld.6

shows that the commercial solver was capable ofirgplmeshes no larger than tens of
millions of elements within a timeframe of a feweks. The new ParaFEM code can solve

problems containing hundreds of millions of elersanta few hours.

Reinforcing this statement, with ParaFEM it wassilde to use the IBFEM case study of a
real sample to perform a simulation of a laboratexperiment at a sufficiently high
resolution that captured the majority of microstasal features. To complete in a similar
time frame, the commercial solver required the datbe downsampled to a level of 5 %,
and could not perform simulations with resolutitimgher than approximately 12.5 %. The
IBEFM model was not at the limit of what ParaFEMulb achieve; modelling the

analytical problem with a mesh of over a billioerakents was also successfully performed.

4.5 Conclusions

An open source transient thermal FE analysis code wreated using a pre-existing
portable library of subroutines for parallel FEAled ParaFEM. Validation was performed
and it was shown to provide accurate results wirealating the analytical problem of a
three-dimensional cuboid with unit initial tempena& and zero surface temperature.
Solution time profiling showed that the program d&fed from high scalability which
increased with problem size, thus enabling sohpngblems many orders of magnitude
greater than traditionally handled by commercidvexs in a reasonable time-frame. This
was tested with meshes containing up to 135 miltetrahedral elements on 4096 cores,

which would complete a simulation of an analytigabblem in 1 hrs 54 mins. An
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image-based modelling case study was presentedpateatial use for the code. Further

optimisation avenues identified were to paralletisgutting of results.
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Abstract

The divertor in a fusion reactor is a key comporgggigned to extract heat. Its location at
the intersection of magnetic field lines means ithe component that will be subjected to
the largest amount of thermal flux from the plasiberefore, characterisation of its

thermal performance is imperative. This work iniggges the CFC-Cu monoblock, a

divertor component, which consists of a carbonefibomposite (CFC) tile joined through

its centre to a CuCrZr pipe with a Cu interlayer &ative cooling. Predictions about the
monoblock’s in-service performance were made uBimtg element analysis (FEA).

A high-accuracy simulation was created using anrgimg technique, image-based finite
element modelling (IBFEM). By converting X-ray tography data of a real specimen into
an FEA mesh, it included non-idealised featuresothiced in manufacturing. To validate
the IBFEM technique a case study was performed evtier thermal analysis by laser flash
of a CFC-Cu disc was simulated such that compurtatiand experimental results could be
compared directly. Results from the case study skothat a high resolution IBFEM
simulation (102 million elements of 32 um width)opided increased accuracy over low
resolution IBFEM (0.6 million elements of 194 umdii) and idealised computer aided
design (CAD) simulations. Using the IBFEM technidgoeanalyse a monoblock mock-up,
it was possible to detect and quantify the eff@ttslelamination regions at the CFC-Cu
interface likely to impact both component performearand expected lifetime. These
features would not have been accounted for in isks@ICAD simulations.

Keywords: thermal analysis, laser flash, fusiokaimak, divertor, ITER, finite element analysis,
FEA, CT, X-ray tomography, carbon fibre composi@&sC, high performance computing, HPC,
parallel computation, supercomputer, open source
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5.1 Introduction

ITER, currently under construction, will be the Ve largest nuclear fusion reactor. Its
aim is to demonstrate the ability to produce amoupower ten times that required to
initiate fusion. Once operational, the plasma inclwhihe reactions happen will subject the
plasma facing components (PFCs) to 10 MW-of thermal flux during steady-state
operation. This value could be surpassed if pladisraiptions which release large amounts
of energy over short time periods are not mitigd#&]. Therefore selection of materials
for the PFCs is largely governed by their abilibywithstand such a hostile environment
whilst absorbing neutronic heating, minimising phas impurities and protecting
components shielded by the PFCs. Initially ITERI wiberate as a plasma experiment
without the use of tritium, one of the fuels regdirfor fusion reactions. Current designs
for this operational phase will use beryllium ftvetfirst wall, with tungsten and carbon
fibore composites (CFCs) for the divertor. Theseamals have been selected due to their

favourable properties [74].

It is proposed that the lower part of the divemoll consist of a series of flat CFC tiles
aligned in rows (see Figufel) with one side being plasma facing [75]. Inesrth remain
within operational temperature limits the composemntust be actively cooled. This is
achieved by connecting the tiles through their @=nto a copper pipe carrying coolant. As
the function of this heat sink is to transfer thatmrenergy away from the CFC, it is
imperative that the method of joining the CFC te topper pipe must provide a bond that
retains both structural integrity and a high thdromductivity under large thermal loads.
As this region will contribute to, and possibly doate, performance of the component, it
iIs of utmost importance that the thermal behaviatrthe CFC-Cu interface is well

characterised.
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Figure 5.1.Schematic of section of ITER divertdr07].

Previous work has been carried out in order to adtarise the thermal behaviour of a
series of joining techniques for CFC-Cu samples8[1The thermal performance across
the interface has been investigated by measuriegmidd diffusivity experimentally

through laser flash analysis (LFA). Imaging by X-tamography provided high resolution
images of the materials’ microstructures at therfiace, providing insight as to how they
might affect thermal behaviour. The most promisjoging technique was the one
developed at Politecnico di Torino [84]. The tecjud involves a low cost process that
requires no applied pressure and can be performedlaively low temperatures (i.e.

lower than required for Cu casting [109] or CFC ifiodtion [78]). The method uses a
commercial braze (Gemco) which is modified by apygya layer of chromium. In joining,

the braze is applied with the chromium face in aohtith the CFC. When the component
is heated the chromium reacts with the carbon tm fchromium carbides. This leads to a
better join between the CFC and the braze dueetintproved wetting angle on chromium

carbides, which would otherwise be poor.
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In this paper, we explore the capabilities of aedior monoblock mock-up manufactured
using the Politecnico di Torino technique undercteaconditions. As this is difficult to

carry out in the laboratory, we use Finite Elemf@nalysis (FEA) to make our predictions.

FEA is usually performed by first creating a digit@presentation of the component using
a computer aided design (CAD) package. This icsipyi a geometrically-ideal version of
the component that does not include manufacturlagisf such as micro-cracking or
porosity. In this paper we show that these impéidas play an important role in heat
transfer. Creating the detailed models requireitimctable using the CAD approach, so
we use an emerging technique called Image-basate Filement Modelling (IBFEM).
IBFEM converts a three-dimensional image of a ‘reaanufactured sample, including
defects, into a digital geometry to be meshed A Ht has been shown that the IBFEM
approach can give more accurate predictions thancel or analytical models [48].
Another benefit is that direct comparison to expemntal results can be made, as we can

digitise for simulation the sample that has bedsjesited to laboratory tests [94].

This paper presents two case studies. The objeotitiee first case study is to verify and
validate the technique. It involves comparing expental and simulated results carried
out on a simple “disc” shaped sample of CFC bonde€u subjected to Laser Flash
Analysis (LFA). There are three simulations: (iILAD based model, (ii) a low and (iii) a
high resolution model generated from an X-ray Torapgy scan. The CAD and low-
resolution simulations can be carried out on acigiphigh end workstation, whilst the high
resolution simulation requires access to supercéimgpdacilities. This exercise showed
that the high resolution model provided the closestch to the experimental results.
Therefore, the second case study uses high resollBFEM only to predict the behaviour

of a CFC-Cu divertor monoblock mock-up under reactmditions.
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5.2 Materials

The CFC used was Sepcarb NB31 (Snecma Propulsidid, Serance). This is
manufactured using a 3D NOVOLTEX preform needledhi@a z-direction with ex-pitch
fibres and in x and y directions with ex-PAN fibré&hemical vapour infiltration (CVI) is
used for densification. The copper used was oxygenhigh conductivity (OFHC) copper
(Wesgo Metals, USA). The materials were joined Hyrazing process using a Gemco®
foil, 87.75 wt% Cu, 12 wt% Ge and 0.25 wt% Ni, (WedMetals, USA). The foil was
pre-coated with a 3 um layer of chromium using safilequency magnetron sputtering.
The divertor monoblock was produced by drillingadehin a CFC tile, inserting the Gemco
foil and finally the copper pipe before brazingindmg was performed at Politecnico di

Torino as detailed by Casalegno et al [84].

In order to carry out the CFC-Cu disc case stubg (tFA experiment), further sample

preparation was required. This was undertaken & Whiversity of Manchester. The

joined and individual samples, originally tile skdp were machined using a lathe to
produce cylindrical samples. A Struers Accutom-&affimachine was used to obtain the
thickness required for thermal analysis. The wheed made of aluminium oxide and was
set to rotate at 3000 rpm with a medium force angament of 0.02 mmi’s To clean the

samples they were placed in an ultrasonic batltetioae for 10 minutes.

Figure 5.2 shows the samples in their prepared state.eTaldl details the resultant

dimensions and properties. The samples’ thicknedsdlameter were used to calculate the
cylindrical volume, combined with mass this wasum used to obtain density. Because
these values included the porosity present withen@FC, reported values are for the bulk
properties. Values for the constituent materialshen CFC-Cu disc were calculated from

their respective thickness fractions. In this insg the density values for CFC and Cu
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layers were obtained from an average of four CF@péas and the pure Cu sample

respectively.

Scanning electron microscope (SEM) investigatiothef CFC and brazing alloy interface
(seen in Figures.3) shows the formation of chromium carbide betwd® two layers.

There is also infiltration of the carbide into ogmrosity on the surface.

Table 5.1

Sample dimensions.

Sample Diameter  Thickness Mass Volume Density
(mm) (mm) (@) (cnt) (g-cnt)

CFC 12.66 2.06 0.447 0.2593 1.72

Cu 10.10 2.06 1.421 0.1650 8.61

CFC-Cu 12.70 4.84 2.916 0.6131 4.76

CFC (CFC-Cu) 12.70 2.74 0.631 0.3477 181

Cu (CFC-Cu) 12.70 2.10 2.285 0.2654 8.61

a b

10.1 mm

~
7

pd
~

12.7 mm
Figure 5.2.Samples used; (a) CFC, (b) Cu, (¢) CFC-Cu disc an@F)-Cu divertor monoblock.
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Brazing alloy

Cr carbide

WD mag HV mode | spot | det pressure
10.3 mm|2 500 x|15.00 kV| SE | 4.3 |ETD| 9.88e-6 mbar

Figure 5.3.SEM image of CFC and brazing alloy interface.

5.3 Method

This section details the (i) experimental determamaof thermal properties using LFA, (ii)
three-dimensional imaging using X-ray computed tgraphy, (iii) finite element mesh
generation, (iv) definition of simulation boundargnditions, (v) equation solution and

finally (vi) results analysis.

5.3.1 Thermal diffusivity

The Netzsch 457 MicroFlash® system [50] was usquktéorm LFA. This system is used
to irradiate the surface of a disc shaped sampkm@ivn thickness with a short laser pulse.
The time the heat pulse takes to travel throughstaple is measured by an infra-red
camera directed at the rear face. This is usedltulate thermal diffusivity. Specific heat

and thermal conductivity can be calculated by camgaesults with a calibration sample.
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To ensure stability of the sample and maximum alignr of energy from the pulse,
measurements were performed in an inert atmospfeze the sample had been coated
with graphite. Results were collected at intervais100 °C, ranging from 100 °C to

700 °C. The average of 5 measurements at eaclrahteas recorded.

5.3.2 X-ray tomography

The Nikon Metrology 225/320 kV system (using theés X¥ source) at the Manchester
X-ray Imaging Facility [88], University of Manchest UK, was used to create X-ray
tomography scans of the CFC-Cu disc and the divemonoblock. Imaging and
reconstruction settings are shown in Tablg and Tables.3 respectively. In imaging,
lower energy X-rays emitted are attenuated by itlsé few millimetres of samples making
their edges appear denser (i.e. high greyscalesalBeam hardening corrections mitigate
these effects. Noise reduction filters can be Umesimoothing data. The values recorded in
Table5.3 are software pre-set levels where the maxinauéand 1 yields the lowest level
of correction. Voxel widths of 9.7 um and 21.8 pmrgvachieved for the CFC-Cu disc and
divertor monoblock respectively. However, due tgnal noise, not all features at these

scales were resolvable e.g. the 10 um layer ofncturm on the braze.

Table 5.2

X-ray tomography parameters used.

Sample Target Voltage Current Filter Acquisition Number of Frames/
(kV) (nA) (mm) Time (ms) Projections Projection

CFC Cu 120 200 N/A 500 2001 1

Cu w 220 210 Sn, 1.0 700 3142 1

CFC-Cu w 210 135 Sn, 1.0 1415 2001 2

Monoblock W 200 190 Ag, 1.0 1415 2001 2

Table 5.3

Reconstruction settings.

Sample Beam Hardening Noise Reduction Voxel Widim{

CFC 1 3 0.0100

Cu 2 2 0.0082

CFC-Cu 2 4 0.0097

Monoblock 1 2 0.0218
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5.3.3 Finite element mesh generation

The CFC-Cu disc and divertor monoblock scans wagorted into the Simpleware [110]
suite of programmes, version 6 (Simpleware Ltdetex Devon, UK) to convert the 3D
images into FE meshes. Image segmentation wasrpefousing a range of techniques
including the thresholding, Boolean operators, dididl, cavity fill, island removal,
manual paint tools and a recursive Gaussian snrgptiilier. Linear 4-node tetrahedral

elements were selected for meshing.

A low resolution and high resolution mesh was @ddbr the CFC-Cu disc case study.
The low resolution mesh captured the main featusesh as surface roughness and large
pores. The resolution of the higher fidelity models carefully chosen, striking a balance
between capturing fine details of the micro-struetand producing a model that could be
easily handed on the various computer platformdabla. Creating a finite element model
at the same resolution as the original tomograptan 9s technically challenging and

probably offers little benefit over the high redadn model selected.

A Computer Aided Design (CAD) version of the CFC-dlsc was created and meshed in
Abaqus, version 6.12 (Simula, Providence, RI, USH)is model comprised a cylinder

with three layers of varying thickness representimggCFC, Gemco and Cu. Porosity was
not included. The CAD based mesh had approximas€y00 tetrahedral elements

(consistent with typical engineering practice).tAs results presented later show, the high
resolution model gives the closest match to the kekperiment carried out on the CFC-Cu
disc. Therefore, only a high resolution model wessated for the divertor monoblock case

study.
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5.3.4 Finite Element Analysis

5.3.4.1 Boundary conditions for CFC-Cu disc

In order to recreate the LFA experimémsilico, a thermal load matching the laser’'s must
be applied to one surface of the finite element ehadhilst the temperature values on the
opposite side are recorded with respect to timertier to determine the magnitude and

distribution of the load we must consider the la&seperation.

Experimental measurements showed that, at the topgraoltage 1538 V, the laser

delivered 6 J over the duration of the laser p(dee Figuré.4). The measurements were
made without the optics in place. The LFA 457 ha®a@&ising lenses, which cause an
attenuation of approximately 0.5 % per surface @.éens surfaces). Thus, the resultant

energy incident from a single pulse on the sampér a 15 mm diameter spot size is 5.8 J.

25
L 2
20 | .
s 2
15 | *
& .
@ 10 | .
c 4
Ll s | PY
O | | 1
0 1000 2000 3000 4000
Voltage (V)

Figure 5.4.Laser energy for a given voltage for the NETZSCH L45Y.
Figure5.5 shows the energy amplitude of a typical laket $or a given applied voltage.

As no calibration data was available to link applieoltage to laser energy output, the

energy amplitude is therefore normalised betweemimim and maximum values. The
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total energy output of the laser (calculated altoviee 5.8 J) is the area under the curve in
Figure 5.5. Thermal flux, the rate of energy transfer peit of area, has the units
mJ-mn¥-s’. By knowing the total energy emitted over a certaiea, it is possible to

calculate the flux;

i.e. peak flux = total energy (mJ) / (spot area @nrarea under curve (s))

This can be used with the non-dimensionalised auod#i curve to produce a flux profile

with respect to time i.e. the curve in Figi:® using the secondary axis values.

1
41 250000 <
0.8 | &
Q | N
3 200000 %
206 T 1 150000 =
= 1)
g 04 1 1 100000 =
X
Loa | 1 50000 3
N 5
0 | | ~ 0 e

0 02 04 06 08
Time (ms)

Figure 5.5. Typical energy pulse emitted from NETZSCH LFA 45%dr.

Flux is a quantity which applies to an area, bu¢ tluthe discretisation in finite element
analysis it must be applied at nodal points. Tiesetquivalent flux value for an area must
be projected to the nodes defining that area. Assyitne discretised area is sufficiently
small the flux value over that area can be consedlarmiform. For first order finite
elements, the projected flux value at the nodeaisutated by dividing the total flux

equally between each of the nodes, as shown irré-tg6 [66]
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12 12

Figure 5.6.Projecting flux over an area to nodal coordinaies t discretisation inherent in FEA.

An additional consideration for the LFA scenaridhat the surface onto which the laser is
incident is not completely flat. Element faces diésieg this surface will be oriented at
different angles in three-dimensional space. Therlpath is considered to travel purely in
the z-direction and will not arrive normal to theraent face. Therefore it is important to
calculate the effective elemental area in the Yap@, as this is the area ‘seen’ by the laser.
A simple example of a surface consisting of 4 gidar elements is shown in Figuser.
Even in such a simple case, the three dimensioralia 30% greater than the effective 2D

area in the x-y plane.

Figure 5.7.Comparison of the area of (a) element faces anthé®@ffective area seen by the laser in x-y plane.

The 3D area is calculated by taking the cross prodil any two of the three vectors
defining the triangle, where A, B & C are the nades

Exﬁ‘

area =
‘ 2
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(5.1)
In 2D this simplifies to

Ax(By B Cy) + Bx(Cy B Ay) + Cx(Ay B By)

A =
el 2

(5.2)

Therefore, the nodal contribution from a tetrahkdtament as a fraction of the whole

domain would be;:—el where A, is the area of the element face angl i& the area of the
tot

surface being thermally loaded.

These values assume a uniform distribution of thwer the whole sample surface area.

Lasers typically exhibit a Gaussian distributiortfedir beams, as shown in Figure.

x10

Figure 5.8.Multivariate Gaussian distribution exhibited bydageam.

In 2D this is known as the multivariate Gaussiastrthution (MGD) 6.3).

1 1 [e-w)? (-w)
_ _ _Mx "y
) = 210,041 — p? exp( 2(1—-p?) [ ¥
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(5.3)

whereoy, o, are the standard deviation in x and y directipns,the correlation between x
&y and |k & Yy are the mean values. For the case of the laser &ga o, andp, i & Hy

are zero. Thereforé&(3) simplifies to $.4) and in polar coordinates.p).

1 x% + y?
feoy) = 2mg2 P <_ 202

(5.4)

(5.5)
As the CFC-Cu disc is smaller than the laser sjpm#, scalculating the total energy

delivered must take into consideration the nonarnmf distribution. Additionally the

applied nodal loads must reflect this spatial \taomain distribution.

1
e e | aser Evergy
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Figure 5.9. MGD profile of 15 mm diameter spot size laser whenergy reduces by 10 % between centre and
r=>5.0 mm, i.ec = 10.892.
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According to the LFA 457 manufacturers, it can kpeeted that the laser power reduces
by 10 % of the peak value 5 mm from the centresTikiobserved when the standard
deviation is 10.892 (see Figuse9). In order to use the profile in Figs® to calculate the
thermal loads to be applied, the peak energy neetls determined, i.e. where r = 0 mm.
To do this it must be ensured that the volume utite2D MGD (between -7.5 and 7.5 in
x and y) is equal to the volume under the unifoistrdbution over the same area. That is,
within a given time-step, the energy delivered gua to the uniform distribution

calculation. This volume can also be seen as ‘pomigich has the units mJ's

To calculate the volume under the MGD we must irggthe equation describing the

curve over the whole region, R, using polar coath#s as shown in equatidn §).

V=-]:I; f(x,y)dA=]fR f(r)rdrd6

ffR f(r)rdrdf = 1—exp—%(£)2

(5.6)

When calculated to infinity, the volume under theGBI is unity. However, for this
purpose it is necessary for the distribution deédeover the 15 mm diameter spot size to
be unity. Therefore, a normalising factoy, 5 required. This is given as the ratio of the

volumes of the two distributions where ‘r’ is infypnand 7.5, i.e.;

V, =1V, = 0211

E,=-2=4738
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V7.5Fn = 1

(5.7)

Thus, the flux at any point can be described amation of its distance from the origin

O(r,t) = B f ()P

(5.8)

where Ris the power for a given time step, calculatedriftiplying the flux for a given

time step®; (as found above, see Figlis) by the spot size area PO*nR?).

Combining the above for a triangular face on aatetdral element, the flux for a particular

node at any given time step is;

14, F, r?
(r,t) = = ———|p
6 3Atot2nazexp( t

(5.9)

The MGD is a function of the distance of the nodmf the central point of the sample.
The radial distance, r, is defined &10) where the nd and c subscripts denote thel noda

and central x-y coordinates.

r = \/(xnd - xc)z + (ynd - yc)z

(5.10)
As this calculation must be repeated over all elgmen the surface where the laser is
incident, it is probable that a single node wite®e a contribution from several adjacent

elements. In this case, the values are summedécagiotal nodal flux.
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5.3.4.2 Case Study 1: CFC-Cu disc

Once the method for determining the boundary candit had been determined,
verification and validation of the IBFEM techniqueuld be performed by comparing
experimental and simulated results of the LFA fog CFC-Cu disc sample. The CAD-
based model, together with the low resolution IBF&MI high resolution IBFEM models
were analysed using ParaFEM, an open source pdraite element platform developed

by the authors [99] [111] [112] [66] [105].

To ensure an accurate non-oscillatory (stable)tiswiia time step of 2 x 10 s was used

together with an iterative solver stopping critariaf 1 x 10°.

The Laser Flash experiment was simulated at a ¢ert@mperature of 200 °C, using the
material properties measured by LFA for CFC and Eroperties for Gemco were
obtained from the manufacturer [113] and standaldes for air [114] were used for the

porosity, shown in TablB.7.

5.3.4.3 Case Study 2: Divertor monoblock

In the second case study, the performance of thertdr monoblock was investigated
under reactor conditions. Several design scenancs for ITER each with their own set
of in-service parameters. Here, the transient mespof the divertor monoblock going

from initial state to steady-state operation wasletied.

A thermal flux of 10 MW.rif was applied to one outer CFC surface of the divert
monoblock with a matching negative load (represgnthe liquid cooling process) on the
inner surface of the Cu pipe (see Figbré0). The CFC surface was selected such that
fibre orientation matched that of the CFC-Cu disadeiled in the first case study. Initial

temperature was set to 200 °C throughout the dgmaimch is within the expected
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operational window. This was done to match the @rCdisc analysis so that the same
material properties could be used. The simulatias vun until steady-state operation was
achieved. A time step of 5x & and an iterative solver stopping criterion of 10°

were used.

The results of both case studies were post-prodasseg ParaView, version 3.14.1 64-bit
(Kitware Inc., Clifton Park, New York, USA) [69].

T=200"°C - 10 MW-m?

10 MW-m™

30 mm
Figure 5.10.Schematic of applied loads in monoblock simulation

5.4 Results and discussion

This section presents (i) the thermal diffusivigiues determined experimentally for the
constituent materials and the CFC-Cu disc; (ii)nanstructural observations regarding the
CFC-Cu interface in both the CFC-Cu disc and thvertor monoblock; (iii) quantitative
and qualitative analysis of the image-based medaicignique and (iv) results of the finite

element analyses for the CFC-Cu disc and the divarbnoblock.

5.4.1 Thermal Diffusivity

Figure5.11 shows the thermal diffusivity results measueegerimentally by LFA. Figure
5.12 and Figur®.13 chart the specific heat and thermal condugtix@lues calculated by
calibration with the reference sample. The figupesesent results for the constituent
materials, the projected values for the CFC-Cu des®ed on the contributions by thickness

of each material and finally the actual values me=s for the CFC-Cu disc. The results
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for the constituent materials are comparable toseéhfound in the ITER materials

properties database (MPDB), shown in Table

Comparing the projected and actual thermal condiytior the CFC-Cu disc, it can be
seen that the measured conductivity is considelalatgr than expected. The CFC appears
to restrict heat flow, with the conductivity of tlttwmbined sample being only slightly
higher than that of CFC. This is despite 43% of ghmple’s thickness consisting of the
more highly conducting Cu. Interestingly, over ttemperature range of 600 °C the
conductivities of the CFC and Cu decrease by 45% 2006, respectively. Thus, the
average change would be a decrease of 34%, whigrysclose to the actual decrease of

35%.

The ITER MPDB specifies that the thermal condutyivimust be greater than
300 W-m*-K'1 at room temperature and only decreasing to 1568 W™ at 1000 °C. This
is partly because it has been shown that plasnsioera@ecreases in CFCs with higher
thermal conductivity [115], which ensures increakatyevity for component life cycles.
This component does not quite meet the specifié@riom, 273 W-rit-K™* at 100 °C
(projected to be 288 WK™’ at room temperature) and 178 W-i* at 700 °C

(projected to be 162 WK™ at 100 °C), but is relatively close.
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Figure 5.11. Thermal diffusivity measured by laser flash anialys
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Figure 5.12. Specific heat capacity calculated by calibratibditfusivity against Pyroceram 9606.
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Figure 5.13.Thermal conductivity calculated from diffusivitglensity and specific heat values.

Table 5.4
Materials properties of CFC and Cu as specified by ITER MPDB.

Properties Temperature (°C) CFC (z direction) Cu
CFC Cu
Thermal conductivity RT" RT 304 379
(W-m*K™h 250 200 240 355
800 350 145 351
1000 500 141 357
Specific Heat (J:§K") RT RT 0.780 0.388
800 200 1.820 0.400
1000 500 2.000 0.437
CTE (10°K™) 800 200 0.4 17.0
1000 500 0.5 18.6
Density (g-cri) RT RT 1.90 8.90
Porosity (%) RT RT 8 N/A

"Room Temperature

5.4.2 X-ray tomography images

Figure 5.14 shows that the Cu at the interface of the ©CrCdisc is rough. In certain
regions small veins of Cu rise from the surfacas®mows that the brazing material does
not remain in its initial position but contorts e shape of the CFC and even fills open
porosity. This greatly increases the interface am@farea from 126.7 nfnif smooth,
calculated geometrically, to 132.2 firmeasured from the X-ray tomography image. It is

expected that this enhances both bond strengthihemohal transport across the interface.
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The majority of the Cu at the surface (80.4 %nisontact with the CFC, therefore it can

be assumed that the bonding will be successfularimising thermal conductivity.

In contrast, the X-ray scan for the divertor mowakl shows delamination on one side of
the pipe (see FigurB.15 and Figurés.16). It appears that this area is linked with the
orientation of the sample during the brazing predes the divertor monoblock was on its
side during joining and the upper surface is witleepipe has pulled away most probably
due to a combination of the effects of gravity amdnismatch in thermal expansion
coefficient between the CFC and Cu. It is expethed this region will act as a substantial

thermal barrier during operation.
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Figure 5.14. 3D reconstruction from X-ray tomography data foe {CFC-Cu disc showing; (a) complete sample, (b)
rough Cu surface at interface with CFC, (c) slice naighthrough CFC section, (d) contact area at CFC-Cacaiidnd
(e) porosity within the CFC showing preferential afigent with direction of thermal transport.

£
o

i . - CFC
I:l -Cu
¢ . - Porosity

Figure 5.15.3D reconstruction from X-ray tomography data foregtor monoblock showing; (a) complete sample, (b)
rough Cu surface at interface with CFC, (c) slicedigh the midplane, (d) large area where CFC has dedsaed from
Cu during brazing process and (e) porosity withen@+C showing preferential alignment with directidnhermal

transport.
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Pores within CFCs are an unavoidable issue. THegtahermal conductivity by behaving
as thermal barriers. The greatest concentratiopavbsity is typically found aligned
between fibre layers. Thus, through composite lagegign, it is possible to arrange these
layers to give directionally preferential perfornsanit can be seen that the porosity in the

divertor monoblock is aligned to promote thermahsport radially away from the pipe.

Void at interface
between CFC and Cu

Figure 5.16. Tomography slice from the midplane of the divertoonoblock showing internal porosity of CFC.
Additionally a large void spanning the perimeteiot side of the Cu pipe can be seen, this wayliktloduced during
brazing due to orientation of sample.
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5.4.3 Conversion of tomography data into finite element rashes

Composite materials typically display highly anrsgic behaviour due to the alignment of
fibres within the matrix and thus the induced pdyosTraditionally, directional material
properties are prescribed to account for this bel@avwhen modelling composites.
IBFEM does not require this as it aims capture rthiero-structures causing anisotropic
behaviour. To maximise its potential each phaset iIesegmented i.e. fibres, matrix and
porosity. In this work, due to the near identicak@y absorption of carbon fibres and
matrix, differentiation of these phases was nossfids. Therefore, only partial anisotropy
is achieved by treating the CFC as amorphous caviatin aligned porosity. However,
effects of anisotropy should be minimised becauB4 lis treated as a one-directional
problem. Additionally, the monoblock analysis hd®rial gradients largely in one

direction and was aligned in consideration of this.

The automatic segmentation tool used by SimpleWai®] can segment images into
different phases according to the voxel greyscalees. It was possible to segment the
majority of the images automatically. Because at@at the CFC-Cu interface and ring
artefacts in the CFC, additional attention was mregu Segmentation was carried out
manually using paint/un-paint tools on a slice bgesbasis. Before meshing, the images
were downsampled, reducing computational cost windsaining micro-structural detail

(see Figureé.17).

Considering the CFC-Cu disc, at 30 % resolutioardhis little difference in visible detail
when compared with the full resolution achievedha scan (100 %). A lower resolution
(5%), suitable for analysis using a workstatiose® many features. Details characterising
the models are given in TabE5 and Table5.6 for the CFC-Cu disc and divertor

monoblock respectively.
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1mm 1mm

Figure 5.17.X-ray tomography x-y planar slice midway througRClayer of CFC-Cu disc showing effect of
downsampling from (a) original resolution to (bP8@nd (c) 5% resolutions.

As the image comprises voxels (cuboids), smoothingpplied in meshing to better
describe the curved nature of the geometry. This cause quantities derived from the
mesh geometry to differ from those derived from dhiginal image. Changes in volume
and surface area for all meshes are recorded ile bah and Tablé.6 as a percentage of

the original resolution. The total volumetric chaagan be considered negligible.

When considering volumetric changes within the tament materials there are two
notable changes. Firstly, in the low resolution Iméee Gemco layer is greatly increased
by over 400 % in the CFC-Cu disc. The reason f® i that when downsampled, the
layer becomes smaller than one voxel width. Toimetse feature, it had to be artificially
dilated (using the software) to the thickness ad titew voxel width, resulting in the
increase in volume. It is expected that this wifeet the simulated conductivity at the
interface because the conductivity of Gemco is lothan both CFC and Cu (see Table
5.7). Secondly, there is a decrease in porosigaeh downsampling level, 28 % then 90 %
for the CFC-Cu disc and 81 % for the divertor mdook. This is because some of the
pores are smaller than the new voxel widths. Thsukl cause the simulated sample to
have an artificially increased conductivity duehe loss of thermal barriers in the form of

porosity (confirmed later in Figur&19).
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The surface area of the models decreases withaisiog levels of downsampling. This can
be attributed to a reduction in surface detailh&sitnage resolution decreases. The greatest

variation can be seen in the CFC and porosity.

A few additional observations can be drawn from segmented image statistical data.
When comparing the total volume of the CFC-Cu aviih that calculated geometrically
(see Tablé.1), the values agree to within 3 %. The pordsdgtion of the CFC-Cu disc is
7.5 %, which closely agrees with the literatureueabf 8 %. However, this reduces to
1.2 % for the divertor monoblock because of thedowitial image resolution. Overall,

the high resolution meshes were acceptable.

For the CFC-Cu disc, meshes with 0.6 million and ddllion elements were produced for
the low and high resolution models, respectivelgr the divertor monoblock, the high
resolution mesh comprised 137 million elements.s€heumbers were within the target
range for use on a laboratory workstation (low h&son) and modern supercomputer

(high resolution).
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Table 5.5

Segmentation and meshing output details for the CH@isc.

Name Number of Segmented  Surface  Number of Number of Meshed
Voxels Volume area Elements Nodes Volume

(mn’) (mn) (%)

CFC-Cu (Original resolution, 0.0097 mm voxel width)

Cu 289 M 264 478

CFC 326 M 298 2600

Porosity 26 M 24 1910

Gemco 6.3 M 5.78 357

Total 642 M 592 4988

CFC-Cu (30% resolution, 0.0323 mm voxel width)

Cu 7.8 M -0.38% -5.65% 40 M 8.2M -0.16%

CFC 8.8 M -0.34% -17.69% 53 M 11M 1.40%

Porosity 0.70 M -0.83% -18.85% 7.1 M 22M -27.68%

Gemco 0.17 M -1.38% -10.64% 1.8M 047 M -5.23%

Total 17 M -0.39% -10.59% 102 M 22 M -0.54%

CFC-Cu (5% resolution, 0.1940 mm voxel width)

Cu 35k -3.79% -12.97% 206 k 46 k -4.85%

CFC 38 k -6.38% -63.00% 307 k 63 k -2.79%

Porosity 3k -1.25% -69.79% 29k 17 k -90.45%

Gemco 4k 496.89% -13.17% 46k 12 k 460.52%

Total 81 k -0.10% -54.59% 587 k 137 k -2.74%

Table 5.6

Segmentation and meshing output details for thertby monoblock sample.

Name Number of Segmented Surface  Number of Number of Meshed
Voxels Volume area Elements Nodes Volume

(mn’) (mn) (%)

Monoblock (Original resolution, 0.0218 mm voxel wijl

Cu 42 M 434 723

CFC 163 M 1690 3380

Porosity 2.0M 20.4 1560

Gemco 1.2 M 12 592

Total 208 M 2156.4 6255

Monoblock (50% resolution, 0.0436 mm voxel width)

Cu 52 M 0.23% -1.38% 27 M 55M -0.95%

CFC 20M 0.00% -10.95% 106 M 22 M -0.83%

Porosity 0.24M -2.45% -23.08% 25M 0.86 M -37.31%

Gemco 0.14 M 0.00% -0.84% 1.7 M 0.45 M -1.15%

Total 26 M 0.02% -11.91% 137 M 28 M -1.20%




PAPER 3: SUBMITTED TO J NUCL MATER 177

5.4.4 FEA

5.4.4.1 Case Study 1: CFC-Cu disc

Figure5.18 shows a temperature cross-section of the Clr@i€& during a simulation of

the LFA. A very low thermal gradient in the x-y p&ademonstrates that the LFA can
indeed be approximated to a one dimensional prabfaditionally, the temperature rise

caused by the laser is low in comparison to théainiemperature, therefore variations in
temperature dependent material properties are gielgli Material properties used are

given in Tableb.7.

Table 5.7

Material properties used for FEA.

Material Conductivity Density Specific Heat
(W-m*-K™) (g-cm”) (J-g-K?

Cu 405.97 8.6098 0.555

CFC 232.43 1.8148 1.202

Gemco 24.300 8.8000 0.390

Porosity 0.0380 0.7380 E-03 1.030

Temperature (°C)
200.04

200.03

200.02
200.01

200.00

Time: 0.012736 s

Figure 5.18.Cross section of temperature within CFC-Cu sample=al.27 x 1¢ s calculated by FEA, showing low
thermal gradients in the x-y plane and low tempeeatise.

Figure5.19 compares the results obtained for the CAD malde low and high resolution

IBFEM models and the experimental LFA. The resates normalized with respect to the
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maximum temperature. This graph can be used tardete thermal diffusivity through

the half rise time using the “Cowan + pulse coimttmethod [86].

The CAD model (Figure5.19) underestimates the sample’s thermal diffasioy
approximately 110 %. The low resolution IBFEM moudlich includes the largest pores
and some surface detail underestimates the theliffizdivity by approximately 30 %. The
high resolution IBFEM provides the most accuratsule overestimating the thermal
diffusivity by approximately 20 %. As predicted etihesult shows a correlation between

increasing model complexity and closeness to tipemxental results.

In the high resolution analysis, the high diffuspwalues (compared with the experimental
results) may be due to the omission of some uniderlihermodynamics. It is expected
that model accuracy could be further improved bgraasing the complexity of the
simulation, achievable by the addition of featusesh as radiative boundary conditions,
heat transfer coefficients, material propertied tir@ temperature dependent or take into

consideration anisotropic behaviour.

12
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Figure 5.19.Rear surface temperature of CFC-Cu disc during LFAexEnt and simulation.
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5.4.4.2 Case Study 2: Divertor monoblock

Figure 5.20 shows a plot of the temperature at variou® tintervals for the divertor
monoblock. Figuré.21 shows temperature versus time in the CFCreside of the Cu
pipe, midway between the CFC-Cu interface and #mepde edge. Finite element analysis
of the divertor monoblock was carried out in twegeatations, firstly with the delamination
region situated in line with the source (thermahdmg) and the sink (Cu pipe) and
secondly with the delamination region rotated b§ 18vith respect to this direction. When
the delamination region was in line with the soumad sink, temperatures in the
delamination region exhibited a more extreme rasfgaaxima and minima in comparison
with the other orientation. This observation is @aped by Figures.22 and Figuré.23
which compare the temperature profile along a e¢rime between the front and rear

surfaces of the divertor monoblock at steady-ssperation for both orientations.

In Figure5.23, the delamination creates a large thermaligmact the boundary of the
CFC and Cu by acting as a thermal barrier. Thismgge significant than the gradient
caused by the relatively low conductivity of the n@m® layer. Zones of high thermal
gradient will result in the generation of intersaiesses. If aligned unfavourably in service,
the delamination region would reduce the composestpected lifetime and increase the

chance of failure.
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Points either side of Cu
pipe where temperature
was recorded

Time: 0s

Time: 4s

Time: 55

Figure 5.20.Time series analysis of the divertor monobloak titeated from an X-ray tomography image.
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Figure 5.21. Temperature of nodes either side of Cu pipe, as showigure5.20 versus time for both orientations of
the monoblock.
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Figure 5.22. Temperature profile between the front and rearases of the divertor monoblock with delaminationt no
aligned with the heat source and sink.
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Figure 5.23. Temperature profile between the front and reafasas of the divertor monoblock with delamination
positioned between the Cu pipe and the thermal loads
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Figure 5.24.Example of localised “hot spots” caused by charéstie porosity located internally within the CFCctien
of the CFC-Cu divertor monoblock.

The porosity within the CFC had a less significariluence on the thermal behaviour.
This is largely due to the favourable porosity aiigent discussed earlier (shown in Figure
5.15). At the micro-structural level, the finiteegient results in Figure.24 show that the

pores behave as thermal barriers causing “hot ’spMsen the effect of these hot-spots is

summed across the component, their contributionldvdae non-negligible. Regions
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surrounding the small veins of Cu had increasedirmp@pportunity and were therefore
“cool spots”. These results show that reducing pioycand increasing Cu surface area is

likely to improve efficiency.

5.5 Conclusions

In the first case study, laser flash analysis wasied out for a CFC-Cu disc where the
interface had been joined by a novel brazing pmcsing a Gemco foil pre-coated with
chromium. It was shown that the thermal condugtiwt the CFC-Cu disc decreased by
35% over a temperature range of 100 °C to 700 1@s Was in line with the average
decrease of thermal conductivity for CFC and Cue Thermal conductivity was little
higher than that for CFC, which accounted for 5724he sample’s thickness, and not
quite within the required parameters specifiedni& TER MPDB. This demonstrates the
influence of the interface on thermal conductivapd thus the importance of being able to

predict the behaviour of the interface.

It was shown that high resolution image-based niodebf the LFA for the CFC-Cu disc
provided a closer match with the experimental tssilan was achieved using traditional
CAD based FEA. This verification and validation exge demonstrated the reliability of
the image-based modelling technique, and therefordirmed its suitability for use in
simulating conditions not easily reproduced inldd@ratory, such as those expected in the

ITER.

In the second case study, the CFC-Cu divertor mlookpX-ray tomography highlighted
difficulties in the manufacturing process by clgashowing the delamination of the CFC
from the Cu pipe on one side of the interface. iil@ge-based modelling, which captured

this defect, showed that the delamination wouldilteés lower thermal conductivity thus
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leading to a shorter life-expectancy and a highance of component failure due to
increased internal stresses. Suggestions were meghrding improving component
cooling efficiency such as: increasing the Cu sgfarea at the interface; reducing
porosity; minimising the braze foil's thickness s#lection of an alternative braze with

higher thermal conductivity.

In the future, the image-based modelling technigdegeloped here could be used to
simulate other scenarios expected in ITER, sugblasna instabilities or loss of coolant.
Due to the nature of the technique it would alsaasy to digitally alter the geometry to

investigate the effect of varying porosity or ifisexe properties.

The ParaFEM software together with the modificaioaquired to carry out the research
in this paper is freely available for download imousce code form (see

http://www.parafem.org.uk).
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CHAPTER SIX: Conclusions

6.1 Discussion

This work investigated the use of 3D imaging toabteemicrostructurally-faithful FE
models, developed open source parallel FE codebtapmd utilising this data to solve
transient thermal problems and used this techniguevestigate the thermal performance

of a ceramic/metal join in a component designedusion energy.

The experimental aspect of the work entailed cotlgathermal property data by means of
LFA and 3D imaging through X-ray tomography, chosenits non-destructive testing
quality. The LFA was used to measure the thernfélgivity across the interface of four
CFC-Cu samples joined by direct casting, one stapifg and two by brazing with a foil
pre-coated with chromium by galvanisation and rddéguency magnetron sputtering to
improve the wettability on the CFC. In additionprgdes of the constituent materials were
also measured. Specific heat capacity and therorauctivity were calculated from these
results by calibration with a reference sample. Xh@ay tomography was performed on
the exact same samples to determine variationsi@mostructures at the interface that
could cause differences in results between the ksmfi was found by LFA that the
sample joined by a braze pre-coated with chromiuyn nagnetic radio frequency
sputtering provided the best conductivity acrossititerface, which was also the sample
shown by X-ray tomography to have the least amofinbids at the interface. From this
investigation it was shown that the dominant metdmann influencing the conductivity
across the interface was the lateral area of vadting as a thermal barrier rather than a

large Cu-CFC contact area enhancing conductivity.
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Figure 6.1. Workflow overview of imagdsased modelling technig.
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To further investigate the influence of the micrastures on the thermal performance it
was desired to use the already collected data téorpe image-based modelling, a
technique which constructs FE models from 3D imdgg. It was found that currently
available commercial FE software was not well agldgb deal with such large datasets
and downsampling to a resolution that only retaittezl largest features was required to

successfully run the model.

This acted as motivation to develop FE code capafblandling the requirements of such
a large model. In order to achieve this, open soyrarallel code from the ParaFEM

project was adapted to solve transient thermallpnof. The resultant code was found to
be sufficiently accurate when compared to analltieaults and the speed-up observed
when increasing computing cores scaled well imytitd 4096 cores on the size of problem
attempted but it was shown that scaling improvetth wroblem size. As a case study, the
program was used to model thermal loads on a Sidposite demonstrating its feasibility

of use with IBFEM.

To conclude the work, it was desired to use theeliged technique to model a CFC-Cu
divertor monoblock under reactor conditions. Furtkeray tomography was performed
and the 3D image of the component was convertedantFE model. The technique was
validated by simulating the LFA performed on ondhef previous samples which used the
same bonding technique as the monoblock using rabteroperties for CFC and Cu
collected by LFA. It was shown that results agreedderately well and were an
improvement on CAD and the low resolution IBFEM. wias proposed that further
accuracy might be achieved by inclusion of addaloanderlying physics rather than

increased resolution.
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Once validated, the technique was used on the nhactoblrhe X-ray tomography exposed
an area of delamination between the CFC and Cuedalg the manufacturing process.
The delamination area was on one side of the Cei qoil, depending on the orientation of
the monoblock, would be between the pipe and ffacé where the thermal loads were
applied or between the pipe and rear face. The blook was modelled as in-service in
both orientations. It was seen that when the delatimn was between the pipe and loads,
more extreme maximum and minimum temperatures wesaehed causing larger thermal
gradients, which in turn would cause larger therstedsses. Additionally, the maximum
temperature was reached more rapidly in this acatemt. It was inferred from these
observations that using the monoblock in this dagon would likely reduce its life
expectancy and increase the likelihood of failuBuggestions on changes to the
microstructures at the interface were made to imprte monoblock’s performance. A

graphical overview of the workflow basics are shawfkigure6.1.

6.2 Further work

Hindsight allows the opportunity to consider the@sses and deficiencies of the work.
Due to the nature of computational simulationsgah be relatively straightforward to

return to a set of analyses where improvementslargified and apply these. This is often
not the case for the experimental side of the whrk to lengthy timescales inherent with
sample manufacturing, preparation and experimemtali is, therefore, felt that should the
work be conducted again, improvements could be rogdgplying the following changes

to the experimental investigations.

Even though comparison between samples was postildevould have been facilitated if
the CFC-Cu samples all had equal thicknesses tflagier. Further grinding of samples in

the preparation stage would have provided this. eirpental results for individual
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samples were highly repeatable, however, due todhee of CFC having large variations
within its bulk, a larger number of samples wouli/é given statistical confidence that
observed behaviours were not specific to an ind@idample. The sample joined by direct
casting was machined into a cylinder by boring autile. It was found that this was

inferior to lathing the samples into the same sh&pe to the availability of material, it

was not possible to return and produce a furthepsausing the same machining process.
It was felt that not enough was known about the Gebraze layer, because of its form as
a thin foil and the material changes it underwamnird) the brazing process it would have
been technically difficult to gather material prapes. These were therefore obtained from
the manufacturer but the level of detail was lowywould have been desirable to acquire

this data experimentally.

In retrospect of the programme of work followedyesal areas of further work have been
identified. Relating to the development of the ctu®e are two areas; addition of features
and efficiency improvement. The number of featuhes could be added is open ended but
priority should be given to the inclusion of théeets caused by surface radiation and heat
transfer coefficient which would allow direct calation of internal thermal stresses. This
would also involve further experimental work to lect the relevant material properties.
The primary areas that could provide improvementsfficiency are the use of adaptive
time stepping and iterative stopping criterion, ethreduce the number of time steps and

iterations respectively, and parallelising the té0educe overheads.

With regards to development of the divertor monok]doy collecting direction specific
material properties for the CFC anisotropic modgllivould be possible, thus allowing
improved accuracy. Investigating the transient &vsaoch as plasma disruptions or loss of

coolant would provide further interesting insightta the component’s performance.
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Ultimately, these results would be used to sugdesther improvements to the
component’'s design or manufacture e.g. vary joirgogditions to minimise voids and
increase CFC-Cu contact area. Once developed, tuede be investigated again to see

whether proposed changes translate into improvddrpeance.

6.3 Research impact

Although this technique was developed for the psepof fusion applications, it could be
used much further afield. By studying a componenginally designed by CAD, it was

successfully demonstrated that it exhibited behavioot intended by original design
specifications. Through a better understandingsobperation under thermal loading, the
reason for this behaviour was found to be causedmperfections introduced in the

manufacturing process.

The use of non-medical tomography scanners hasrsgoowth of 10 % year on year and
the number of research papers in the field doublogghly every three years. Coupled
with the introduction of multi-core computing instandard desktop PCs, this will allow

the technique to become increasingly more prevalent

Within academic circles the method is likely to leged in a similar fashion, to predict
behaviour in extreme environments not easily rep#id. The choice of an open-source
route for development within an on-going projecattthad an online community has
allowed both peer review and immediate impact beeaaf the pre-installed user base.
Further to that, inclusion of the final versiontbé code within the most recent edition of
the ‘Programming the Finite Element’ text book [6@)e previous edition of which

included the subroutines on which the work was thasd| facilitate further development.
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In the long term, it is conceivable that such a twmld be used by any manufacturing
industry wishing to verify that constructed compotsemeet design requirements either in
a later stage of R&D or, if streamlined, as an e#ted quality assurance control in the
production line. Similarly large scale consumeral@doverify the claims of manufacturers
about their products. This is attractive to indystecause it often holds true that increased
knowledge about performance can be used to incresaeility, reduce safety margins or

operate under previously unattainable regimes, e mising profits.
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Appendix

A: Nikon Metrology 225/320 kV system at ManchesteK-ray Imaging Facility

Figure A.1. Nikon Metrology 225/320 kV system.

* Housed in a walk-in radiation bay.

* Heavy-duty 5-axis sample manipulator stage witlD@kg) load capacity. Provided
with an extendible jib crane for heavy sample andémple rig handling.

* Provided with a labyrinth for the external contasld monitoring of User-installed
equipment.

» Optional X-ray sources available:
— 225kV (225W) high-energy microfocus X-ray sourcéhwa 3pum spot size.

— 100kV positive module for attachment to the 225kMrse for up to 320kV
X-ray energies.

— 225KV rotating anode source with a tungsten target.

o 2k x 2k Perkin Elmer 1621 XRD 16-bit amorphouscsiti flat-panel detector with
~ 200um pixel pitch.

« Maximum field of view is ~ 410mm x 410mm.
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B: Netzsch 457 MicroFlash®

Figure B.2.Netzsch 457 MicroFlash®.

* Temperature range: -125 °C to 500 °C, RT to 11002@xchangeable furnaces)

« Heating- and cooling rates: 0.01 K-fito 50 K-mir*

« Laser pulse energy: up to 18 J-pitis@djustable power)

» Contactless measurement of temperature rise witketBctor

« Measuring range: 0.01 nfrs® to 1000 mrxs® (thermal diffusivity)

« Measuring range: 0.1 W-mkto 2000 W-mK (thermal conductivity)

e Sample dimensions: 10 mm to 25.4 mm diameter @ mm and 10x10 mm,
square) 0.1 mm to 6 mm thickness

« Sample holder: SiC, graphite

e Liquid metal holder : sapphire

« Sample holder for liquids: platinum

* Atmosphere: inert, oxidizing, reducing, static, dgmic

« Vacuum-tight assembly up to f@nbar (1 Pa)
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C:. FORTRAN code for pre-processing of load distribaion for LFA simulation

PROGRAMjaussianlds
Program gaussianlds Pre-processing tool to p roduce .lds input file

!
!
! which simulates the ther mal flux from a laser
! flash analysis pulse

!

USE precision ;  USE global_variables ; USE mp_interface
USE input USE output ; USE loading

USE timing ; USE maths ; USE gather_scatter
USE partition ; USE elements ; USE steering

USE geometry ; USE pcg ; USE new_library

IMPLICIT NONE

I 1. Declare variables used in the main program
|

! neq,ntot are now global variables - not declared

INTEGER PARAMETER :: ndim=3,nodof=1,nprops=5

INTEGER 2 nod,nn,nr,nip

INTEGER .k Liters, limit,iel

INTEGER I nxe,nye,nze,neq_temp,nn_temp

INTEGER :: nstep,npri,nres,it,is,nlen

INTEGER :: node_end,node_start,nodes_pp

INTEGER .- loaded_freedoms,fixed_freedoms,loaded nodes
INTEGER . fixed_freedoms_pp,fixed_freedoms_start
INTEGER .. loaded_freedoms_pp,loaded_freedoms_start
INTEGER :: nels,ndof,ielpe,npes_pp

INTEGER :: argc,iargc,meshgen,partitioner

INTEGER : np_types,nsurf

INTEGER i1 prog,tz

REAL(iwp ) :: aa,bb,cc,kx,ky,kz,det,theta,dtim,real_time
REAL(iwp ) :: tol,alpha,beta,up,big,q

REAL(iwp ) :: rho,cp,val0

REAL(iwp ) :: sigma,Rad,Pl,area_face,area_fraction,area_total
REAL(iwp ) i Fn,xmax,xmin,xc,ymax,ymin,yc,r

REAL(iwp ) , PARAMETER: zero = 0.0_iwp,penalty=1.e20_iwp
REAL(iwp ) , PARAMETER: t0 = 0.0_iwp

CHARACTERLEN=15) :: element

CHARACTER_EN=50) :: fname,job_name,label

CHARACTER.EN=50) I program_name=  'xx12'

LOGICAL . converged =. false
!
I Sections 2 — 9 are essentially identical to that found in program xx12
!
!
1'10. Allocate disp_pp array and open file to write temperature output
!

CALL calc_nodes_pp ( nn,npes,numpe,node_end,node_start,nodes_pp )

ALLOCATE disp_pp (nodes_pp ))
ALLOCATE eld_pp (ntot,nels pp ))
ALLOCATEIds (nodes_pp*ndim ))
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I---Open file for loads outputs in ParaFEM format
IF (numpe==1) THEN

APPENDIX C: gaussianlds

fnrame =job_name (1: INDEX(job_name, "" )-1)// ".Ids2"
OPEN 24, file =fname, status ='replace' action ='write' )
label = "*LOADS"
END IF
IF (numpe==1) PRINT *, "End of 10"
1
1'11. Calculate loads
|
lds=zero
Fn =4.738
sigma  =10.892
Rad =75
PI =4.0* ATAN 1.0)
area_total = PI* (Rad**2 )
ALLOCATE surf (nels_pp,2 ))
CALL read_surface ( job_name,numpe,surf,nsurf )
ITet numbering S&G (1,2,3,4) = Abaqus (1,3,2,4)
ALLOCATE surf2nd (4,3))
surf2nd (1, )=(/1,2,3/ )
surf2nd  (2,: )=(/1,2,4/ )
surf2nd  (3,: )=(/2,3,4/ )
surf2nd  (4,: )=(/1,3,4/ )
ALLOCATEx(4),y (4))
xmax=-1E34
xmin=1E34
ymax=-1E34
ymin=1E34
I Loop through all nodes to find min/max of X,y coo rd
DO i=1,nels_pp
num=g_num_pp (i )
DO j=1,nod
x  (j)=g_coord_pp (j,Li )
y (j)=g_coord_pp (j2,i )
END DO
IF ( MAXVALX) >xmax) xmax=MAXVAIx)
IF  ( MINVAL(x) <xmin ) xmin= MINVAL( x)
IF (MAXVALY) >ymax) ymax=MAXVALY)
IF ( MINVAL(y) <ymin ) ymin= MINVAL(y)
END DO
WRITH *, '(A,2E12.4)' ) "xrange =" ,xmin,xmax
WRITH *, '(A,2E12.4)' )"yrange =" ,ymin,ymax
XC = ( xmax-xmin ) /2
yc = (ymax-ymin ) /2
WRITH *, '(A,2E12.4)' ) "Centre coords (x,y) =" ,XC,yC

DEALLOCATEX.y )
ALLOCATE x(3),y (3) ,MGD( 3))

I Loop through surface elements to calculate area f
IF ( numpe==1) WRITHE *, '(A,I5,A)

) "This jobranon "

raction of faces
,npes, " processors"
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DO i=1,nsurf
j = surf (,1)
num=g_num_pp (:j )
DOk=1,3
| = surf2nd (surf (i,2 ),k)

X  (k)=g_coord_pp (1, )
y  (k)=g_coord_pp (1,2, )

r= sart (( x(k)-xc )*2+ (y(k)-yc)*2)
MGD (k) = (1/ (2*PI* (sigma**2 ))) *EXR( -1/2 )*(( r/sigma )**2))
END DO

area_face=  (abs(x(1)*(y(2)-y (3)) +x(2)*(y(3)-y (1)) +x(3)*(y(1)-y (2)))) /2
area_fraction=area_face/area_total

DOk=1,3

| = surf2nd (surf (i,2 ),k)

Ids (num(1)*3-2 ) =Ids (num(l)*3-2 )+MGDKkK) * ( area_fraction/3 )
END DO

END DO

112. Write loads to file
!

=1
I---Write loads outputs in ParaFEM format
CALL write_nodal_variable (label,24,j,nodes_pp,npes,numpe,ndim,lds )
IF (numpe==1) PRINT * "End of 12"
IF ( numpe==1) THEN
CLOSE 24)
END IF
CALL shutdown ()

END PROGRAMjaussianlds






D: FORTRAN code for transient thermal FEA in parallel

The following section is a comparison of the depebb transient thermal parallel FE code
(xx12) with a version of program p124 from Smithijffehs & Margetts [66] adapted to
comply within the ParaFEM framework. The p124 ciglshown on the even numbered
pages with xx12 on the opposite odd numbered pagédwere possible it has been

attempted to align complementary sections of thtedo facilitate comparison.
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PROGRAM124

|
I Program 12.4 conduction equation using 8-nod
I pcg version implicit; integration in time us

! parallel version

|

USE precision
USE input

USE timing ;
USE geometry ;

USE global_variables ;
USE output

USE maths ;
USE new_library

IMPLICIT NONE

I 1. Declare variables used in the main program
|

! neq,ntot are now global variables - not declared

INTEGER PARAMETER :: nodof=1,ndim=3

APPENDIX D: p124

e hexahedral elements;
ing 'theta’ method

USE mp_interface
USE loading
USE gather_scatter

INTEGER  nod

INTEGER i nxe,nye,nze,nn,nr,nip,neq_temp,nn_temp,i,j
INTEGER .. k,iel,nstep,npri,nres,iters,limit,it,is,nlen
INTEGER :: loaded_nodes,fixed_freedoms

INTEGER :: argc,iargc,meshgen,partitioner

INTEGER :: nels,ndof,ielpe,npes_pp

REAL(iwp ) :: aa,bb,cc,kx,ky,kz,det,theta,dtim,real_time
REAL(iwp ) 2 val0 =100.0_iwp

REAL(iwp ) :: tol,alpha,beta,up,big

REAL(iwp ) , PARAMETER: zero = 0.0_iwp

CHARACTER.EN=15) .. element

CHARACTER.EN=50) :: fname,job_name,label
CHARACTER_EN=50) :; program_name=  ‘'pl24'

LOGICAL . converged =. false

2. Declare dynamic arrays
!

REAL(iwp ), ALLOCATABLE:: loads pp (: ) upp (:) ,p_pp (:),points (:: )
REAL(iwp ), ALLOCATABLE:: coord (:: ),fun ( :)Jjac (:: ),der (:: ).,deriv (:: )
REAL(iwp ), ALLOCATABLE:: weights  (: ), p (:).,ke (:: ),pm(:,: ) funny (:: )
REAL(iwp ), ALLOCATABLE::p g co pp (:: ),storka_ pp (::: ).,kay (:: )
REAL(iwp ), ALLOCATABLE:: storkb_pp (:: ). x_pp (:).xnew_pp (:)

REAL(iwp ), ALLOCATABLE:: diag_precon_| pp (:),diag_precon_tmp (:: )

REAL(iwp ), ALLOCATABLE:: g coord pp  (::: ), timest (:)

REAL (iwp ), ALLOCATABLE:: pmul_pp (:: ) ,utemp_pp ()

INTEGER ALLOCATABLE :rest  (:: ), g (:),num(:),g_num pp (:: ). g pp ()
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PROGRAMX12

|

I Program XX.12 Three dimensional anallysis of
I using 8-node hexahedral elements; pcg versio
I integration in time using 'theta’ method par

|

USE precision
USE input

USE timing ;
USE partition ;
USE geometry ;

USE global_variables ;
USE output

USE maths ;
USE elements ;
USE pcg ;

IMPLICIT NONE

I 1. Declare variables used in the main program
|

! neq,ntot are now global variables - not declared

INTEGER PARAMETER :
INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

REAL( iwp )

REAL( iwp )

REAL(iwp )

REAL( iwp ) , PARAMETER:
REAL( iwp ) , PARAMETER: t0 = 0.0_iwp
CHARACTERLEN=15) :: element
CHARACTERLEN=50) :: fname,job_name,label
CHARACTERLEN=50) . program_name=
LOGICAL :: converged =.

i nod,nn,nr,nip

I np_types
:: prog,tz

. tol,alpha,beta,up,big,q
:: rho,cp,val0

I 2. Declare dynamic arrays
!

REAL(iwp ) , ALLOCATABLE::
REAL(iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE ::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL( iwp ), ALLOCATABLE::
REAL(iwp ), ALLOCATABLE::
INTEGER ALLOCATABLE

loads pp (:).,u_
coord (:: ),u
weights  (: ),
p_g_co_pp (i
storkb_pp (::
diag_precon_| pp
g_coord_pp
disp_pp
val (::
kex (:,:
eld (:),col
prop (i ),
xg (:),num(:

d

(1).e
) ,val
) key (:

(53
y_
(5
am
)9

zero = 0.0_iwp,penalty=

p( ) spmul_| PP (5
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conduction equation
n implicit;
allel version

USE mp_interface
USE loading

USE gather_scatter
USE steering

USE new_library

: ndim=3,nodof=1,nprops=5

).k Liters,itersT, limit,iel
:: nxe,nye,nze,neq_temp,
:: nstep,npri,nres,it,is,nlen

:: node_end,node_start,nodes_pp
. loaded_freedoms,fixed
. fixed_freedoms_pp,fixed_freedoms_start

.. loaded_freedoms_pp,loaded_freedoms_start
:: nels,ndof,ielpe,npes_pp

:: argc,iargc,meshgen,partitioner

nn_temp

freedoms,loaded_nodes

:: aa,bb,cc,kx,ky,kz,det,theta,dtim,real_time

1.e20_iwp

'xx12'
false

)

pp (:),p_pp (:).,points  (::
)  deriv (:,:

(:).jac (:: ),der (::
p (:).,ke (:: ),pm(:,: ) funny (:,:
),storka_ pp (::: ).,kay (:: )

) X_pp () ,xnew_pp (:)
(:),diag_precon_tmp (:: )

)tlmest ()
(50)
) .store_pp (:).r_pp (:)
. ) ,kez (:,: )
)storkc_pp (5 )
) ,utemp_pp (:: )

) row (::
).no ()

)
)

_pp
(:

_num_pp (5 ),0_9_pp (::
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! 3. Read job_name from the command line.

! Read control data, mesh data, boundary and loa
!

ALLOCATE timest
timest = zero
timest (1)

CALL find_pe_procs ( numpe,npes )
PRINT *, "FIND_PE_PROCS on processor "

(25))

=elap_time ()

argc = iargc 0
IF (argc/=1 ) CALL job_name_error
CALL GETARGL1,job_name )

APPENDIX D: p124

ding conditions

,humpe, "of" ,npes

( numpe,program_name )

CALL read_pl124 4 (job_name,numpe,dtim,element,fixed_freedoms,kx,ky,kz , &

limit,loaded_nodes,meshgen,nels,ni

p,nn,nod,npri,nr, &

nstep,partitioner,theta,tol )

CALL calc_nels_pp (job_name,nels,npes,numpe,partitioner,nels_pp )
ndof = nod*nodof
ntot = ndof

ALLOCATE g _num_pp( nod,nels_pp ))

ALLOCATE g_coord_pp ( nod,ndim,nels_pp

ALLOCATE rest (nr,nodof+1l ))
g_num_pp =0
g_coord_pp = zero
rest =0
timest (2) =elap_time ()

CALL read_g _num_pp2 (job_name,iel_start,nn,npes,numpe,g_num_pp )
timest (3) =elap_time ()

IF (meshgen==2 ) CALL abaqus2sg (element,g hum_pp )

timest

(4)

=elap_time ()

CALL read_g_coord_pp

timest (5) =elap_time ()
CALL read_rest (job_name,numpe,rest )
timest (6) =elap_time ()

(job_name,g_num_pp,nn,npes,numpe,g_coord_pp )
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INTEGER ALLOCATABLE :no pp (:),no fpp (:),no _pp_temp (:)
INTEGER ALLOCATABLE :sense (:),node (:).,rest (:: )
INTEGER ALLOCATABLE :etype pp (:)

! 3. Read job_name from the command line.

! Read control data, mesh data, boundary and loa ding conditions
!

ALLOCATE timest (25))
timest = zero
timest (1) =elap_time ()

CALL find_pe_procs ( numpe,npes )
PRINT *, "FIND_PE_PROCS on processor " ,humpe, "of" , npes

argc = iargc 0
IF (argc/=1 ) CALL job_name_error ( humpe,program_name )
CALL GETARGL1,job_name )

CALL read_xx12 (job_name,numpe,dtim,element,fixed_freedoms,limit, &
loaded_nodes,meshgen,nels,nip,nn,n od,npri,nr,nstep, &
partitioner,theta,tol,np_types,val O,nres )

CALL calc_nels_pp (job_name,nels,npes,numpe,partitioner,nels_pp )

ndof = nod*nodof
ntot = ndof

ALLOCATE g _num_pp( nod,nels_pp ))
ALLOCATE g_coord_pp ( nod,ndim,nels_pp ))
IF (nr>0) ALLOCATErest (nr,nodof+l ))
ALLOCATE etype_pp (nels_pp ))

ALLOCATE prop ( nprops,np_types ))

g_num_pp =0

g_coord pp =zero
IF (nr>0) rest=0

etype_pp =0

prop = zero

q = zero

timest (2) =elap_time ()

CALL read_elements (job_name,iel_start,nn,npes,numpe,etype_pp,g_num_pp )
timest (3) =elap_time ()

IF (meshgen ==2 ) THEN

PRINT *, "Calling abaqus2sg, meshgen =" ,meshgen
CALL abaqus2sg (element,g num_pp )
END IF

timest (4) =elap_time ()

CALL read_g_coord_pp (job_name,g_num_pp,nn,npes,numpe,g_coord_pp )
timest (5) =elap_time ()

IF (nr>0) CALL read_rest (job_name,numpe,rest )
timest (6) =elap_time ()

PRINT *, "np_types=" , Np_types
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IF (numpe==1) PRINT *, "*** Read input data in:" , &
timest (6)-timest (1),"s"

I 4. Allocate dynamic arrays used in main program
!

ALLOCATE ( points ( nip,ndim ) ,weights (nip ) ,kay (ndim,ndim ), &
coord (nod,ndim ) ,fun (nod) ,ac (ndim,ndim ) ,der (ndim,nod ), &
g (ntot ) ,deriv (ndim,nod ),pm( ntot,ntot ), &
ke (ntot,ntot ) ,funny (1,nod ),num(nod), &
0.9 _pp (ntot,nels_pp ) ,storka_pp ( ntot,ntot,nels_pp ), &
utemp_pp (ntot,nels_pp ) ,storkb_pp ( ntot,ntot,nels_pp ), &
pmul_pp (ntot,nels_pp )
IF (numpe==1) PRINT *, "** Allocated dynamic arrays in: " , &
elap_time () -timest (6),"s"
!
I 5. Loop the elements to find the steering array a nd the number of

I equations to solve.
|

CALL rearrange_2 (rest )

9.9.pp=0
elements_1: DO iel =1, nels_pp

CALL find_g4 (g _num_pp(:iel ),g g pp (:iel ),rest )
END DO elements_1

neq=0
elements_2: DO iel = 1, nels_pp
i= MAXVALg_g_pp (:iel )
IF(i>neq ) neg=i
END DO elements_2
neq = MAX_INTEGER_P (neq)

timest (7) =elap_time ()
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fname = job_name (1: INDEX(job_name, "" )-1) /[ ".mat"
CALL read_materialValue ( prop,fname,numpe,npes )
IF (numpe==1) PRINT *, "*** Read input data in:" , &
timest (6)-timest (1),"s"

I 4. Allocate dynamic arrays used in main program
!

ALLOCATE ( points ( nip,ndim ) ,weights (nip ) ,kay (ndim,ndim ), &
coord (nod,ndim ) ,fun (nod),ac (ndim,ndim ),der (ndimnod ), &
g (ntot ) ,deriv (ndim,nod ),pm( ntot,ntot ), &
ke (ntot,ntot ) ,funny (1,nod ),num(nod), &
g.g pp (ntot,nels_pp ) ,storka_pp ( ntot,ntot,nels_pp ), &
utemp_pp (ntot,nels_pp ) ,storkb_pp ( ntot,ntot,nels_pp ), &
pmul_pp (ntot,nels_pp )
ALLOCATE ( kex ( ntot,ntot ) ,kcy (ntot,ntot ) ,kcz (ntotntot ),eld (ntot ), &
col (ntot,1 ),row (1,ntot ) ,storkc_pp ( ntot,ntot,nels_pp )
ALLOCATE (amp( nstep ))
IF (numpe==1) PRINT *, "** Allocated dynamic arrays in:" , &
elap_time () -timest (6),"s"
!
I 5. Loop the elements to find the steering array a nd the number of

I equations to solve.
|

IF (nr>0) CALL rearrange_2 (rest )

9.9 pp=0

''When nr=0,g_num_pp and g_g_pp are identical
IF (nr>0) THEN
elements_1: DO iel =1, nels_pp
CALL find_g4 (g _num_pp(:iel ),g9 g pp (:iel ),rest )
END DO elements_1
DEALLOCATErest )

ELSE
g9_g_pp=4g_nhum_pp
END IF
neq=0
elements_2: DO iel = 1, nels_pp

i= MAXVALg_g_pp (:iel )
IF(i>neq ) neqg=i
END DO elements_2

neq = MAX_INTEGER_P (neq)

timest (7) =elap_time ()
IF (numpe==1) PRINT *, "End of 5"
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I 6. Create interprocessor communication tables
|

CALL calc_neq_pp
CALL calc_npes_pp (npes,npes_pp )
CALL make_ggl2 (npes_pp,npes,g_g. pp )

nres = nxe* (nze-1) +1

DO i=1,neq_pp
IF ( nres==ieq_start+i-1 ) THEN
it = numpe;is =i
END IF
END DO

timest (8) =elap_time ()
IF (numpe==1) PRINT *, "*** Created gglin:" , &
timest (8)-timest (7), "s"

i 7. Allocate arrays dimensioned by neq_pp
!

ALLOCATE loads_pp (neq_pp) ,diag_precon pp (neq_pp),u_pp (neq pp), &

d_pp (neq_pp) .,p_pp (neq_pp) .x_pp (neq_pp) .xnew_pp (neq_pp))
loads_pp = zero ; diag_precon_pp = zero; u_pp = zero
d_pp =zero;p_pp =zero; x_pp = Zero ; Xnew_pp = zero

timest (9) =elap_time ()

IF (numpe==1) PRINT *, "** Allocated arrays dimensioned by neq_p &
in: " ,timest  (9) -timest  (8), "s"
|

I 8. Element stiffness integration and storage
!

CALL sample ( element,points,weights )

storka_pp = zero
storkb_pp = zero

kay = zero

kay (1,1) =kx
kay (2,2) =ky
kay (3,3) =kz

elements_3: DO iel=1,nels_pp

kc = zero ; pm = zero
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I 6. Create interprocessor communication tables

CALL calc_neq_pp

CALL calc_npes_pp2 (npes,npes _pp )

CALL make_ggl ( npes_pp,npes,g_g_pp

DO i=1,neq_pp

)

IF ( nres==ieq_start+i-1 ) THEN
it = numpe;is =i
IF (numpe==it ) PRINT *, "**jt="
END IF
END DO
timest (8) =elap_time ()
IF (numpe==1) PRINT *, "End of 6"

1 7. Allocate arrays dimensioned by neq_pp

ALLOCATE loads_pp (neq_pp) ,diag_precon_pp

d_pp
Xnew_pp

(neq_pp ) ,p_pp (Nneq_pp) .x_pp (neq_pp),
(neqg_pp).r_pp (neq_pp))

loads_pp = zero ; diag_precon_pp = zero; u_pp =

d_pp

timest

= Zero ; p_pp

(9)

=elap_time ()
IF (numpe==1) PRINT *,

= Zero ; X_pp =

"End of 7"

I 8. Element stiffness integration and storage

CALL sample ( element,points,weights

storka_pp = zero
storkb_pp = zero

elements_3:
kay = zero
kay (1,1)
kay (2,2)
kay (3,3)
rho = prop
cp = prop

DO iel=1,nels_pp

=prop (1.etype_pp
=prop (2,etype_pp
= prop (3,etype_pp
(4,etype_pp
(5,etype_pp

kc = zero ; pm = zero

(iel
(iel
(iel
(iel
(iel

)

1 kx

i kz
I'rho
lcp

(neg_pp),u_pp (neq_pp), &
&

zero;r_pp =zero
Zero ; Xnew_pp = zero

221
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gauss_pts: DO i=1,nip
CALL shape_der ( der,points,i )
CALL shape_fun ( fun,points,i )
funny (1, ) =fun (:)
jac = MATMU(Lder,g_coord_pp  (:,: el )
det = determinant (jac )
CALL invert (jac )
deriv. = MATMU(jac,der )
ke =kc + &
MATMULMATMU(LTRANSPOSEderiv ) ,kay ) ,deriv ) *det*weights (i)
pm =pm + MATMULTRANSPOSEunny ) ,funny ) *det*weights (i)
END DO gauss_pts

storka_pp (el ) =pm-+kc*theta*dtim

storkb_pp (el ) =pm-kc* (1. iwp-theta ) *dtim
END DO elements_3

timest (10) =elap_time ()

i 9. Build the diagonal preconditioner
!

ALLOCATE diag_precon_tmp (ntot,nels pp ))
diag_precon_tmp = zero

elements_4: DO iel = 1,nels_pp
DO k=1,ntot

diag_precon_tmp (k,iel )=diag_precon_tmp (k,el )+storka_pp (kk,el )
END DO

END DO elements_4
CALL scatter (diag_precon_pp,diag_precon_tmp )

DEALLOCATEdiag_precon_tmp )

diag_precon_pp=1._iwp/diag_precon_pp ! needs moving

!

1'10. Read in the initial conditions and assign to equations
!

loads_pp = valO I needs to be read in from file

pmul_pp =.0_iwp

IF ( numpe==it ) THEN

fname = job_name (1: INDEX(job_name, "" )-1) /[ "res"
OPEN 11, FILE =fname, STATUS'REPLACE', ACTION="WRITE" )
WRITH 11, '(A)' )" Time Pressure lterations"

END IF
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gauss_pts: DO i=1,nip
CALL shape_der ( der,points,i )
CALL shape_fun ( fun,points,i )
funny (1, ) =fun (:)
jac = MATMU(Lder,g_coord_pp  (:,: el )
det = determinant (jac )
CALL invert (jac )
deriv. = MATMU(jac,der )
ke =kc + &
MATMUL (MATMULTRANSPOSEderiv ) ,kay ) ,deriv ) *det*weights (i)
pm =pm + &

MATMULTRANSPOSEunny ) ,funny ) *det*weights (i) *rho*cp
END DO gauss_pts

storka_pp (el ) =pm-+kc*theta*dtim
storkb_pp (el ) =pm-kc* (1. iwp-theta ) *dtim

END DO elements_3

timest (10) =elap_time ()
IF (numpe==1) PRINT *, "End of 8"

i 9. Build the diagonal preconditioner
!

ALLOCATE diag_precon_tmp (ntot,nels pp ))
diag_precon_tmp = zero

elements_4: DO iel = 1,nels_pp
DO k=1,ntot

diag_precon_tmp (k,iel )=diag_precon_tmp (k,el )+storka_pp (kk,el )
END DO

END DO elements_4
CALL scatter (diag_precon_pp,diag_precon_tmp )
DEALLOCATEdiag_precon_tmp )

timest (11) =elap_time ()
IF (numpe==1) PRINT *, "End of 9"

i 10. Allocate disp_pp array and open file to write temperature output
!

I---Open file for temperature outputs in Excel form at

IF ( numpe==it ) THEN

fname = job_name (1: INDEX(job_name, "" )-1) /[ "ttr2"

OPEN 11, FILE =fname, STATUS'REPLACE', ACTION='WRITE' )
END IF
CALL calc_nodes_pp ( nn,npes,numpe,node_end,node_start,nodes_pp )

ALLOCATE disp_pp (nodes_pp ))
ALLOCATE eld_pp (ntot,nels pp ))

I---Open file for temperature outputs in ParaFEM fo rmat

IF (numpe==1) THEN

fnrame =job_name (1: INDEX(job_name, "" )-1)// ".ttr"
OPEN 24, file =fname, status ='replace’ , action ='write' )

fnrame =job_name (1: INDEX(job_name, "" )-1)// ".ttrb"
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OPEN 25, file =fname, status ='replace’ , action ='write' ,
access= 'sequential’ , form ='unformatted’ )
fnrame =job_name (1: INDEX(job_name, "" )-1)/l ".npp"
OPEN 26, file =fname, status ='replace’ , action ='write' )
label = "*TEMPERATURE"

WRITH 26,* ) nn

WRITH 26,* ) nstep/npri

WRITH 26,* ) npes
END IF

IF (numpe==1) PRINT *, "End of 10"

I'** Moved steps 11 & 12 into time stepping loop,

I Need to leave certain items outside
|

IF ( fixed_freedoms >0 ) THEN
ALLOCATEval_f (fixed_freedoms ))
END IF

IF (numpe==1) PRINT *, "End of **"

! 11. Read in fixed nodal temperatures and assign t 0 equations
!

IF ( fixed_freedoms >0 ) THEN

ALLOCATE node ( fixed_freedoms ) ,no (fixed_freedoms ), &
no_pp_temp (fixed_freedoms ) ,sense (fixed_freedoms ))
node =0;no=0;no_pp_temp=0;sense=0
val_f = zero
CALL read_fixed (job_name,numpe,node,sense,val_f )

CALL find_no2 (g_g_pp.g_num_pp,node,sense,no )

CALL reindex (ieq_start,no,no_pp_temp,
fixed_freedoms_pp,fixed freedoms_s tart,neq_pp )

ALLOCATEno_f pp (fixed freedoms pp ) ,store pp (fixed freedoms pp

no f pp =0
store_pp = zero
no_f pp =no_pp_temp ( 1:fixed_freedoms_pp )

DEALLOCATENode,no,sense,no_pp_temp )
END IF
IF (fixed_freedoms == 0 ) fixed_freedoms pp=0

timest (12) =elap_time ()
IF (numpe==1) PRINT * "End of 11"

)
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i 11. Time-stepping loop
!

timesteps: DO j=1,nstep

real_time = j*dtim
upp =zero

CALL gather (loads_pp,pmul_pp )

elements_5: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorkb_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_5

CALL scatter (u_pp,utemp_pp )

loads_pp=u_pp
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1'12. Invert the preconditioner.

I If there are fixed freedoms, first apply a pe nalty
!

IF ( fixed_freedoms_pp >0 ) THEN
DO i =1,fixed_freedoms_pp

I=no_f pp (i) -ieq_start+1
diag_precon_pp (1) =diag_precon_pp (I) + penalty
store_pp (i) =diag_precon_pp (I)
END DO
END IF

diag_precon_pp = 1._iwp/diag_precon_pp
IF (numpe==1) PRINT * "End of 12"

i 13. Read in loaded nodes and get starting r_pp
!

loaded_freedoms = loaded_nodes
IF (loaded_freedoms > 0 ) THEN

ALLOCATE node ( loaded_freedoms ), val ( nodof,loaded_freedoms
ALLOCATE no_pp_temp (loaded_freedoms ))

val =zero;node=0

CALL read_amplitude (job_name,numpe,nstep,amp )

CALL read_loads (job_name,numpe,node, val )

CALL reindex (ieq_start,node,no_pp_temp,loaded_freedoms_pp,
loaded_freedoms_start,neq_pp

ALLOCATE no_pp (loaded_freedoms_pp ))

no_pp =no_pp_temp (1:loaded_freedoms_pp )
DEALLOCATENo_pp_temp )
DEALLOCATENode)
END IF

IF (numpe==1) PRINT *, "End of 13"
timest (12) =elap_time ()

)

! 14. Start time stepping loop
!

itersT=0
timesteps: DO j=1,nstep

timest (15) =elap_time ()

real_time = j*dtim
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i 15. Apply loads (sources and/or sinks) supplied a s a boundary value
!

loads _pp = zero

DO i=1, loaded_freedoms_pp
IF (amp(j )==0.0 ) THEN

loads_pp (no_pp (i) -ieq_start+1 ) = val (loaded_freedoms_start+ &
i-1,1 ) *dtim* (1.0E-34 )
ELSE
loads_pp (no_pp (i) -ieq_start+1 ) = val (loaded freedoms_start+ &
i-1,1 ) *dtim*amp ()
END IF
END DO

g=9g+SUM_P (loads_pp )

! 16. Compute RHS of time stepping equation, using storkb_pp, then add

I result to loads
|

u_pp = zero
pmul_pp = zero
utemp_pp = zero

IF (j/=1 ) THEN

CALL gather (xnew_pp,pmul_pp )

elements_2a: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorkb_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_2a
CALL scatter (u_pp,utemp_pp )

IF ( fixed_freedoms_pp >0 ) THEN
DO i =1, fixed_freedoms_pp

I =no_f pp (i) -ieq_start+1
k = fixed_freedoms_start +i- 1
u_pp (1) =store_pp (i)*al f (k)
END DO
END IF

loads_pp = loads_pp+u_pp

ELSE

1'17. Set initial temperature
!

X_pp = val0

IF ( fixed_freedoms_pp >0 ) THEN
DO i =1, fixed_freedoms_pp

I =no_f pp (1) -ieq_start+1
k = fixed_freedoms_start +i- 1
X_pp (1) =val_f (k)

END DO

END IF
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CALL gather (x_pp,pmul_pp )

elements_2c: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorka_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_2c
CALL scatter (u_pp,utemp_pp )

loads_pp =loads_pp + u_pp
|

1'18. Output "results" at t=0
!

eld pp =zero
disp_pp = zero
tz =0
CALL gather (x_pp(1:).,eld pp )

CALL scatter_nodes ( npes,nn,nels_pp,g_num_pp,nod,nodof,nodes_pp, &
node_start,node_end,eld_pp Jdisp_pp,1 )

IF ( numpe==it ) THEN
I---Write temperature outputs in Excel format
WRITH 11, '(E12.4,8E19.8)' ) t0,disp_pp  (is)

END IF

I---Write temperature outputs in ParaFEM format

CALL write_nodal_variable_binary (label,25,tz,nodes_pp,npes, &
numpe,nodof, disp_pp )

END IF ! From section 16

1'19. Initialize PCG process
|

I When x =0._iwp p and r are just loads but in general

I p=r=loads-A*x, so form r = A*x. Here, use LHS part of the transient
I equation storka_pp

|

r_pp = zero
pmul_pp = zero
utemp_pp = zero
X_pp = zero

CALL gather (x_pp,pmul_pp )

elements_2b: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorka_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_2b
CALL scatter (r_pp,utemp_pp )

IF ( fixed_freedoms_pp >0 ) THEN
DO i =1, fixed_freedoms_pp

I =no_f pp (1) -ieq_start+1

k = fixed_freedoms_start +i- 1

r_pp (1) =store_pp (i)*val_f (k)
END DO

END IF

r_ pp=loads pp-r_pp
d_pp = diag_precon_pp*r_pp
p_pp =d_pp
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1 12. Solve simultaneous equations by pcg
!

d_pp = diag_precon_pp*loads_pp

p_pp =d_pp
X_pp = zero

iters=0
iterations: DO

iters =iters+1
u_pp =zero
pmul_pp = zero

CALL gather (p_pp,pmul_pp )

elements_6: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorka_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_6
CALL scatter (u_pp,utemp_pp )

1 13. PCG equation solution
!

up =DOT_PRODUCT_P (loads_pp,d pp )
alpha =up/DOT_PRODUCT_P (p_pp,u_pp )
Xnew_pp = Xx_pp+p_pp*alpha

loads_pp = loads_pp-u_pp*alpha

d pp =diag_precon_pp*loads_pp

beta =DOT_PRODUCT_P (loads_pp,d_pp )/up
p_pp =d_pp+p_pp*beta
u_pp =xnew_pp

CALL checon_par (xnew_pp,tol,converged,x_pp )

IF (converged. ORiters==limit ) EXIT
END DO iterations

loads_pp=xnew_pp
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1 20. Solve simultaneous equations by pcg
!

iters=0
iterations: DO

iters =iters+1
itersT =itersT+1

u_pp =zero
pmul_pp = zero
utemp_pp = zero

CALL gather (p_pp,pmul_pp )

elements_6: DO iel=1,nels_pp

utemp_pp (:iel )=MATMULstorka_pp (:,:,iel ), pmul_pp (:iel )
END DO elements_6
CALL scatter (u_pp,utemp_pp )

1 21. PCG equation solution
!

IF ( fixed_freedoms_pp >0 ) THEN
DO i =1, fixed_freedoms_pp
I =no_f pp (1) -ieq_start+1
u_pp (1) =p_pp (I) *store_pp (i)
END DO
END IF

up =DOT_PRODUCT_P (r_pp,d pp )
alpha =up/DOT_PRODUCT_P (p_pp,u_pp )
Xnew_pp = Xx_pp+p_pp*alpha

r_pp =r_pp-u_pp*alpha

d pp =diag_precon_pp*r_pp

beta =DOT_PRODUCT_P (r_pp,d pp )/up

p_pp =d_pp+p_pp*beta

CALL checon_par (xnew_pp,tol,converged,x_pp )
IF (converged. ORiters==limit ) EXIT

END DO iterations
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IF ( j/npri*npri==j. ANDnumpe==1 ) WRITH 11, '(2E12.4,15)' )real_time, &
loads_pp (is ) ,iters

END DO timesteps
IF ( numpe==it ) THEN
WRITH 11, '(A,I5,A)' ) "This job ran on " ,npes, " processors"
WRITH 11, '(A)' ) "Global coordinates and node numbers"
DO i=1,nels_pp,nels_pp-1
WRITH 11, '(A,18)' ) "Element " i
num=g_num_pp (i )

DO k=1,nod
WRITH 11, '(A,18,3E12.4)' )" Node" ,num(Kk),p_g co pp (ki )
END DO
END DO
WRITH 11, '(A,3(18,A))' ) "There are " ,nn, "nodes" ,nr, "restrained and" &
neq, " equations"
WRITH 11,* ) "Time after setup is " .elap_time () -timest (1)
END IF
IF (numpe==it ) WRITH 11,* ) "This analysis took :" .elap_time () -timest (1)

CALL shutdown ()

END PROGRAM124
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timest (13) =timest (13) + (elap_time () -timest (15))
timest (16) =elap_time ()

IF ( j/npri*npri==j ) THEN
eld pp =zero
disp_pp = zero
CALL gather (xnew_pp(1:).,eld_pp )

CALL scatter_nodes  ( npes,nn,nels_pp,g_num_pp,nod,nodof,nodes_pp, &
node_start,node_end,eld_pp, disp_pp,1 )

IF ( numpe==it ) THEN
I---Write temperature outputs in Excel format

WRITH 11, '(8E19.8,8E19.8)' ) real_time,disp_pp (is)
END IF
I---Write temperature outputs in ParaFEM format
CALL write_nodal_variable_binary (label,25,j,nodes_pp,npes,numpe, &
nodof,disp_p p)
IF (numpe==1) PRINT *, "Time" ,real_time, "lters " , iters
END IF

timest (14) =timest (14) + (elap_time () -timest (16))
END DO timesteps

timest (13) =timest (12) +timest (13)
timest (14) =timest (13) +timest (14)
IF ( numpe==1) THEN

CLOSE 11)

CLOSHE 24)
END IF

IF (numpe==1) PRINT *, "Total number of iterations =" , itersT
IF (numpe==1) PRINT *, "Timest" ,timest

CALL WRITE_P123( fixed_freedoms,iters,job_name,loaded_freedoms,neq, &
nn,npes,nr,numpe,timest,q )

CALL shutdown ()

END PROGRAMX12






E: FORTRAN code for post-processing of nodal tempeattures

PROGRAMdttrget

IMPLICIT NONE

INTEGER :: nstep,nres,i,j,k

REAL s

CHARACTERLEN=50) :: job_name,argl,arg2,fname

I'1. Read arguments
!

CALL GETARG1,job_name )
CALL GETARG2,argl )
CALL GETARG3,arg2 )

read (argl,* ) nstep !Convert string to integer
read (arg2,* ) nres

PRINT *, "job_name=" ,job_name
PRINT *, ‘"nstep=" , hstep
PRINT *,  ‘"nres=" ,nres

I 2. Open files, read and write ttr
!

fname=job_name (1: INDEX(job_name, "" )-1)// ".ndttr"
PRINT *, ‘"open:" ,fname

OPEN10, file =fname, status ='replace' , action ='write' )
DO i=1,nstep

WRITH argl1, '(i10)" )i !Convertinteger to string
argl= ADJUSTL  argl ) IRemove trailing spaces
IF (i<10 ) THEN

fname=job_name (1: INDEX(job_name, "" )-1)/l ".ensiNDTTR-00000" //argl
ELSEIF (i<100. ANDi>9 ) THEN
fname=job_name (1: INDEX(job_name, "" )-1)/l ".ensiNDTTR-0000" /l/argl
ELSEIF (i<1000. ANDi>99 ) THEN
fname=job_name (1: INDEX(job_name, "" )-1)// ".ensiNDTTR-000" //argl
ELSE IF (i<10000. ANDi>999 ) THEN
fname=job_name (1: INDEX(job_name, "" )-1)// ".ensiNDTTR-00" /largl
ELSE IF (i<100000. ANDi>9999 ) THEN
fname=job_name (1: INDEX(job_name, "" )-1)// ".ensiNDTTR-0" /l/argl
ELSE IF (i<1000000. ANDi>99999 ) THEN
fname=job_name (1: INDEX(job_name, "" )-1)// ".ensiNDTTR-" /largl
END IF
PRINT *, ‘"read:" ,fname
OPEN11, file =fname, status ='old" , action ='read" )
DO j=1,4+nres-1 ISkip header and ttr values before nres

READ (11,* )
END DO

READ (11,* ) ttr
WRITH 10, '(E16.8) ) ttr
CLOSE 11)

END DO

CLOSE 10)

END PROGRAMdttrget






F: xx12 input file details [68]

This section describes the format of the ParaFEMCIAShput decks. The input decks

comprise a number of separate files:

Table F.1

Input files required by program xx12

File extension Content

.dat Basic control data

d The geometry of the problem

fix The boundary conditions for fixed temperatures
Ids The loads to be applied

.mat The material properties

.amp Temporal amplitude of loads
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The xx12.dat file has the following format:

element

mesh

partitioner

np_types

nels nn nr nip nod loaded_nodes fixed_freedoms

valo

dtim nsteps npri theta

tol limit

nres

Table F.2

Required variables for the .dat input file

Variable Name  Type Meaning

element Character The element type. Permitted saltee hexahedron and
tetrahedron.

mesh Integer Element node ordering scheme. Pedwittieies are 1 (Smith and
Griffiths scheme) or 2 (Abaqus scheme).

partitioner Integer Partitioning strategy. Perntitt@lues are 1 (Smith and Griffiths
partitioning) or 2 (use external partitioner).

np_types Integer Number of property types.

nels Integer Number of elements in the mesh.

nn Integer Number of nodes in the mesh.

nr Integer Number of restrained nodes in the mesh.

nip Integer Number of integration points.

nod Integer Number of nodes per element.

loaded_nodes Integer Number of nodes with extera@lplied loads.

fixed_freedoms Integer Number of freedoms with dixisplacements.

valo Real Initial temperature of whole model.

dtim Real Timestep.

nsteps Integer Number of timesteps in analysis.

npri Integer Print interval.

theta Real Parameter in theta integrator (0.5 recemded).

tol Real Convergence tolerance for PCG.

limit Integer Iteration ceiling for PCG.

nres Integer Element number to print its valuesttd.

A real example follows;

hexahedron

2

1

1
641250882525
10.0

0.01 150100.5
0.1000E-04 500
43
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The xx12.d file has the following format:

*THREE_DIMENSIONAL

*NODES

nodelD x-coordinate y-coordinate z-coordinate

*ELEMENTS"

elementID ndim nod type num materiallD

Table F.3

Required variables for the xx12.d input file

Variable Name

Type

Purpose

*THREE_DIMENSIONAL Character

*NODES

*ELEMENTS
nodelD

Xx-coordinate
y-coordinate
z-coordinate
elementID
ndim

nod

type
num

Character

Character
Integer

Real
Real

Real
Integer
Integer

Integer

Integer
Integer List

A keyword describing the model as thieedsional.

A keyword marking the start oisadf nodes and
their coordinates.

A keyword marking the stariadfst of element data.

A unique number that identifiesioele. ParaFEM
assumes sequential numbering from 1 to nn.

The x-coordinate of the node.

The y-coordinate of the node.

The z-coordinate of the node.

A unigue number that identifies élement. ParaFEM
assumes sequential numbering from 1 to nels.

The number of dimensions. ParaFEM euafyports
3D elements.

The number of nodes in the elemenaFEvl only
supports the values 4, 8, 10, 20: 4-node tetrah&dra
node hexahedra, 10-node tetrahedra and 20-node
hexahedra.

Code for element type. Default is 1.

A list of nodes that belong to #ement. 4 nodes are
expected for 4-node tetrahedra, 8 nodes for 8-node
hexahedra and so on. Refer to Smith and Giriffitins f
the correct node ordering.

A real example follows;

*THREE_DIMENSIONAL

*NODES
1 15.0989017
2 15.0960474
3 15.0937481
4 15.0070047
5 15.1986771
*ELEMENTS

13411

NN

2.49846721 0.940066218
2.40614152 0.983345568
2.51739144 0.975006104
2.48403239 0.964258492
2.4753387 0.957266092



242 APPENDIX F: xx12 input file details

The xx12.fix file has the following format:

nodelD-1 direction value
nodelD-2 direction value
nodelD-3 direction value

nodelD-fixed_nodes direction value

Table F.4
Required variables for the xx12.fix input file

Variable Name  Type Purpose

nodelD Integer A unique number that identifiesfiked node. ParaFEM assumes
sequential numbering from 1 to fixed_nodes, shoene las nodelD-1,
nodelD-2, nodelD-3, ... , nodelD-fixed_nodes. Nodbgch are not
fixed need not be included.

direction Integer Direction in which value is fixdeor scalar use 1.
value Real Value of fixed temperature applied.
fixed_nodes Integer The number of fixed nodes @nrtiodel.

A real example follows;

42 10.0
44 100
45 10.0
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The xx12.1ds file has the following format:

nodelD-1 value_x value_y value_z
nodelD-2 value_x value_y value_z
nodelD-3 value_x value_y value_z

nodelD-loaded_nodes value_x value_y value_z

Table F.5

Required variables for the xx12.lds input file

Variable Name Type

Purpose

nodelD Integer
value_x Real
value_y Real
value_z Real
loaded_nodes Integer

A unique number that identifieslteded node. ParaFEM
assumes sequential numbering from 1 to loaded nebewn
here as nodelD-1, nodelD-2, nodelD-3, ... , nodelD-
loaded_nodes. Nodes which do not have applied loe€ed not
be included.

Value of load applied in X direction.

Value of load applied in Y direction.

Value of load applied in Z direction.

The number of loaded nodieeimodel.

A real example follows:

11935 0. 0. 2.08333333
11936 0. 0. 8.33333333
27347 0. 0. 4.16666666
27349 0. 0. 8.33333333
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The xx12.mat file has the following format:

*MATERIAL nmats nvals
Keywords

matID-1 kx ky kx rho cp
matlD-2 kx ky kx rho cp
matID-3 kx ky kx rho cp

matiD-nmats e v

Table F.6

Required variables for the xx12.mat input file

Variable Name Type Purpose

nmats Integer  Number of different materials.
nvals Integer  Number of different property types.
Keywords String Titles for each material property
matlD Integer A unique number that identifies thatenial type.
kx Real Thermal conductivity in X direction.
ky Real Thermal conductivity in Y direction.
kz Real Thermal conductivity in Z direction.
rho Real Mass density.

cp Real Specific heat capacity.

A real example follows:

*MATERIAL 4 5

kx ky kx rho cp

1 3.4745E+02 3.4745E+02 3.4745E+02 8.6098E-09 91B608
2 2.1489E+02 2.1489E+02 2.1489E+02 1.8148E-09 0B209
3 2.4300E+01 2.4300E+01 2.4300E+01 8.8000E-09 BE608
4 3.8000E-02 3.8000E-02 3.8000E-02 0.7380E-Q20GDE+09
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The xx12.amp file has the following format:
Amplitude

Amplitude-nstep

Table F.7

Required variables for the xx12.amp input file

Variable Name Type Purpose

Amplitude Real A value whose product with .Ids gitke load amplitude for a
given time step.

nstep Integer The number of time steps in the model

A real example follows:

0.0
0.1
0.5
0.0



