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What is This?
Proximal Adolescent Outcomes of Gang Membership in England and Wales

Juan José Medina Ariza¹, Andreas Cebulla², Judith Aldridge¹, Jon Shute¹, and Andy Ross³

Abstract
Objectives: This article aims to apply a “turning points” framework for understanding the developmental impacts of gang membership in a British sample of young people. The study explores the proximal impact of gang membership on offending, victimization, and a number of attitudinal and experiential outcomes that have been theorized to mediate the relationship between gang membership and offending. Method: The authors used data from the Offending Crime and Justice Survey, a rotating panel representative of young people in England and Wales that measured gang membership using the Eurogang definition. The effects of gang membership onset were tested using a propensity score analysis approach. Results: As previously reported with American data, gang onset has an impact on offending, antisocial behavior, drug use, commitment to deviant peers, and neutralization
techniques. In addition, gang membership increases the probability of unwanted police contact, even adjusting for offending through a “double robust” procedure. Conclusion: Despite differences in social context, history of gangs and level of violence, we encounter more similarities than differences regarding consequences of gang membership. The impact on unwanted police contact deserves further research and policy attention.
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Introduction
The Impact of Gang Membership
There is a considerable body of U.S.-based literature linking gang membership to negative developmental outcomes. Early cross-sectional studies focused on offending as a correlate of gang membership; raising the question of whether gangs enhance offending, attract offenders, or a combination of both (Thornberry et al. 1993). During the last decade, we have seen a number of studies using longitudinal data and a variety of increasingly sophisticated analytical techniques to attempt to tease out the direction of this relationship (e.g., Barnes, Beaver, and Miller 2010; Gatti et al. 2005; Gordon et al. 2004; Haviland, Nagin, and Rosenbaum 2008; Melde and Esbensen 2011a). As Krohn and Thornberry (2008:147) concluded in relation to the impact of gang membership on offending: “the safest conclusion to draw is that there is a minor selection effect, a major facilitation effect, and no evidence consistent with a pure selection model.”

In the last decade, researchers have examined other consequences of gang membership, aside from offending, in various new domains (education, family, employment); while considering the longer term impact during early adulthood in addition to the immediate consequences during adolescence. Indeed, we have seen a number of studies indicating the gang’s impact on drug use, fear of crime, victimization, attitudes to offending, teenage parenthood, educational achievement, and success in the labor market (Barnes et al. 2010; Barnes, Boutwell, and Fox 2011; DeLisi et al. 2009; Gibson et al. 2012; Katz et al. 2011; Melde, Taylor, and Esbensen 2009; Ozer and Engel 2012; Pyrooz and Decker 2011; Thornberry et al. 2002).

Some researchers are now assessing the direct and indirect impact of past gang membership on parenting attributes and on gang members’ own
children (Augustyn, Thornberry, and Krohn 2011). Their emerging findings suggest that even transient gang membership can cast a long shadow in a variety of developmental domains. These findings are being used to justify the need to prevent gang membership not just from a public safety perspective but also from a public health and social perspective.

**Explaining the Impact of Gangs**

Until recently much of this research has taken a “black box” approach to explaining how gang membership impacts development. Historically, researchers favored, but did not formally test, a social learning approach to explain the link between gang membership and offending (Thornberry et al. 1993; Winfree, Mays, and Vigil-Backstrom 1994), with gangs being conceptualized as sites for learning delinquent behavioral repertoires, techniques of neutralization, and delinquency values. This would be consistent with research on “deviance training” within the broader area of peer effects on offending (Dishion et al. 1996; Patterson, Dishion, and Yoerger 2001; Snyder et al. 2005).¹

More recently, however, we have witnessed attempts to explain the impact of gangs have on developmental outcomes through a broader theoretical lens. The most significant contribution in this field has been the work by Melde and Esbensen (2011a, 2011b, 2012). These authors conceptualize gang membership as an “acute” turning point (Sampson and Laub 2005). This is similar to Moffit’s (1993) notion of “snares”: child or adolescent experiences that diminish the probability of a conventional lifestyle by eliminating opportunities such as lucrative jobs, higher education, or attracting a prosocial supportive spouse. For Melde and Esbensen (2011a) gang affiliation may lead to (1) a weakening of social bonds to conventional institutions, (2) the development, learning, and/or strengthening of deviant self-concepts, values, and what they call *anger identity*, and (3) a change in routine activities; all of which will have an impact on offending and other developmental outcomes. Thus, although their work does not discount the relevance of value transmission and cognitive transformations within gangs, they also emphasize how gangs may contribute to detachment from conventional institutions (as more generally shown by Kreager, Rulison, and Moody 2011 regarding delinquent peer groups) and the importance of routine activities (Osgood et al. 1996). They report results that are supportive of these processes.

Other scholars (Matsuda, Chris Melde, et al. 2012) link concerns with gangs as sites for social learning with Anderson’s (1999) ideas on the code
of the street. They argue that gangs facilitate the adoption of values and emotions that are consistent with the code and that this, in turn, mediates the link between gangs and violent offending. The learning that takes place within these social networks through gang embeddedness may indeed be associated with processes of cognitive transformation and identity formation (Sweeten, Pyrooz, and Piquero 2012), which at least sometimes can be deliberately sought after (Felson 2006). The focus here is on the contribution of gang membership to social identity and associated behavioral and cognitive implications (Hennigan and Spanovic 2012) as well as on the group processes that facilitate this (Short and Strodtbeck 1965). As Vigil (1988:421) puts it: “the gang norms help shape what a person thinks about himself and others and provides models for how to look and act.”

Another less explored possibility is that labeling and stigmatization might also play a role. According to this view, young people become more deviant by joining the gang, but they may also be seen as more deviant and treated as such, which in turn—as labeling theory would argue—reinforces both the mechanisms of deviant identity development and the social exclusion of these young people. For example, Decker and Van Winkle (1996:24) argued that gang membership increases isolation from mainstream institutions and this prevents gang members from “engaging in the very activities and relationships that may reintegrate them into legitimate roles.” For Decker and Van Winkle, this isolation results from the activities of legitimate social institutions that distance themselves from gang members as a consequence of the perceived threat they represent. The criminal justice system itself may also reinforce criminal embeddedness in deviant criminal networks and strengthen these processes (Bernburg, Krohn, and Rivera 2006; Huizenga and Henry 2008; McAra and McVie 2006; Ralphs, Medina, and Aldridge 2009). A recent review of the gang literature indeed concluded there was a need to pay more attention to labeling theory and symbolic interactionism for explaining the consequences of gang membership (Decker, Melde, and Pyrooz 2012).

The Need for Comparative Research

Impressive as this body of literature is, there are still significant gaps in our knowledge. Almost all of this research has been carried out with North American samples. The gang, as a sociological concept and policy tool informing interventions with youth, has been primarily constructed and deployed in the United States, and as a result little comparative work has been undertaken (Klein 2011). In Europe in particular, there has been a
historical reluctance to study youth offending using the concept of gangs as a heuristic tool.

This is, however, changing as different European nations are coming to recognize that they face what is increasingly being accepted by policymakers, practitioners, and the public as a “gang problem.” Comparative research is beginning to illustrate considerable similarities alongside differences, across U.S. and European gangs (Decker and Weerman 2005).

These studies provide evidence of prevalence levels of gangs in Europe that are not dissimilar from those encountered in the United States when using similar study designs and definitions as well as a considerable degree of consistency in terms of the risk factors associated with gang membership (Gatti, Haymoz, and Schadee 2011; Sharp, Aldridge, and Medina 2006). Although there are important differences in terms of racial segregation (Finney and Simpson 2009) and spatial polarization of poverty (Wacquant 2008) between Europe and the United States, links nevertheless remain between gang formation and geographies of social exclusion and marginalization that are often intertwined with processes of migration and integration of ethnic, regional, and/or religious minorities (van Gemert, Peterson, and Lien 2008).

Some notable differences are also evident. In particular, European gangs exhibit a level of violence that, although high in their respective national contexts, is still considerably lower and less lethal than that of U.S. gangs (Hopkins, Tilley, and Gibson 2012; Klein, Weerman, and Thornberry 2006). Equally, attributes of gang culture and gang institutionalization (recognized leaders, symbols, initiation rituals, and specific rules or codes) still seem rarer among European gangs (Winfree et al. 2007). Along these lines, some research also suggests a lower prevalence of traditional and neotraditional gangs, particularly with multigenerational links (Klein et al. 2006; Rostami, Leinfelt, and Holgersson 2012).

Regarding the impact of membership, a number of cross-sectional analyses have illustrated the same relationship between gangs and offending encountered by the U.S. and Canadian researchers (Bradshaw 2005; Gatti et al. 2011; Sharp et al. 2006). But we still lack research that matches the scope and analytical sophistication of the best North American longitudinal studies of the impact of gang membership on personal development (exceptionally, Bendixen, Endresen, and Olweus 2006).

This Study

In this study, we used data from a nationally representative survey of children and young people in England and Wales to assess the impact of
gang membership on a number of negative developmental outcomes and compared our results with findings reported in the United States. In particular, we took advantage of the longitudinal nature of this survey to explore the impact of onset of gang membership through the use of a propensity score analysis framework. We also examine the impact of gang membership on factors that have been identified by U.S. research as mediators of the impact of gang membership on problem behavior.

We focus on assessing the impact of gang membership on a variety of more traditional “criminological” outcomes such as offending, antisocial behavior, and drug use, as well as a number of measures that mirrored Melde and Esbensen’s (2011a) operational definitions of “mediating processes” between gang membership and problem behavior. Specifically, we assessed the impact of gang membership on victimization, fear of crime, peer socializing, routine activities, commitment to deviant peers, and neutralization techniques. Because a labeling perspective suggests that gang membership reinforces processes of self-isolation and imposed social exclusion from conventional institutions, we examined the link between gang affiliation and unwanted police contacts.

**Data**

The Offending Crime and Justice Survey (OCJS) was a government-sponsored longitudinal panel survey containing nationally representative data on young people’s victimization and self-reported offending. The survey, which employed a multistage stratified random sample design, was first undertaken in 2003, when people aged 10 to 65 years living in private households in England and Wales were interviewed. The survey was repeated annually until 2006, but from 2004 focused only on people aged 10 to 25. Interviews were conducted face to face, but also included a self-completion computer-assisted component to record problem behavior. From 2004 onward, the survey asked questions about gang membership to respondents who were 10 to 19 in each wave (Sharp et al. 2006).

The OCJS contained a “rotating panel”: in each subsequent year, the previous year’s sample was reinterviewed and augmented by a further “fresh” sample to ensure a cross-sectionally representative sample of young people. Response rates for the panel sample varied between a low of 82 percent in 2004 and a high of 86 percent in 2006. Here we limit the analysis to the panel respondents that were followed from 2003 onward, focusing on respondents who (1) had participated in all the four waves (this is the only sample with publicly available weights) and who (2) were aged
10 to 16 at the time of the first wave (2003), since the gang membership questions (as well as many others) would be missing in subsequent waves for those aged over 16 in 2003. Our focus is on those who became gang members during 2005 compared to nongang members. These selection criteria resulted in a final sample of 1,214 young people.

**Measures**

Table 1 provides basic descriptive statistics for gang membership as well as all the outcome variables we employ for two groups of interest for our analysis.

**Gang Membership.** Most gang researchers consider the self-nomination approach (i.e., “are you a gang member?”) a robust method in the U.S. context. However, most European languages do not have an equivalent term with the same dense set of culturally specific connotations. This is true even in the United Kingdom where survey research has suggested that many young people still use the term to refer simply to their informal peer group (Hayden 2008; Medina et al. 2013).

Thus, we employed a variation of the Eurogang network measures for this study. The Eurogang network, a working group of the European Society of Criminology, defines gangs as *any durable, street-oriented youth group whose identity includes involvement in illegal activity.* The network also

<table>
<thead>
<tr>
<th></th>
<th>Gang Members (Onset During 2005)</th>
<th>Nongang Members (as of 2005)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count of offending</td>
<td>6.00 4.44</td>
<td>1.06 1.05</td>
</tr>
<tr>
<td>Antisocial behavior</td>
<td>4.41 5.02</td>
<td>1.29 1.32</td>
</tr>
<tr>
<td>Drug use</td>
<td>0.35 0.36</td>
<td>0.12 0.14</td>
</tr>
<tr>
<td>Fear of crime</td>
<td>1.08 1.04</td>
<td>1.18 1.07</td>
</tr>
<tr>
<td>Injurious victimization</td>
<td>0.20 0.11</td>
<td>0.07 0.07</td>
</tr>
<tr>
<td>Moral neutralization</td>
<td>1.10 1.15</td>
<td>0.88 0.87</td>
</tr>
<tr>
<td>Commitment to deviant peers</td>
<td>1.22 1.18</td>
<td>0.84 0.85</td>
</tr>
<tr>
<td>Frequent peer socializing</td>
<td>0.48 0.35</td>
<td>0.27 0.24</td>
</tr>
<tr>
<td>Hanging out in street</td>
<td>0.71 0.56</td>
<td>0.34 0.27</td>
</tr>
<tr>
<td>Police trust</td>
<td>0.71 0.63</td>
<td>0.79 0.78</td>
</tr>
<tr>
<td>Unwanted police contact</td>
<td>NA 0.44</td>
<td>NA 0.19</td>
</tr>
</tbody>
</table>
proposes an alternative approach to measuring membership that moves away from self-nomination. This approach classifies as gang members respondents who answer in a particular manner a number of survey questions (for more details, see Weerman et al. 2009). It is expected that the respondents will state:

- having a stable groups of friends (for the last 3 months or more),
- that is composed primarily of young people (mostly under 25),
- who spends a lot of time together in public places,
- and that their group (as such) both accepts and engages in illegal behavior.

This measure has now been used in over 30 countries (Gatti et al. 2011). The OCJS asked these questions to all 10- to 19-year-olds in 2004, 2005, and 2006. Although U.S. research suggests a less than perfect correlation between the Eurogang measure and the self-nomination measure (Matsuda, Esbensen, and Carson 2012), it also suggests a high degree of construct validity (by means of association with key risk factors and developmental outcomes). Melde and Esbensen (2012) have replicated their original results regarding the consequences of gang membership using this operationalization with an American sample. A recent U.K. study using a latent class analysis approach has also shown that the Eurogang criteria do a good job of discriminating among respondents who belong to delinquent youth groups, as opposed to other prosocial youth formations (Medina et al. 2013).

For the analysis reported here, we used a variation of the Eurogang operationalization. First, we excluded the question about acceptance of illegal behavior by the group (Is doing illegal things seen as being OK by your group?) because cognitive testing suggested unclear understanding of its meaning by the intended sample. Subsequent analysis uncovered a much higher percentage of missing data for this question than any of the other gang definers, reinforcing the possibility that the question was not properly understood by many respondents. Second, we “widen the net” using additional markers to measure the behavioral element of the definition. The Eurogang model asks whether “people in the group do illegal things together,” but the OCJS questionnaire also includes specific examples of illegal things members of the group may have done together (use of force against persons, robbery, drug sales, etc.). We counted as gang members individuals who indicated that their groups were involved in any of these activities (even if they said “no” to the more general Eurogang question about group involvement in illegal behavior). However, we excluded those
young people whose only illegal activity was to take drugs together (for a rationale, see the arguments developed by Aldridge, Medina-Ariza, and Ralphs 2012; and Medina et al. 2013).

Using this definition results in a sample of 90 young people who became gang members in 2005 versus 1,124 young people who were not gang members during 2005 or before. Despite differences in context and measurement these numbers are very similar to those reported by Melde and Esbensen (2011a): 69 gang members versus 1,275 nongang members.

Problem Behavior: Offending, Antisocial Behavior, and Drug Use. Our analysis focused on a variety of potential outcomes of gang membership. Unless indicated all measures were available in 2005 and 2006. Offending was measured using a count of offences committed in the previous 12 months. These measures include 16 items on property offences (criminal damage, vehicle theft, robbery, burglary, etc.), 2 items on violence (assault with or without injury) and drug-related offending (selling of different type of substances). The offences considered are not too dissimilar from those included in the well-known Elliot scale of delinquency.

The OCJS also used measures of nuisance (antisocial) behavior or incivilities (being noisy or rude in public places, graffiti, public transport fare evasion, and complaints from neighbors). For each of these items, the respondents had to indicate in an ordinal scale (1 or 2, 3 to 4, 5 to 10, more than 10) how often these things happened in the previous year. We weighted the frequencies (by taking the midpoint of each ordinal response) and added the responses across the 4 items.

Respondents were asked whether they had ever taken any of nine illegal substances in their life (ranging from solvents to heroin and crack). If they answer positively to the “ever” question, then they were also asked whether they had taken the same substance in the previous 12 months. For this analysis, we used a derived measure that assesses whether the respondents had taken any of these substances in the previous 12 months.

Fear and Injurious Victimization. Melde et al. (2009) reported that gang membership reduces fear of crime, although it increases perceptions of risk and levels of victimization. For them, this is consistent with socialization into a macho violent culture that expects and values displays of fearlessness as means for gaining respect from similarly situated peers. The OCJS includes 3 items that asked respondents how worried they were about particular criminal events happening to them. These included their homes being broken into and having something stolen, being mugged, and being
physically attacked by strangers. The responses ranged from *very worried* to *not at all worried* on a 4-point ordinal scale. We calculated an average across these 3 items as our index score of fear of crime. High scores in this scale represent higher levels of fear. The Cronbach’s $\alpha$ for this scale was very good at .86.

The OCJS asked respondents how many times someone has used force against them. If they reported one or more instances of victimization, they were then asked a follow-up question about whether they had suffered an injury as a result. We used this binary indicator to assess the impact of gang membership on serious victimization.

**Moral Neutralizations.** As indicated in the introduction, a number of authors have argued that the impact of gangs on offending is mediated by the learning of deviant values that take place in these groups. To validate this notion, we tested the impact of gang membership on moral neutralizations. This measure is based on responses to 4 items that asked whether it was ok to engage in certain illegal behavior in various situations: Steal something if you are very poor, steal something from somebody rich who can afford to replace it, steal from a shop that makes a lot of money, or sometimes to break the law. The response options ranged from *strongly agree* to *strongly disagree* on a 5-point Likert-type scale. The index score resulted from averaging the responses across the 4 items. High scores in this scale represent high level of neutralizations. The Cronbach’s $\alpha$ was a very acceptable .76.

**Peers and Routine Activities.** The group processes implied in gang membership may also produce a change on the nature of peer interactions and routine activities. We used several measures to examine this possibility. Peer socializing was defined by how often respondents saw their friends during the evenings or at weekends (ranging from *less than once a month* to *six or more times a week*). Previous analyses with these data have demonstrated a nonlinear effect of peer socializing (Medina 2013); therefore, we collapsed this measure into two categories: individuals with very frequent peer socializing (six or more times a week) versus individuals with less common peer socializing. We also used a dichotomous measure that indexes whether respondents tend to socialize with their peers in the street or other public places in the area where they live.

In order to measure commitment to deviant peers, we used the responses to 2 items that asked participants if they would still hang out with their friends if doing so would, respectively, get them in trouble at home or with the police. The 4-point ordinal responses (from *definitely not* to *definitely
were summed and averaged across the 2 items. High scores represent higher commitment. The Cronbach’s \( \alpha \) is a very acceptable .77.

**Trust in Local Police and Unwanted Police Contact.** Finally, we were interested in assessing the impact gang participation produced on relationships with the police. The OCJS asked respondents to indicate how much they trusted the local police on a 4-point scale from *a lot* to *not at all*. To avoid sparseness, we collapsed responses into two groups (those who trusted the police a fair amount or a lot vs. those reporting less trust). In addition, we derived a variable to measure unwanted police contact combining responses regarding three different types of police contact (stop and frisk, stop, being asked to move by the police). These questions about unwanted police contact were only available in the last wave of the OCJS.

**Analytic Strategy**

Extensive research has documented that not all young people exhibit the same risk of joining a gang (Decker et al. 2012; Klein and Maxson 2006) and, as highlighted above, we know that to some degree there is an element of self-selection of individuals with stronger criminal propensities into this type of group (Krohn and Thornberry 2008). To address this endogeneity, we relied on propensity score techniques that aim to replicate as closely as possible a randomized experiment by means of obtaining treated and control groups with similar characteristics (Caliendo and Kopeinig 2008; Gibson et al. 2012; Guo and Fraser 2010; Stuart 2010).

There are a variety of approaches both for estimating propensity scores and their subsequent use for estimating effects. But results should converge with large samples regardless of the approach followed (Caliendo and Kopeinig 2008). Nonetheless, the literature suggests attempting several approaches to ensure robustness of findings.

Given the presence of covariates with missing data, we estimated propensity scores using generalized boosted regression (abbreviated as GBM), a machine learning technique that can handle missing data. We also used the estimated scores in two different ways matching on nearest neighbors and using the scores in a way equivalent to sampling weights. Within these balancing procedures, we also experimented with different specifications (e.g., using a different stopping method in GBM). It is not feasible to describe all of our analysis and results here (they can be provided upon request); thus, we focus our description here on those models that weighted the observations using these scores as implemented in the *R* package *twang*.
 Nevertheless, the general pattern of findings did not change in substantive manner regardless of the matching approach employed to construct the counterfactual.

Propensity score weighting is an approach that reweights “treatment” and “control” groups, so that their covariate distribution match. Once the probability of treatment is estimated, the procedure assigns weights of 1 to the treatment group and the inverse probability weight to the control group cases. This approach gives a greater weight to nongang members who have a distribution of observed covariates similar to that of the gang members. After weighting, the difference between the average outcome for the treatment group and the weighted outcome of the control group provides an estimate for the average treatment effect on the treated. As other propensity score weighting methods, this approach offers a good compromise between reduction on bias and variance in the estimated effect (Ridgeway et al. 2012; Stuart 2010).

Propensity score analysis makes a “strong ignorability assumption”: The model must have the correct functional form and include all factors associated with gang membership and the outcomes of interest. Failing to do this will introduce bias in the estimation. Furthermore, the correct specification of the model estimating the propensity scores is particularly important when using them as inverse probability weights (Caliendo and Kopeinig 2008; Guo and Fraser 2010). This literature notes that including variables only related to treatment “usually reduces bias more than it will increase variance” (Ho et al. 2007:216). Accordingly, the 28 “pre-treatment” variables we selected for estimating the propensity scores met several criteria: (1) they have been identified or investigated in the literature (see Klein and Maxson 2006) or this sample (Sharp et al. 2006) as risk factors for gang joining (2) were measured prior to gang joining (see Table 2 for all variables included), (3) and their univariate test had a p value < .25 (Hosmer and Lemeshow 2000). Most of the variables selected revealed, in fact, univariate significant differences (α: .05) between gang joiners and nongang members. The existence of this imbalanced covariate distribution highlights the need to adjust for these differences.

Typically, propensity scores are estimated with logistic regression. An alternative increasingly considered more appropriate is GBM models (Ridgeway 2007). Although GBM has traditionally been used in forecasting, it has also been adapted to satisfy the need of propensity score estimation to produce solutions that maximize covariate balance (for a detailed discussion of these methods: McCaffrey, Ridgeway, and Morral 2004; Ridgeway et al. 2012). This technique presents a number of advantages. It can
Table 2. Balance between Treatment and Control Group in Pretreatment Covariates (After Weighting) and Relative Influence in General Boosted Model (Best Iteration).

| Feature                                      | $E(Y_{1}|t = 1)$ | $E(Y_{0}|t = 1)$ | KS   | $E(Y_{0}|t = 0)$ | $R$ Influence |
|----------------------------------------------|------------------|------------------|------|------------------|---------------|
| Age                                          | 12.56            | 12.57            | 0.05 | 12.88            | 6.38          |
| Lives in owned property                      | 0.70             | 0.70             | 0.00 | 0.79             | 0.38          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.00             |               |
| Family financially managing well             | 0.59             | 0.56             | 0.03 | 0.67             | 2.64          |
| NA                                           | 0.00             | 0.02             | 0.02 | 0.02             |               |
| Not much or nothing in local area            | 0.76             | 0.68             | 0.07 | 0.61             | 1.04          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.01             |               |
| Ten or more friends live in local area       | 0.54             | 0.56             | 0.02 | 0.38             | 2.47          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.00             |               |
| Trust the police: *not very much or not at all* | 0.23             | 0.21             | 0.02 | 0.16             | 3.27          |
| NA                                           | 0.02             | 0.04             | 0.01 | 0.01             |               |
| Variety score of incivilities in local area  | 1.36             | 1.31             | 0.04 | 1.16             | 0.80          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.00             |               |
| Hangs around in street with friends (yes)    | 0.67             | 0.65             | 0.02 | 0.34             | 5.82          |
| NA                                           | 0.01             | 0.02             | 0.01 | 0.04             |               |
| Ever truant from school (yes)                | 0.21             | 0.18             | 0.04 | 0.07             | 5.06          |
| NA                                           | 0.00             | 0.01             | 0.01 | 0.01             |               |
| Number of times in trouble with teachers     | 2.75             | 2.65             | 0.04 | 1.84             | 14.09         |
| NA                                           | 0.02             | 0.02             | 0.00 | 0.03             |               |
| Did not like school                          | 0.28             | 0.22             | 0.06 | 0.11             | 3.02          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.02             |               |
| Brought up from both natural parents (yes)   | 0.54             | 0.60             | 0.05 | 0.68             | 1.42          |
| NA                                           | 0.00             | 0.00             | 0.00 | 0.00             |               |
| Time spent with parents: *All or most of my time* | 0.34             | 0.37             | 0.02 | 0.46             | 1.39          |
| NA                                           | 0.03             | 0.04             | 0.01 | 0.14             |               |
| Cares about what parents think: *not or only a little* | 0.32             | 0.32             | 0.00 | 0.17             | 2.53          |
| NA                                           | 0.03             | 0.04             | 0.01 | 0.14             |               |

(continued)
Table 2. (continued)

|                                      | $E(Y_1|t = 1)$ | $E(Y_0|t = 1)$ | KS   | $E(Y_0|t = 0)$ | $R$ Influence |
|--------------------------------------|----------------|----------------|------|----------------|---------------|
| Parents usually listen to me (no)    | 0.11           | 0.07           | 0.04 | 0.05           | 1.18          |
| NA                                   | 0.03           | 0.03           | 0.01 | 0.03           |               |
| How often do fun things with family: Less than weekly | 0.76           | 0.75           | 0.01 | 0.58           | 3.04          |
| NA                                   | 0.03           | 0.05           | 0.02 | 0.15           |               |
| Guardians know peers: Yes, all of them | 0.40           | 0.38           | 0.02 | 0.45           | 0.75          |
| NA                                   | 0.00           | 0.00           | 0.00 | 0.00           |               |
| Delinquent peers: yes                | 0.34           | 0.32           | 0.02 | 0.16           | 2.00          |
| NA                                   | 0.00           | 0.01           | 0.01 | 0.01           |               |
| Commitment to deviant peers          | 3.00           | 3.06           | 0.05 | 3.21           | 4.45          |
| NA                                   | 0.06           | 0.08           | 0.03 | 0.07           |               |
| Meets peers in evenings: six times (+) | 0.50           | 0.48           | 0.02 | 0.24           | 5.54          |
| NA                                   | 0.00           | 0.01           | 0.01 | 0.02           |               |
| Usually do what I'm told: No         | 0.86           | 0.79           | 0.07 | 0.59           | 1.47          |
| NA                                   | 0.00           | 0.00           | 0.00 | 0.00           |               |
| Usually bored and hard to focus: Yes | 0.32           | 0.30           | 0.03 | 0.20           | 0.62          |
| NA                                   | 0.00           | 0.00           | 0.00 | 0.00           |               |
| Moral neutralizations                | 4.06           | 4.10           | 0.08 | 4.23           | 6.41          |
| NA                                   | 0.00           | 0.00           | 0.00 | 0.00           |               |
| Ever arrested: Yes                   | 0.09           | 0.08           | 0.01 | 0.04           | 2.44          |
| NA                                   | 0.00           | 0.01           | 0.01 | 0.01           |               |
| Count of offending                   | 2.67           | 2.25           | 0.07 | 1.16           | 12.29         |
| NA                                   | 0.01           | 0.01           | 0.00 | 0.01           |               |
| Antisocial behavior                  | 2.15           | 1.72           | 0.06 | 1.02           | 3.30          |
| Count of violent victimization       | 1.11           | 0.96           | 0.03 | 0.61           | 4.93          |
| NA                                   | 0.00           | 0.01           | 0.01 | 0.01           |               |
| Injurious victimization: Yes         | 0.18           | 0.17           | 0.01 | 0.09           | 1.17          |

*Note:* KS: Kolmogorov–Smirnov statistic. Only one level and missing data shown for each of the categorical input.
handle large numbers of covariates (even in presence of collinearity) and missing data without having to rely on multiple imputations, while also allowing for flexible, nonlinear relationships between covariates and the outcome (McCaffrey et al. 2004). In fitting these models, we followed the general guidelines set out by the literature (McCaffrey et al. 2004; Ridgeway 2007). We discuss diagnostics for balance and sensitivity in the Results section.

Our models for estimating the effect of gang membership effectively contrast respondents who were classified as gang members for the first time in 2005 (gang joiners) with those who were not gang members in 2005 or 2004 (nongang members). We assess differences in outcomes as measured in 2005 and in 2006 and, thus, focus on proximal outcomes. Gang membership reflects status at moment of survey administration (2005) but could have started at any point in the previous 12 months, whereas questions on problem behavior and other outcomes (i.e., victimization) relate to events taking place during the previous 12 months. This makes it impossible to establish whether some of this problem behavior took place before or after joining a gang during 2005. Differences in problem behavior as reflected in the 2006 survey, therefore represent a more solid test of the impact of joining a gang in 2005, insofar as the temporal order allow us to more clearly interpret them as a consequence of gang membership as measured in 2005.

Results

Estimation and Diagnosis of the Propensity Scores

Figure 1 shows the distribution of propensity score for gang members and nongang members using the Kolmogorov–Smirnov test as a stopping rule in the boosted regression model. As it would be expected, the gang group has high propensity scores. We can also observe that a small number of nongang members also have high propensity scores, but most have scores of less than 0.10. Although ideally one wants greater overlap between the two groups, there seems to be a sufficient number of comparisons. The degree of overlap observed here leads to (a) small weights for most of those observations and (b) a reduction in sample size. None of the derived weights are excessive, with very few youths exceeding weights of 1 or 1.5. After weighting, the gang group still includes 90 individuals, but the effective sample size of the comparison group reduces from 1,124 to 228. In other words, about 80 percent of the nongang members present a distribution of observed covariates that makes them noncomparable to the gang group.
The weighting basically filters them out. Although this may seem like a large number of cases to lose, the advantage of propensity score balancing over covariate adjustment via regression is that it allows us to exclude these noncomparable individuals when estimating effects.

Our results suggest we were successful in obtaining covariate balance. After applying weights derived from the GBM, differences between groups diminished notably, with the average absolute effect size dropping 79 percent to .06. No pretreatment variable has an effect size over .2. Table 2 shows in the first columns the treatment and control values after and before weighting, as well as the Kolmogorov–Smirnov test statistic.

We can also observe covariate balance visually in Figure 2. This figure shows the QQ-plots comparing the quantiles of the $p$ values before and after weighting to the quantiles of the uniform distribution ($p$ values from independent tests in which the null hypothesis is true have such a uniform distribution). Before weighting many variables have significant differences between groups, but after weighting this no longer is the case and the $p$ values follow the cumulative distribution of a uniform variable. Essentially, the figure illustrates that after weighting, differences in the observed covariates are close to those we would expect under randomization.

Table 2 also provides the relative influence of each variable for estimating the probability of gang membership based on the model that offered the best covariate balance using the Kolmogorov–Smirnov test. In a linear
regression model, the effect of the covariates on the outcome is summarized by the $\beta$ coefficients. In boosting, instead of using these coefficients, we use a measure of “influence of variables” that is invariant to the scale of measurement. In non-Gaussian models, like the one we fitted, this value provides the reduction attributable to each variable in sum of squared error in predicting the gradient on each iteration of the regression tree model. Because the tree does not separate main effects and interactions, influence measures are only provided for variables; therefore, they tell us nothing about how the variables affect the outcome (this can be achieved through more detailed visual analysis: Schonlau 2005). Although explaining gang onset is not the main focus of our article, given the relative paucity of risk factor research on gang onset outside the United States and the more general lack of a precise understanding of the hierarchy (Decker et al. 2012) of these risk factors, we provide a short nondetailed discussion of these results.

Results suggest the two most influential variables predicting gang membership are both indicators of past problem behaviors: the number of times the respondent got in trouble with their teachers and the count of offending
during 2004. Both have a relative influence at least twice as large, as any of the other pretreatment covariates. Next on the ranking of relative influence are variables that measure nature of previous peer interactions and routine activities (frequency of peer socializing, hanging out in the local area, commitment to deviant peers), age (which, although not evident in these results, we know has a curvilinear relationship to gang membership), moral neutralizations, and other indicators of problem behavior (truancy from school, antisocial behavior). We also observe that frequency of previous victimization plays a nontrivial role in predicting the onset of gang membership. Less relevant are variables that measure other individual attitudes, family, and community background. Although these are the results of a boosted regression model aimed at maximizing covariate balance, the results are in line with those we find when we run boosted models aimed at maximizing forecasting.

Estimating the Effects of Gang Membership

In order to perform the outcome analyses, methods were used which take into account the inverse probability weights when computing the standard error estimates. We used the estimating functions programmed into the R package survey (Lumley 2010) as discussed by Ridgeway et al. (2012) and the appropriate general linear model (Gaussian, quasi-Poisson, and quasi-binomial: see Lumley 2010) for each type of outcome. Table 3 provides the results from these models. The \( p \) values were adjusted to control for the false discovery rate when conducting multiple tests using methods described by Benjamini and Hochberg (1995).

Moreover, to more accurately estimate the effect of gang membership on unwanted police contact we used a “double robust” estimation procedure (Bang and Robins 2005) and, so, also adjust for offending during the previous 12 months, extent of peer socialization and hanging out in the street—all factors that have been identified as correlated to the likelihood of police contact (Medina 2013). Table 3, however, only displays the results for the key covariate of interest, gang onset.

Our results suggest a clear contemporaneous and lagged effect of gang onset on problem behavior. When compared with nongang youth, respondents who joined a gang during 2005 reported increased levels of offending and antisocial behavior during 2005 and 2006. Equally, the proportion of respondents who declared use of drugs during 2005 and 2006 is greater among gang members. We can also observe a greater vulnerability to injurious victimization for the gang members during 2005, although this
difference does not achieve statistical significance in 2006. Given potential problems with temporal order and the fact, noted above, that victimization is also influential in predicting gang membership, we have to be cautious in our interpretation of this finding.

When we examine changes induced in other outcomes that could help explain an increased level of problem behavior, we find that gang membership appears to impact on commitment to deviant peers and routine activities (as indexed by the binary variable measuring “hanging out” in the street) both in 2005 and in 2006, and a lagged effect on ascription to neutralization techniques in 2006 (but not in 2005). Our results also suggest that gang membership increases the probability of unwanted police contact.

Table 3. Estimating the Effect of Gang Membership Onset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β Coefficient</td>
<td>T value</td>
</tr>
<tr>
<td>Count of offending</td>
<td>1.21</td>
<td>3.71</td>
</tr>
<tr>
<td>Antisocial behavior</td>
<td>1.08</td>
<td>5.99</td>
</tr>
<tr>
<td>Drug use</td>
<td>0.74</td>
<td>2.52</td>
</tr>
<tr>
<td>Fear of crime</td>
<td>0.07</td>
<td>0.84</td>
</tr>
<tr>
<td>Injurious victimization</td>
<td>0.99</td>
<td>2.97</td>
</tr>
<tr>
<td>Moral neutralization</td>
<td>0.13</td>
<td>1.57</td>
</tr>
<tr>
<td>Commitment to deviant peers</td>
<td>0.27</td>
<td>2.81</td>
</tr>
<tr>
<td>Frequent peer socializing</td>
<td>0.27</td>
<td>2.81</td>
</tr>
<tr>
<td>Hanging out in street</td>
<td>0.78</td>
<td>2.93</td>
</tr>
<tr>
<td>Police trust</td>
<td>-0.07</td>
<td>-0.252</td>
</tr>
<tr>
<td>Unwanted police contact</td>
<td>0.87</td>
<td>2.82</td>
</tr>
</tbody>
</table>

Note: Offending and antisocial behavior represent counts. Moral values, fear of crime, and commitment to deviant peers are composite scores. Drug use, frequent peer socializing, hanging out in the street, police trust, unwanted police contact, and injurious victimization are binomial categorical outcomes.
We failed however, to observe significant differences regarding frequency of peer socialization, fear of crime, or trust in the local police (although for the most part differences are in the hypothesized direction).

**Sensitivity Analysis**

Any propensity score analysis relies on the assumption that the model estimating the scores successfully eliminates selection bias. Our use of weighting cannot adjust for unobserved variables that are uncorrelated with the observed ones. Ozer and Engel (2012), for example, used this argument to question some of the results of studies assessing the link between gang membership and victimization. They flag, in particular, the need to incorporate in the propensity score models not only individual level inputs but also measures of the ecological context inhabited by young people. This, however, is easier said than done. The poor record of measures of neighborhood characteristics in models predicting gang membership (Klein and Maxson 2006) is probably more a reflection of the quality of data, and type of analysis attempted, rather than related to poor theorizing. In our case, the OCJS has few suitable measures (deciles of social deprivation and antisocial behavior in the community), with only the latter being in some way related to gang membership (as noted above).

Presence of hidden bias, however, is not a problem exclusive to gang studies. The literature on propensity score analysis discusses a number of sensitivity analyses that have been developed to evaluate the plausibility of the ignorable treatment assignment assumption. These methods allow examination of how the treatment effect may change if there is hidden bias. Here, we used methods described by Ridgeway (2006) and implemented in the R package *twang*. These methods test the sensitivity of the estimates to changes in the propensity score weights as a way to detect such hidden bias (for a detailed discussion, see Ridgeway 2006).

Analyses were performed for each of the outcomes previously identified as significant. Given the large number of outcomes, it would be impractical to incorporate the full detail of these results which amount to 13 tables with as many rows as there are inputs in the boosted regression model (these tables are available on request). However, inspection of these results indicates that hidden bias is unlikely to be a serious issue affecting our results.

**Discussion and Conclusion**

This study aimed to examine the impact of gang joining with data from a nationally representative survey of young people in England and Wales.
The main goal was to ascertain the degree to which patterns that have been observed in a large number of North American studies can be replicated in the European context.

Like most studies to date, our analyses found a clear effect of gang membership on offending and other forms of problem behavior, such as antisocial behavior and drug use. Children and young people who join gangs seem more likely to exhibit these forms of problem behavior shortly after joining a gang and within a year of joining. Unlike Melde and Esbensen (2011a), we find a lagged effect for gang affiliation on offending, although measurement problems in both studies make it difficult to say how distal that effect really is (cf. Gibson et al. 2012). Our results, however, failed to find clear, consistent moderate-to-strong effects for fear of crime or victimization.

When explaining the mechanisms that mediate the influence of peer effects on delinquency, there seem to be two primary “competing” models that have typically dominated discussion:

- The social learning model that emphasizes “deviance training” (Dishion et al. 1996; Patterson et al. 2001; Snyder et al. 2005) which, as noted in the Introduction, has historically been the usual model implied or explicitly employed in gang studies.
- The routine activity model that emphasizes how peer interactions change opportunities for crime involvement by placing young people in contexts of diminished social control (Hainey and Osgood 2005; Osgood et al. 1996; Rorie et al. 2011), but also (to the degree that gangs may define themselves as groups in opposition to other aggregates) by providing gang members with a set of preestablished antipathies, enemies, and conflicts that may exacerbate interpersonal conflict and violence (Hartup 2005). Some of this has been incorporated more recently into gang studies through the work of Melde and Esbensen (2011a) and others (Sweeten et al. 2012).

Our analysis does not directly test the mediation mechanisms that explain the link between gang membership and this problem behavior; all we can establish is whether gang membership onset in 2005 also was associated with indicators of these mediation mechanisms in 2005 and 2006. In neither case, can we disentangle the temporal order between the hypothetical mediation variables and the ultimate outcomes of interest (i.e., problem behavior). However, our results here are a first step in that direction and are perhaps more in line with a routine activity framework. Our analysis failed
to find a significant effect of gang membership on moral neutralizations in 2005 (only in 2006) or, for that matter, on trust in local police (which could also be explained as a culturally infused variable and part of an oppositional subculture: Oberwittler 2012); whereas we found a more consistent effect (in 2005 and 2006) for an increased commitment to deviant peers and an increased prevalence of hanging out in the street (although not for increased peer socializing).

We should, however, be cautious in our interpretation of the findings. The power of our tests is not large enough to detect particularly small effects. Although our study has similar, or better, power (at least as far as sample size is concerned) as other published studies assessing the impact of gang membership (Melde and Esbensen 2011a; Ozer and Engel 2012), the possibility remains that with a larger sample we might obtain different results.

We also identified an effect of gang membership on unwanted police contact, even after adding additional adjustments for offending and routine activities through a double robust estimation procedure. This finding is consistent with research suggesting the idea of “policing by association”: that police working rules mean officers pay greater attention to those who associate with delinquent friends to some degree regardless of their individual level of offending (McAra and McVie 2006; Medina 2013). As argued by McAra and McVie (2006:26): “Once youngsters come under the purview of the police, they then become part of the permanent suspect population and, as a consequence, any of their friends and associates who have not had past experience of adversarial police contact, become suspect too. This cycle of labeling contributes to further and indeed more serious forms of contact.” The finding reinforces the need to pay close attention to symbolic interactionism as a theoretical framework to understand gang membership and its consequences (Decker et al. 2012; Ralphs et al. 2009).

Taken together, our findings on the impact of gangs and the risk factors for gang membership are supportive of an enhancement model as discussed in the literature (Thornberry et al. 1993). Gangs do have a facilitating role on problem behavior once we control for selection effects. But, at the same time, our boosted regression model highlights the significant relative influence of past problem behavior on explaining onset of gang membership.

Equally, our results seem to provide some support to the idea that group processes trump other contextual factors (see as well Hall, Thornberry, and Lizotte 2006). Despite some differences, the general pattern of findings regarding the impact of gangs shows more similarities than differences with those reported by U.S.-based research. Although one might expect that
gangs will have a more attenuated effect in the British context given the cross-national differences in levels of inequality, spatial polarization of poverty, welfare regimes, gun availability, and violence, alongside lower levels of gang institutionalization. Yet, our findings suggest that for the most part gang’s impact on problem behavior and other outcomes is not too dissimilar from that documented in American studies. This suggests that the gang, in the United Kingdom, is not just a site in which wider social inequalities drive offending and its myriad problematic outcomes, but instead that the gang itself is a driver of those outcomes, to an extent regardless of social context.

Apart from more directly testing the mediating mechanisms proposed in the literature, future European research should address other shortcomings of this study. First, greater attention needs to be devoted to developmental processes as they affect young people and gangs. The psychological literature highlights the changing nature and relevance of peer networks through adolescence. Some research has suggested that emphasis on individuality, as well as intimacy with romantic partners, increases as control, conformity, and concerns with belonging declines; and groups become less hierarchically structured around status and influence (Brown 2004). Emerging research suggests that the nature and characteristics of gangs do change as young people age (Medina et al. 2013) and that the relative relevance of socialization/selection processes in understanding the impact of peers on delinquency also changes with age (Hartup 2005; Monahan, Steinberg, and Cauffman 2009). Second, further prospective cross-national studies are needed in order to test adequately the influence of context on the processes studied both at the macro level and at the micro level (Klein 2011). For, as several studies have suggested, group characteristics (sex composition, organizational features, etc.) may also play a role in explaining the magnitude of the impact of gang membership (Decker et al. 2012). In this sense, there is also need for research that places a greater focus on group processes to understand the role they play in understanding the outcomes of gang membership. As several reviews have noted (e.g., Decker et al. 2012), despite early work (Short and Strodtbeck 1965) we need more studies in this area. Gibson et al. (2012) have produced a more general and relevant list of suggested directions for future research on studying the impact of gang membership: a greater attention to the fluidity of gang membership over time, a greater focus on gang embeddedness rather than on gang membership, and a greater reliance on high-risk samples (see Sweeten et al. 2012 for a recent attempt at taking forward these recommendations). Finally, following the lead from the peer effects literature (Hartup 2005), we need
to move away from models that simply estimate the main effect of gang membership and focus instead on exploring how individual attributes of young people interact and moderate behavior changes associated with membership (i.e., previous delinquency, age, gender, susceptibility, etc.).

Future European research should address some of the shortcomings of this study and follow these recommendations. Unfortunately, the future of this sort of survey research on gangs (and more generally, youth offending) is uncertain, at least in the United Kingdom. The OCJS was discontinued in 2006; and cognate Youth Justice Board surveys also ceased in 2009. The only remaining opportunity to ask gang-relevant questions is in the Crime Survey of England and Wales (formerly the British Crime Survey), though this is with a relatively small subsample of roughly one thousand 10- to 15-year-olds, without a panel element, and using a rigid definition that does not allow for international comparisons. And so, despite the U.K. Coalition Government’s rhetorical emphasis on evidence-based gang policy (Shute, Aldridge, & Medina 2012), we have, in fact, witnessed a major disinvestment in the production of high-quality research data that constitutes a major part of this evidence base.
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Notes
1. These studies explain the effects of early involvement with delinquent peers on subsequent delinquency as being mediated by the amount of deviancy training (i.e., reinforcement for deviant behavior, deviant talk with peers as well as observed peer responses to such behavior, etc.).
2. For other advantages, see Lee, Lessler, and Stuart (2010, 2011).
3. In particular, we estimated the models using 10,000 trees, subsampling 50 percent of the sample at each iteration (having first randomly sorted the observations), and
a shrinkage factor of 0.005. The boosted regression models we used “specify a set (or sets) of rules and measures for assessing the balance, or equivalence, established on the pretreatment covariates of the treatment and weighted control group” (Ridgeway et al. 2012:3). We report here the results using the maximum Kolmogorov–Smirnov statistic stopping rule (for a technical discussion, see Ridgeway et al. 2012) that resulted in a similar minima to the alternative stopping rule (suggesting the results would not be sensitive to the particular stopping rule used).

4. We cannot know for certain whether the respondents could possibly have been classified as gang members in 2003 or before. This is indeed a limitation of our analysis, but one we simply cannot redress with the available data. This, however, has implications for the use of the Eurogang measure in survey research. Researchers using this question need to be aware of the particular difficulties that this method presents in terms of controlling for past gang membership.

5. Lagged measures of outcomes, however, are not absent of problems that makes them a more conservative test. Decker et al. (2012:10–11) note that “if onset of gang membership for person i is measured at wave 2, yet they report having left the gang at wave 3, measures of the behavioural outcomes of gang membership are potentially confounded by the inclusion of nongang time no matter whether one uses the wave 2 or wave 3 measures of behaviour.” They then argue that “the contemporaneous measures of behavior at wave 2 allow one to be relatively certain that the recall period for the behavior in question includes at least some time in the gang, and thus may more adequately represents the effect of gang membership if sources of selection are adequately controlled through wave 1 observed measurements.” We do not find this argument particularly compelling. There is typically no basis to infer that there is more meaningful time in the gang before or after survey administration. In our view, if the point of the analysis is estimating impact, then lagged measures constitute a more solid test insofar as they allow establishing temporal order.

6. Results aiming to minimize the absolute standardized mean were virtually indistinguishable.

7. For example, it could be hypothesized that gangs have a stronger effect in higher-risk environments where there are fewer avenues for the development of legitimate roles (Hall et al. 2006) and where the high threat of violence may reinforce group cohesion, retaliatory cycles, and isolation from social institutions (Decker and Van Winkle 1996). Equally, it could be hypothesized that less institutionalized gangs may have a weaker impact on the developmental paths of individuals than those who have a more encompassing dimension to affiliation. Indeed, emerging cross-national research suggest that levels of gang organization are associated with increased levels of offending and victimization (Pyrooz et al. 2012).
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