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Abstract—Computer simulations are used to introduce a new approach to measuring temperature fields of a gas using laser attenuation measurements, which exhibits good theoretical accuracy despite very high static pressures. Near-infrared laser light is used to target specific molecular absorption lines of water vapour, whose strength depends (nonlinearly) on the gas temperature. This temperature can be inferred when multiple laser paths coincide nearby by tomographic reconstruction of the attenuation coefficient and then spectral fitting to local temperature, species concentration and gas pressure. Temperature phantoms (invented distributions for the purpose of numerical testing) are used to simulate experimental results, which are then contaminated with Gaussian noise and used to reconstruct the temperature field. The root-mean-square reconstruction temperature error varied from approximately 0.4%, in the case of no Gaussian noise and at 1 bar, to 2.2%, in the case of 5% noise and at 50 bar.

Index Terms—Computed tomography, Molecular absorption, Temperature measurement, Landweber reconstruction.

I. INTRODUCTION

ON-intrusive gas measurements are often sought when operating conditions preclude invasive measurement. This is particularly the case when the presence of a temperature or concentration probe unacceptably alters the flow it should be measuring, and furthermore only yields local data. Hard-field tomography in the visible and infrared spectral regions offers a unique opportunity to image gas objects in contrast of species concentration and gas pressure. Temperature phantoms (invented distributions for the purpose of numerical testing) are used to simulate experimental results, which are then contaminated with Gaussian noise and used to reconstruct the temperature field. The root-mean-square reconstruction temperature error varied from approximately 0.4%, in the case of no Gaussian noise and at 1 bar, to 2.2%, in the case of 5% noise and at 50 bar.

Here, $Q$ is the molecular rotation-vibration partition function, $T_0$ is a reference temperature [K] for which $S_1(T_0)$ is known, $c_2$ is the second radiative constant [1.4388 cm K], $E'_1$ is the ground state energy [cm$^{-1}$], and $v_{1,0}$ is the vacuum linestrength [cm$^{-1}$].

This temperature dependency can be exploited, using an appropriate choice of absorption lines, to obtain transmittance measurements that are highly sensitive to the temperature of the gas through which the light traverses. Direct laser absorption along an isothermal beam-path has become an established technique for gas thermometry [10]–[12]. Rapid electrical tuning of a diode laser can be used to measure the integrated absorbance of a transition, which is equal to the product of the linestrength, partial pressure and path length through the gas. If a pair of transitions are probed, and the ratio $R(T)$ of their integrated absorbances is taken, the pressure and path length terms will both cancel leaving a function of only temperature:
The integrated absorbance approach cannot be relied upon because it is close enough to unity for near-infrared transitions. Equation (2) can be inverted to calculate temperature directly from the measured ratio \( R(T) \). It has been indicated in literature \([8, 12]\) that (1) and (2) should be valid up to 50 bar and up to 2500K.

This method has been extended to two dimensions for non-uniform temperatures using tomographic reconstruction techniques \([13]-[15]\). The extension must be done carefully because, at any single point, the temperature is a non-linear function of the ratio: each integrated absorbance image must therefore be reconstructed independently before the temperature image can be evaluated (as opposed to calculating an “average temperature” from each beam and reconstructing the temperature image). The local temperature can then be deduced by applying equation (2) to each point in space. This method allows for simultaneous reconstruction of temperature and concentration images. However, the gas pressure must be both uniform and below a limiting threshold (~ 10 bar), above which the pressure broadening effect tends to cause adjacent transition lines to interfere, preventing establishment of a reliable pair of limits over which the integrated absorbance of a single line can be defined \([16]\).

Further demonstrations of temperature tomography exploit inherent symmetries of the measured system, for example, the axial symmetries of an exhaust plume \([17]\) or a flat-flame burner \([18]\) are conducive to simplified tomographic techniques such as Abel inversion. Our objective diverges from those met by the aforementioned work in the requirement that the gas may not be at a low pressure (<10 atm). With the removal of this assumption, the integrated absorbance approach cannot be relied upon \([16]\). Furthermore, our long-term objective is to develop a temperature imaging sensor that permits non-uniform pressures, and as a result must be sufficiently robust to handle samplings of complicated spectra that depend on many non-uniform thermodynamic properties. Towards achieving this objective we embark upon a route based on measuring multiple transmittance values for each chosen transition line, reconstructing attenuation coefficient images at each frequency, and using a parameter fitting approach to find the most likely temperature at each pixel. This method requires no fundamental assumption on the limits of temperature, concentration and pressure, except that their values allow an acceptable signal-to-noise measurement and that the temperature is high enough to ensure that the chosen species is in its vapour state.

It is currently impractical to seek experimental validation of such a method, because of the difficulty in generating measurable gas temperature phantoms at elevated pressures, therefore this hasn’t been attempted. However, the fundamental physics used to generate synthetic data from phantoms (in lieu of real measurements) is well-established and allows us to examine the propagation of errors throughout the reconstruction process and compare the end result to the phantom.

II. METHOD

Our goal is to predict the outcome of a measurement (laser transmittance over a straight beam) on an object that has a known temperature and water vapour concentration distributions and a uniform pressure. Water vapour is an ideal target because it is a major combustion product, and it exhibits a vast number of absorption lines in the near-infrared region which can be probed by commercially produced diode laser sources \([8]\). Varying levels of Gaussian noise are added (0%, 1%, 2.5% and 5%) to each simulated transmittance measurement, regardless of its corresponding laser path length or frequency, before the data are passed to the solver algorithm to calculate a pair of pixelated temperature and concentration images. The reconstruction error is quantitatively judged using a root-mean-square-error (RMSE), which is described in detail below.

Two key questions must be addressed before designing such a system: (1) where should the laser sources and detectors be positioned to achieve an optimum sampling of the measurement space, and (2) which spectral region(s) should be probed to acquire the most relevant spectral information? Simultaneously optimising both is a challenging undertaking, further complicated by different measurement scenarios. Optimal selection of absorption lines has been proposed for concentration imaging \([6]\) and line-of-sight thermometry \([19]-[21]\), as have optimal beam positions in cases of limited optical access \([6]\). Furthermore, the mutual interaction between the beam positioning and line selection has been investigated \([22]-[23]\) with reports that additional spectral information can adequately substitute for a lack of beams in applications where the number of source and detector points is limited.

To demonstrate the feasibility of reconstructing an image
featuring a wide range of temperature and concentration combinations, we chose to use two independent phantoms of temperature and concentration. The temperature phantom consists of three Gaussian peaks (normalised to 1600 – 2000 K) and a species concentration phantom consists of two Gaussian peaks (normalised to 5 – 10%) which are in a different location (Figs. 2 and 3). From these phantoms it is possible to model the tomographic measurements, which are then used for reconstructing the temperature and concentration distributions. We would ideally like to calculate the linear attenuation coefficient distribution \( \alpha(x,y;\nu) \) for each point \((x,y)\) and frequency \(\nu\). This is needed in order to evaluate the Radon transform (3), giving us a field which is directly relatable to the expected transmission measurements:

\[
R\alpha(\theta,s;\nu) \equiv \int x \cos \theta + y \sin \theta = s \alpha(x,y;\nu) \, dx \, dy
\]  

(3)

\( R\alpha(\theta,s;\nu) \) is the line integral of \( \alpha \) over a line defined in terms of its angle to the x-axis \( \theta \) and its shortest distance to the origin \( s \).

However, this ideal case turns out to be impossible: \( \alpha(x,y;\nu) \) at any point is calculated by summing many Voigt profiles [24], each of which model distinct but overlapping absorption lines, and these profiles cannot be evaluated analytically. As a result, we are forced to divide the temperature and concentration phantoms into evenly sized pixels and compute the required linear attenuation coefficients at each pixel using numerical methods. To reduce the error associated with this discretization whilst conserving computation time we have chosen a relatively high resolution of 128x128 pixels. The Radon transform of the new pixelated image of \( \alpha \) can then be computed algebraically (without error) and related to a measurable transmittance \( \tau(\theta,s;\nu) \) using the Beer-Lambert law (4):

\[
-\ln(\tau(\theta,s;\nu)) = R\alpha(\theta,s;\nu).
\]  

(4)

We have chosen to use a parallel arrangement of 16 beams which can then be rotated on a turntable to take measurements at 18 evenly spaced angles as the turntable moves through 180°. The result is a regular arrangement of 288 beams (figure 1) which define a sparsely sampled Radon transform. This is justified by typical difficulties in gaining measurement access to high-temperature objects.

To decide on an appropriate set of frequency values \( \nu \), we wrote a simple script to identify suitable pairs of water lines [19] from the HITRAN database [25]-[26]. Our final chosen pair were located at frequencies of approximately 1.544 \( \mu \)m and 1.900 \( \mu \)m, and each line was assumed to be probed at multiple frequencies along its profile. The positions and spacings of these frequencies were based on the linewidths derived from the known pressure, which gives a good estimate of the line centres and Voigt linewidth. The number of probe frequencies was kept constant at 20, so that with increased pressure the frequency spacing automatically increased.

Since only a finite number of pixels, beams and frequencies are used, we can simplify the equations by indexing them; equations (3) and (4) transform to (5):

\[
-\ln \left( \tau_{jk} \right) = p_{jk} \equiv \sum_i a_{ik} w_{ij}
\]  

(5)

Here, \( \tau_{jk} \) represents the transmittance of beam \( j \) at frequency \( k \), \( p_{jk} \) represents the Radon transform of \( a_{ik} \) over beam \( j \) and frequency \( k \), and \( a_{ik} \) represents the value of the linear attenuation coefficient in pixel \( i \) at frequency \( k \). \( w_{ij} \) is the sensitivity map and is, by definition, equal to the length of beam \( k \) inside pixel \( i \); it acts as the discrete equivalent of the limit in equation (3), and is typically a sparse matrix.

Once \( a_{ik} \) is calculated, \( p_{jk} \) can be computed by simple matrix multiplication and \( \tau_{jk} \) by exponentiating the negative of the result. To study the influence of noise on our suggested approach, Gaussian noise is added to \( \tau_{jk} \). This is then input into a solver to invert the procedure described above, along with the necessary beam configuration data \( w_{ij} \) and the frequencies \( k \).

As a first step, tomographic reconstruction of \( a_{ik} \) is performed independently for each frequency \( k \). Previously, we pixelated the measurement region in order to get around a technical difficulty in evaluating the linear attenuation coefficient at every point in space, and, as a result, we chose as high a resolution as was computationally feasible. Since we are targeting real conditions, the spatial resolution in our reconstruction should reflect the experimental limitations. If the resolution is too high, then most pixels will never be intersected by a beam, and if the resolution is too low then we may be compromising important details. Trial and error has led us to use a significantly lower resolution of 64x64 pixels in the reconstruction.

The reconstruction is performed using a modified Landweber iteration scheme [27], which is designed to minimise the norm of the discrepancy between the data and the image \( \left\| \sum_i a_{ik} w_{ij} - p_{jk} \right\| \) subject to the prior of local smoothness of \( a_{ik} \). The Kaczmarz row-action method is an alternative to Landweber iteration with fast convergence in computed tomography applications with large amounts of data and high resolution images [28], but in our limited-data case with a relatively small number of beams and unknown pixel values, Landweber iteration was observed to converge within seconds and is deemed suitable for image reconstruction. An initial solution \( a_{ik}^0 \) of zeros is stepwise updated according to an approximation to the error as in (6):

\[
a_{ik}^{l+1} = a_{ik}^l + r \sum_k \left( p_{jk} - \sum_i w_{ij} a_{ik}^l \right)
\]  

(6)

The corrective second term is a function of the set of errors between the real data \( p_{jk} \) and the data that is predicted from the linear attenuation coefficient at the current iteration. \( r \) is the relaxation coefficient which is necessary to prevent divergent solutions [29], and is typically far less than 1 in our reconstructions. At each iteration step, the image is mean-
filtered using a two-dimensional Gaussian filter with an approximate half-width of one pixel. This allows pixels that are not intersected by a beam to be included in the iteration scheme, and can be justified using the a priori assumption that the linear attenuation coefficient is a continuous field over space. In the case of noisy data, the standard Landweber iteration (without filtering) exhibits a semiconvergence property and a stopping criteria must be used to terminate the iteration at the closest point to the minimum norm solution \[\sum_i \alpha_i w_i d - p_i\] [27]. Our filtering modification appears to remove this semiconvergence property because the iterates show evidence of converging towards a single image, and the difference between successive iterates \[\|\alpha_i^{t+1} - \alpha_i^t\|\] is observed to decrease monotonically for \(t < 10,000\). Our stopping criteria is \[\|\alpha_i^{t+1} - \alpha_i^t\| < \epsilon\] where \(\epsilon\) is heuristically chosen to be 0.1%, and this condition is typically satisfied after 50 iterations.

Once this has been completed for every frequency, the results at each pixel are fitted to a spectrum using the (same) HITRAN database. We acknowledge that, when using the same database for reconstructions as we do for generating transmittance data, there is an implicit assumption that the HITRAN data are free of errors. However, disagreement between these parameters and experiment has previously been reported in line-of-sight thermometry [30] and, despite continuous database revisions, it is a sensible approach to verify the spectroscopic parameters of the particular spectral features of interest before an accurate temperature can be inferred from the measured data. In particular, errors in either the ratio of the reported linestrengths or the difference in the reported lower state energies of the transition pair can directly affect temperature accuracy via (2). However, we anticipate that our approach is relatively insensitive to minor errors in the reported linecentre positions and pressure-shift coefficients because, in the absence of experimental verification, the fitting algorithm can be provided with additional degrees of freedom so that it returns, along with the pixel temperature and concentration values, the most likely transition linecentre positions as well. This is possible as long as the least-squares problem is not under-constrained.

The fitting process begins by fitting the data to possible spectra based on possible temperature, concentration and pressure combinations, and the most likely estimates are found using a nonlinear trust region algorithm [31]. Once this is completed for each pixel in the measurement region, the solution is presented as a pair of temperature \(T_i\) and concentration \(X_i\) images.

Figure 2. Top: High-resolution temperature phantom; middle: low-resolution reconstruction; bottom: fractional reconstruction error. This and figure 3 represent simulations from data with a 13.01 dB signal-to-noise ratio at 50 atm.
The quality of these reconstructions is quantified using the root mean-squared-error (RMSE) [32]:

$$RMSE_T = \sqrt{\frac{1}{N} \sum_i (T(x_i, y_i) - T_i)^2},$$  (7)

where $N$ is the number of active pixels, $(x_i, y_i)$ is the centre point of pixel $i$, and $T_i$ is the reconstructed temperature within this pixel. The same formula is used to calculate the RMSE of the concentration reconstruction.

III. RESULTS

Temperature and water vapour concentration reconstructions were simulated at pressures of 1–50 bar, in intervals of 2.5 bar, on synthetic data with errors ranging from 0–5%. Figs. 2 and 3 show an example of the phantoms, reconstructions, and relative error distributions in temperature and concentration in the worst case scenario: a pressure of 50 bar and data with an error of 5%. Figs. 4 and 5 show the reconstruction errors obtained in the temperature and water vapour concentration fields, respectively.

Temperature accuracy suffered with increasing pressure, particularly in the cases of low detector noise, whereas water vapour concentration accuracy either improved or levelled-out, after an initial sharp decline for low pressures. Temperature reconstructions in the absence of noise are visually similar to the original phantoms, albeit at a lower resolution.

The positive slopes in Fig. 4 can be understood by considering the effects of pressure broadening on the ability to make accurate measurements of the lines strength of a single targeted absorption line. The absorbing species concentration tends to affect every transition in a similar way (via a simple multiplicative factor) [19]; however, the temperature dependency of a transition is related to its lower state energy which varies considerably between many different lines overlapping heavily at high pressures. Thus as pressure increases beyond 20 bar the concentration sensitivity remains high whilst temperature sensitivity drops considerably. This can be attributed to the influence on the measured transmittance of neighbouring absorption lines with low temperature sensitivity.

Figure 3. Top: High-resolution concentration phantom; middle: low-resolution reconstruction; bottom: fractional reconstruction error.
Temperature tomography from 34

Inaccurate reconstructed data, which manifests itself as artefacts during the Landweber iteration, appears to depend on the beam geometry and not the laser frequency. These artefacts will tend to present themselves similarly for both targeted transitions, and since temperature is dependent on the ratio of the absorption linestrengths, such errors may cancel. This effect would not occur in concentration reconstructions, where no ratio is being taken.

It is worth mentioning here that, in the forward calculations at each Landweber iteration, scattering has been ignored in accord with existing literature [5-7,13,15,17,18,33]. Thus, our estimated performance should be taken as “best case” scenario. However, the effect of moderate levels of scattering would typically be described as “softening” of the experimentally obtained data [34] and can be treated accordingly, e.g. by the dual wavelength approach [5].

IV. CONCLUSION

The overall accuracy of the temperature reconstruction demonstrates that this method is theoretically capable of resolving gas temperature distributions in the range of 1600 – 2000 K with a non-uniform water vapour concentration distribution in the range of 5 – 15 % and at pressures of up to 50 bar. The model shows a resilience to moderate Gaussian noise in the input data, producing, at worst, a reconstruction error of approximately 2.2% compared to the true distribution. This proposed method extends the realm of temperature tomography to high pressure environments where alternative approaches, notably the ones reconstructing integrated linestrengths or peak absorptions, break down. However, this is achieved at the expense of additional numerical complexity because of the large number of simultaneous reconstructions and spectral fittings which must be performed to yield a temperature image.
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