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Abstract

This thesis describes the measurements of jet activity in the rapidity region

between a dijet system formed in proton-proton collisions at a centre-of-mass

energy of 7 TeV. The data used were collected by the ATLAS detector during

2010 at the Large Hadron Collider at CERN. A number of observables that probe

additional quark and gluon radiation in the dijet topology are studied. The de-

velopment and performance of the monitoring system for the ATLAS calorimeter

high level trigger is described. The performance of the jet calibration and a

study of the properties of jets in the forward calorimeter is also given. The frac-

tion of events that survive a veto on jets with transverse momentum above a

jet veto scale, Q0, in the rapidity region between the dijet system is measured

for dijets with mean transverse momentum 50 < pT < 500 GeV and rapidity

separation, ∆y, of up to six. The mean number of jets that have a transverse mo-

mentum above the jet veto scale in the rapidity region between the dijet system

is also measured. These measurements are compared to state-of-the-art theoret-

ical calculations from HEJ and POWHEG, and also compared to PYTHIA and

HERWIG++ Monte Carlo generators. The results of a preliminary analysis of

dijet events with a large rapidity separation are given. In this analysis azimuthal

decorrelation variables are also been measured.
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Chapter 1

Introduction

ATLAS is a multipurpose detector built with the aim of measuring a wider variety

of physics processes, which occur in the high energy proton-proton collisions

produced by the Large Hadron Collider (LHC) at CERN. The majority of these

measurements are influenced by the presence of jets. Examples include physics

signals with jet final states or jets produced in association with other particles.

Stringent analysis cuts on additional jets used, for example, in the search for new

physics, can force the event topology into regions of phase space that are difficult

to calculate in fixed-order perturbation theory. This means the theory models

used to predict backgrounds may be imprecise. It is important to test model

predictions with precise measurements in similar phase space regions.

Dijet production is ideal for testing the model predictions due to the large

number of events even in the phase space near the kinematic limit. Dijet produc-

tion with a large average jet transverse momentum or large rapidity separation

reflect the cuts used in heavy resonance searches and vector boson production of

the Higgs boson. Precision measurements of observables sensitive to higher order

Quantum Chromo Dynamics (QCD) emission can test the appropriate models.

The fraction of dijet events which survive a jet veto on the jet activity between

the dijet system is studied as a function of the rapidity separation of the dijet

15



system, the mean transverse momentum of the dijet system and the value of the

jet veto for separations up to six units of rapidity in the range of mean transverse

momentum 50 < pT < 500 GeV.

In Chapter 2 of this thesis the Standard Model (SM) of particle physics is re-

viewed with particular emphasis on the relevant aspects of QCD and the analysis

observables are defined and discussed. In Chapter 3 both the LHC experiment

and the ATLAS detector are described. Monitoring of the calorimeter systems

is described in Chapter 4. In-situ methods used to assess the effectiveness of

jet calibration and forward jet properties are presented in Chapter 5. Chapter

6 presents the analysis which formed the basis of the first ATLAS paper [1] on

dijet production with a veto on jets bounded by the dijet system, as a function of

the dijet rapidity separation and the average transverse momentum. In Chapter

7 the analysis is extended to study dijets with a large rapidity separation, and a

measurement of the azimuthal decorrelation is made. This analysis is currently

in the process of internal review by the ATLAS collaboration [2]. A summary

and conclusion of the thesis is given in Chapter 8.
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Chapter 2

Theory

The Standard Model (SM) of particle physics is the theoretical framework that

describes the interactions of the strong, electromagnetic, and weak forces. Figure

2.1 shows the bosons and fermions in the SM. The matter particles are represented

in three generations of fermions, with particles in each generation being heavier

than the previous. The electromagnetic force is mediated by the photon, which

interacts with charged particles. The weak force in mediated by the W and Z

bosons. The strong force describes the interactions between quarks and gluons,

and is mediated by the gluon. Finally, there is also the Higgs boson, which is the

remnant of the Higgs field that was introduced to give mass to the bosons and

fermions. The strong force is described by QCD. This thesis is concerned with

QCD measurements, and more detail about QCD is given in this chapter.

2.1 QCD

The QCD Lagrangian is given by

L = −1

4
F a
αβF

αβ
b +

∑
q

q̄j(i6∂ −mq)q
j + gs

∑
q

q̄iγµt
a
ikq

kAµa , (2.1)
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Figure 2.1: The fundamental particles in the Standard Model.

where Aµa is the gluon field, taik = 1
2
λa with λa being the Gell–Mann matrices, γµ

are the γ matrices, mq is the mass of the quark, q and q̄ are the spin-1
2

quark

field, and

F a
αβ = ∂αAβA − ∂

βAαa + gsfabcA
α
bA

β
c . (2.2)

Here, repeated indices imply summation. Greek characters represent Lorentz

vector components and Latin characters representing the different colour charge

of the quarks and gluons.

The first term in Equation 2.1 is concerned with the gluon self-coupling and

gluon propagator. The product of F a
αβF

αβ
b results in terms with g2, which cor-

respond to a four-gluon interaction, terms with g, which correspond to the three-

gluon interaction and other terms that correspond to the basic gluon propagator.

The second term in Equation 2.1 corresponds to the basic quark propagator

without a gluon interaction. The final term in Equation 2.1 is the gluon-quark

interaction.

18



2.1.1 Asymptotic Freedom and Confinement

The coupling constant, αs = g2s/4π, is used to quantify the strength of the par-

tonic interactions. Renormalisation is required due to ultraviolet divergences that

arise using perturbative QCD (pQCD). This procedure introduces an additional

mass scale, µ. The coupling constant at a momentum scale, Q, relative to a scale

µ at one-loop order is given by

αs(Q
2) =

αs(µ
2)

1 + bαs(µ2) ln(Q
2

µ2
)
, (2.3)

where

b =
33− 2nf

12π
. (2.4)

Here, nf is the number of active flavours of quarks and b is positive for all nf in

the SM.

The renormalisation scale µ is arbitrary and can be freely chosen. Meas-

urements of αs are made at various values of Q and are typically compared at

αs(M
2
Z) = 0.1184 [3], where MZ is the mass of the Z boson. This allows the

calculation of αs at other scales, though as Q gets small, αs gets large.

The running of αs with the scale (Equation 2.3) demonstrates two properties

of QCD. First, as the value of Q increases, corresponding to probing smaller

distances, the coupling constant becomes small and the quarks and gluons behave

as if they were free particles. QCD therefore has asymptotic freedom. Second,

as Q gets small, the coupling value of αs gets very large. This hints towards the

QCD feature known as confinement, which is the observation that quarks and

gluons are always bound in colour neutral states, namely hadrons.

2.1.2 Hadron – Hadron Cross Section

The QCD factorisation theorem suggests that the hadronic cross-section of a

given process can be split into the hard partonic scattering process, which can be
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calculated using pQCD, and a part that describes the non-perturbative structure

of the hadron, characterised using the parton distribution functions (PDFs) [4].

The cross-section for the process shown in Figure 2.2 is given by,

σAB =

∫ ∫
dxadxbfa/A(xa)fb/B(xa)σ̂ab→X , (2.5)

where A and B are the initial protons, a and b are different combinations of

quarks and gluons, xa is the fraction of the proton energy that parton a carries,

fa/A(xa) is the PDF which, to leading order, represents the probability of finding

a parton with energy fraction xa within A, and σ̂ab→X is the partonic cross-section

for the sub-process ab→ X. The partonic cross-section is given by

dσ̂a,b→X =
1

ŝ
|Ma,b→X |2dΦn, (2.6)

where a and b represent the incoming partons, ŝ = (ka + kb)
2 where ki is the

4-momentum of a parton i, dΦn is the n-body phase space, andM is the matrix

element that is calculated using the Feynman rules [5]. If X is a final state

consisting of just quarks and gluons, the Feynman rules can be derived from the

QCD Lagrangian.

Collinear or soft gluon emission from the initial or final state lead to infra-red

(IR) divergences. A factorisation scale µF is defined such that gluon emissions

with a momentum less than µF are absorbed into the PDFs, and only emissions

above this value are calculated as part of the matrix element. The PDFs have

been measured at the electron-proton collider HERA and at fixed-target lepton-

nucleon experiments for a range of x and Q2 values [6–8].

2.1.3 Jet Formation

From pQCD, it is expected that there is partonic emission off the final state par-

tons, and the emission has a high probability if it is either soft or collinear. The
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X

A

B

a

Figure 2.2: Illustration showing hadron-hadron interaction through partons a and
b going to X.

Figure 2.3: Illustration of a jet at parton, particle and calorimeter levels. Illus-
tration from Dag Gillberg.

resulting partons can also emit partons, and a partonic cascade occurs. Confine-

ment requires that all observable particles are colour neutral. This will only occur

when there is a low relative momentum between partons. This cascade continues

until the parton’s energies are at the hadronic scale, O(1GeV), and they bond

into hadrons. The result is a cascade of hadrons in the direction of the original

parton.

Calculations with partons in the final state are performed using a jet al-

gorithm. The jet algorithm clusters nearby partons into a single object. The jet

algorithms can be applied to calculations at a particular order in perturbation

theory, to final state hadrons, or to detector energy deposits. Figure 2.3 shows

an illustration of a jet at different levels.
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2.2 Dijet Production

The main analysis of this thesis is directed towards dijet production with a veto

on additional jet radiation between the dijets. Dijet production cross-section

can be calculated using Equation 2.5 with the σ̂ being the partonic cross-section

for 2 → 2 scattering. Measured dijet production cross-sections as a function

of the dijet kinematics, for instance the dijet mass, can be compared to leading

order (LO) and next-to-leading order (NLO) cross-section calculations. LO cross-

section calculations have the lowest order of αs needed to get the correct final

state; for dijets this is α2
s. Some of the LO parton scattering diagrams are shown

in Figure 2.4. NLO cross-section calculations consist of the LO cross-sections

with α2
s, plus the next order in the perturbative series expanded in αs, i.e. α3

s.

LO and NLO calculations are examples of fixed-order calculations. The dijet

cross-section measured by the ATLAS Collaboration is compared to NLO cross-

section calculation in Reference [9], with an agreement within the experimental

uncertainty.

When describing pp collisions, it is useful to define a co-ordinate system. The

z-direction is defined as the collision axis, with the x–y plane defined perpendic-

ular to the collision axis. For an object with energy, E, and momentum, p, the

rapidity, y, of the object is defined by

y =
1

2
ln

(
E + pz
E − pz

)
, (2.7)

where pz is the longitudinal z component of momentum. The azimuthal angle, φ,

is defined as the angle in the x–y plane around the collision axis. The transverse

momentum, pT, is defined as

pT =
√
p2x + p2y. (2.8)

Both pT and differences in rapidity are Lorentz invariant in boosts in the z-

direction [10].
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Figure 2.4: Some of the LO Feynman diagrams for dijet production. The straight
lines represent quarks, and the curly lines represent gluons. The arrows on the
fermion lines going from left-to-right and right-to-left distinguish quarks and anti-
quarks respectively.

To study the additional radiation in the dijet region, the fraction of events

that do not contain an additional jet between the the two jets is measured. This

is the gap fraction, defined as

fgap(Q0) =
σ0
σ
, (2.9)

where σ is the dijet cross-section, σ0 is the cross-section for a dijet system without

a parton with pT above the jet veto scale, Q0, in the rapidity region spanned by

the dijet system. The gap fraction is studied as a function of the dijet rapidity

separation, ∆y = |y1 − y2|, the average transverse momentum of the dijet, pT =

(pT1 + pT2)/2 and the veto scale, Q0. The dependence of the gap fraction on ∆y,

pT, and Q0 is studied after keeping two of the variables fixed.

The dijet cross-section can be calculated at a fixed order using pQCD. How-

ever, for some regions of the dijet kinematics or veto jet scale, the pQCD calcula-

tion of σ0 requires increasing number of higher order terms, and so a resummation
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is done. Figure 2.5 illustrates the different effects that need to be considered for

different regions of the dijet kinematics and jet veto scale. In particular, putting

the dijet kinematics to high ∆y or to large values of Q/Q0 requires sophisticated

calculation tools, and resummation to all orders in perturbation theory is neces-

sary [11,12]. As discussed in Reference [13], when considering soft radiation into

the region between the two jets, terms arise of the form

αs∆y log
Q

Q0

. (2.10)

If ∆y and log(Q/Q0) are small then these terms are small, however this is not

true if either term is large, and resummation is required.

A number of other variables are used to probe the effect of higher order QCD.

The azimuthal decorrelation variables measure ∆φ of jets. For leading order dijet

production, ∆φ ≈ π, however gluon emission changes this and moves them away

from ∆φ ≈ π. The azimuthal decorrelation observables considered in this thesis

are dσ/d∆φ, 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉, which were proposed in [14–17]. The

mean number of jets in the rapidity region spanned by the dijet system is another

probe of higher order QCD, and suggested in [18].

2.3 Jets

Jets are defined using an algorithm that clusters nearby objects together. A jet

finding algorithm needs to be collinear and infrared safe. Collinear safety is the

requirement that the jet finding should be unaffected by particles radiated at

small angles to the original particle. Infrared safety requires that the jet finding

is unaffected by the addition of soft radiation in the event.
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Figure 2.5: Illustration depicting different effects that are important for the gap
fraction calculation for dijet rapidity separation, Y = ∆y, and L = ln(Q/Q0).
Figure taken from [19].

2.3.1 Anti-kt jets

The standard jet finding algorithm used in ATLAS is the anti-kt algorithm [20],

which is a sequential recombination algorithm. The algorithm defines merging

scales for each main pair of objects in the event,

dij = min

(
1

kt2j
,

1

kt2i

)
∆R2

ij

R2
(2.11)

and each individual object,

diB =
1

kt2i
, (2.12)

where ∆Rij =
√

(yi − yj)2 + (φi − φj)2, R is the intrinsic distance parameter of

the algorithm, and kt
2
i and kt

2
j are the transverse momenta of objects i and j,

respectively. The algorithm combines the objects into jets in the following way:

1. Find the minimum of dij and diB.

2. If dminij < dminiB then combine the two objects.
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3. If dminij > dminiB then define object i as a jet and remove it from list of objects.

4. Continue iterating until there is no object left in the list of objects.

The anti-kt jet finding algorithm combines the objects around the highest pT

objects first, which have a ∆R < R, then subsequently lower pT objects. Only

jets that have a pT greater than a pT cut-off are kept in the jet collection.

There are many algorithms that are theoretically safe (both IR and collinear

safe). The anti-kt algorithm was chosen to be the standard because it produces

circular jets and has a good behaviour under noise and pile-up. The ATLAS

jet algorithm recombines jet with two R parameters, 0.4 and 0.6, and full four-

momentum recombination.

2.4 MC Event Simulation

Monte Carlo (MC) event simulation is used to compare data to theoretical pre-

dictions. They aim to give a full description of a hadron-hadron interaction. As

discussed in Section 2.1, the calculation can be factorised to separate the perturb-

ative and non-perturbative parts. First, the differential partonic cross-section is

calculated to model the kinematics of the hard interaction. This will consist of

n high pT partons in the final state. Parton showering (PS) and hadronisation

algorithms are used to turn the partonic final state into a hadronic one.

The PS simulates the higher order contributions to the calculation from soft

and collinear parton emission. The effectiveness of the PS for soft and collinear

emissions is tested through jet shapes [21]. The PS calculates soft and collin-

ear contributions by summation of leading logarithms [5]. Through the parton

showering, the high pT partons successively radiate partons until all partons are

at a scale of a few GeV. Once at this scale, hadronisation combines the partons

together to make colour neutral hadrons. Emission from multiple parton-parton
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interactions (MPI) within one proton-proton interaction are modeled by the MCs

and the emissions are included in the event before the hadronisation.

2.4.1 MC Generators

PYTHIA

PYTHIA [22] is a general-purpose MC program with a large library of LO sub-

processes, including the LO QCD matrix elements for the 2 → 2 sub-processes

used for dijet production. The PYTHIA PS orders emissions in transverse mo-

mentum and has a veto to ensure angle ordering. The hadronisation used in

PYTHIA is based on the Lund string model [23]. The version of PYTHIA used

in the analyses presented is PYTHIA 6.4.2.3 with the MRST LO∗ PDF [8] and

the AMBT1 tune [24].

The dijet cross-section is falling in both pT and ∆y. To get a large number of

events in the high pT and ∆y regions, a filter is applied to the centrally produced

PYTHIA samples used in Chapters 6 and 7 to obtain a constant distribution in pT

and ∆y. Event weighting factors are stored which allows the original distribution

to be recovered. To improve the description of data, multiple proton-proton

interaction, “pile-up”, is included.

Unlike the other MC generators considered, the PYTHIA events are passed

through a full ATLAS detector simulation, based on GEANT4 [25], which results

in a sample of fully simulated events that can be directly compared to data.

HERWIG++

HERWIG++ [26] is another general-purpose MC program which has LO QCD

matrix elements for the 2→ 2 sub-processes. HERWIG++ has a PS that evolves

the partons using angular ordering of emissions. The hadronisation used in

HERWIG is the cluster model [27] which forces all the gluons remaining from
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the PS to split into quark anti-quark pairs. The version used is HERWIG++

2.5.0 [26] using the MRST LO∗ PDF and underlying event tune of LHC-UE7-

1 [28].

POWHEG

The POWHEG-box generator [29–31] is used to simulate NLO dijet events. The

events are passed through to both PYTHIA and HERWIG for parton shower-

ing, hadronisation and MPI. Events were generated with the MSTW 2008 NLO

PDF [8]. POWHEG is expected to be better in describing observables that are

dependent on the third jet than LO MCs as it explicitly calculates the third jet.

The parton showering from both HERWIG and PYTHIA simulate soft emission

which would correspond to the small log(Q/Q0) region of Figure 2.5.

HEJ

High Energy Jets (HEJ) [12, 32] is a parton level generator. It implements an

all-order description of hard wide-angle emissions. It is best suited for events with

a large ∆y between the most forward and most backward jets. Emitted gluons

have similar momenta and are ordered in rapidity. Due to this, HEJ is expected

to model the data better than fixed order calculations in the large ∆y region in

Figure 2.5. Events were generated with the MSTW 2008 NLO PDF.
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Chapter 3

The LHC and ATLAS

The basic properties of the LHC are summarised in Section 3.1. Sections 3.2 and

3.3 define the ATLAS coordinate system and give an overview of the detector,

working outwards from the beam line. A discussion of the important aspects of

jets within ATLAS is given in Section 3.4.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is situated 100 m below the border between

Switzerland and France near the Swiss city of Geneva. The LHC was designed

to provide two proton beams with 2808 bunches in each beam colliding with 25

ns bunch spacing at a centre-of-mass energy of 14 TeV. Around the LHC ring,

which is 26.6 km long, there are four interaction points. The four experiments

at these interaction points are ATLAS, CMS, LHCb and ALICE. ATLAS and

CMS are general purpose detectors designed to be able to detect a broad range

of physics processes. ALICE is designed to investigate heavy ion collisions, and

LHCb is designed to explore CP violation and rare B-hadron decays. Figure 3.1

shows the layout of the LHC, and the four experiments.

A series of accelerators provide proton bunches to the LHC at an energy of
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Figure 3.1: The Large Hadron Collider and the sites of the 4 main LHC experi-
ments.

450 GeV. The proton bunches are then accelerated around the LHC by an array

of superconducting dipole magnets to provide a beam energy up to 7 TeV. The

beam energy during the 2010 and 2011 proton-proton collisions was 3.5 TeV, in

2012 it was 4 TeV.

3.1.1 Luminosity

The event rate for pp→ X is

RX = LσX , (3.1)

where σX is the cross-section for the process and L is the instantaneous luminosity.

Achieving a large integrated luminosity,

L =

∫
L · dt, (3.2)
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is important for observing rare physics processes that have a low cross-section.

Accurate luminosity determination is important for measuring differential cross-

sections of processes from the event rate.

Instantaneous luminosity is defined by,

L =
N2
b nbfrevγr
4πεnβ?

F, (3.3)

where Nb is the number of particles per bunch, nb is the number of colliding

bunches per beam, frev is the revolution frequency, γr is the relativistic gamma

factor, εn is the normalised transverse beam emittance, β? is the β function at

the interaction point, and F is the geometric luminosity reduction factor due to

the crossing angle of the beams. Due to falling numbers of protons in each bunch

and the gradual increase in the beam emittance, the instantaneous luminosity

will fall as the length of the run increases. The peak instantaneous luminosity is

the maximum instantaneous luminosity for a given data-taking run.

Equation 3.3 is useful to understand both the luminosity and how to increase

it. Experimentally, the instantaneous luminosity can be determined by measuring

the interaction rate in various ATLAS sub-detectors. The luminosity defined by

the interaction rate is,

L =
µnbfrev
σinel

=
µvisnbfrev
σvis

(3.4)

where µ is the number of inelastic collisions per bunch crossing, σinel is the in-

elastic cross-section for a proton-proton collision, µvis is the number of visible

inelastic collisions per bunch crossing, and σvis is a calibration constant related

to the visible inelastic cross-section. This is obtained in special runs using Van

der Meer scans and provide a luminosity uncertainty of 3.4% [33].
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2010 run

The 7 TeV centre-of-mass proton-proton run in 2010 was the first substantial

data-taking period provided by the LHC. The initial runs provided peak instant-

aneous luminosity of ≈ 0.01× 1030cm−2s−1 from one pair of interacting bunches

with a very low number of protons per bunch. By the end of the 2010 data-taking

run, the peak luminosity was ≈ 2× 1032cm−2s−1 from 348 colliding bunches. The

luminosity increase was mainly achieved by increasing the number of colliding

bunches per beam and the number of protons per bunch, though decreasing the

β? and reducing the beams crossing angle also increased the luminosity.

The data are split into luminosity blocks, runs and periods. A luminosity

block corresponds to the luminosity information stored in two minute intervals

during a run. A data run is a group of luminosity blocks consecutively taken. A

data period is a group of data runs with similar beam parameter conditions.

The 2010 data taking run was split into nine different data periods, which cor-

responded to a total integrated luminosity delivered of 48.1 pb−1. Table 3.1 shows

the data periods for the 2010 LHC run, and how the beam conditions and peak

luminosity changed. In addition, periods G-I used bunch trains where bunches

are grouped together with 150 ns spacing between the bunches. As instantan-

eous luminosity increased, the level of “pile-up”, which is multiple proton-proton

interactions in the same bunch crossing, increased.

3.2 The ATLAS Coordinate System

The ATLAS experiment uses a right-handed Cartesian coordinate system. The

beam line defines the z-axis, with the x-y plane being perpendicular to this.

The positive x direction is defined going from the interaction point to the centre

of the LHC ring. The positive y direction points upwards from the interaction
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Period Date Peak Luminosity Nb nb
cm−2s−1 ×1011

A Mar 30 - Apr 18 0.004 < 0.01 1
B Apr 23 - May 17 0.06 0.01-0.6 1-3
C May 18 - June 5 0.2 0.7-1.9 3-8
D June 18 - July 19 1.6 3-8 2-8
E July 29 - Aug 18 3.9 12-14 16
F Aug 19 - Aug 30 10 35-100 32-36
G Sept 22 - Oct 7 70 100-200 50-186
H Oct 8 - Oct 18 150 250-350 233-300
I Oct 24 - Oct 29 210 350-400 300-350

Table 3.1: Beam information for the different data taking periods in 2010 data.

point. The detector side in the positive z direction is called A and the side in

the negative z direction C. The azimuthal angle, φ, is defined as the angle in the

x-y plane around the beam, and the polar angle, θ, is the angle to the beam line.

Using the polar angle, pseudorapidity η is defined by

η = − ln tan

(
θ

2

)
. (3.5)

Pseudorapidity provides a close approximation to the rapidity defined in Equation

2.7. The angle between two objects, ∆R, is defined by

∆R =
√

(∆η)2 + (∆φ)2. (3.6)

All transverse variables (such as transverse momentum, pT , and transverse

energy, ET ) use only the x and y components of the variable and so are defined

in the x-y plane.

3.3 The ATLAS Detector

A schematic of the ATLAS detector is shown in Figure 3.2. In this section the

different detectors which make up the ATLAS detector will be reviewed. First
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Figure 3.2: Schematic of the ATLAS detector. Figure from [34].

the magnet system, which provides the magnetic field for the tracking detectors,

will be described. Next the inner detector, the closest detector to the beam line,

will be described, followed by the calorimeter systems and the muon detectors.

The calorimeters have been described in higher detail due to their relevance to

this thesis.

3.3.1 Magnet System

The purpose of the magnet system in ATLAS is to bend charged particles, such

that the tracking detectors can measure their transverse momentum using the

curvature of the track. There are two different tracking regions, one very close to

the interaction point which measures all charged particles, and then one tracking

system at the outermost part of the detector which just measures the muon

tracks. There is a different magnet system for each tracking region. The magnet

providing a field close to the interaction point is solenoidal, and provides a 2

T field for the inner detector. The system for the muon tracking has a set of

34



Figure 3.3: A schematic of the ATLAS Inner Detector. Figure from [34].

toroidal magnets. One set of barrel toroids combine with the two end-cap toroids

to provide the muon tracking with a magnetic field of 0.5 T and 1 T, respectively.

3.3.2 Inner Detector

The inner detector (ID) provides full tracking information for |η| < 2.5. The

purpose of the ATLAS tracking detectors is to make high precision measurements

of charged particle tracks near the beam line. These measurements are used

for primary and secondary vertex finding and momentum determination. The

tracking detectors have to be able to deal with the high track multiplicity expected

at the design luminosity of the LHC.

Figure 3.3 shows the different components of the ATLAS inner detector that

will be discussed. Both the pixel detector and the semiconducting tracker have a

tracking region out to |η| < 2.5, and the transition radiation tracker goes out to

|η| < 2.

The pixel detector is the closest to the interaction point, and thus has the
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highest granularity of the inner detector trackers. There are three pixel layers in

the barrel region each having a 2d segmentation, with a minimum size in rφ× z

of 50× 400 µm2, giving a well measured space point. The main use of the pixel

detector is to find B hadrons and τ leptons.

Further from the interaction point is the Semi Conductor Tracker (SCT) which

is less granulated. The main use of the SCT is determining track momenta, impact

parameters and vertex positions.

Furthest away from the interaction point is the Transition Radiation Tubes

(TRT) detector, which provides a large number of hits per track. The position

accuracy of these hits is less accurate than that from the pixel and SCT detectors.

The TRT was not used for tracking in 2010 data-taking.

3.3.3 Calorimeter System

The ATLAS calorimeter system, shown in Figure 3.4, is a combination of different

sampling detectors that are required to contain and measure both electromagnetic

(EM) and hadronic showers over a large |η| region. The main ATLAS calorimeter

system consists of an EM calorimeter and a hadronic calorimeter, each of which

aims to contain and measure EM and hadronic showers, respectively. There

are also two forward calorimeters, one at each end of the experiment, at larger

η, which measure both EM and hadronic energy deposits. Different detector

technology is used depending on the required accuracy for physics measurements

and the radiation levels expected in different regions. The amount of material,

in interaction lengths, is shown in Figure 3.5 for the different components of the

ATLAS calorimeter system.
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Figure 3.4: Schematic of the ATLAS calorimeter system. Figure from [34].
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Figure 3.5: Amount of material, in interaction lengths, in front of the different
calorimeters. The electromagnetic calorimeter is labelled “EM calo”, the had-
ronic calorimeter is segmented into “Tile” and “HEC” layers, and the forward
calorimeters is segmented with labels “FCal”. The final layer shown outermost
for |η| < 3 is the muon spectrometer. Figure from [34].
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EM Calorimeter

The EM calorimeter is a sampling calorimeter with liquid argon (LAr) as the

active material. It has complete azimuthal coverage for |η| < 3.2 and is used to

give precision measurements of EM showers. Figure 3.4 shows the EM barrel and

the EM end-cap, which have the pseudorapidity range |η| < 1.475 and 1.375 <

|η| < 3.2, respectively. In the precision region, which is the region that overlaps

the inner detector (|η| < 2.5), there are three active layers and the detector

is finely granulated to give a precise position measurement for the EM shower

(used for photons). Outside of the precision region there are two active layers

and the granularity is coarser. A presampler layer of LAr, which is in front of

the first EM layer out to |η| < 1.8, is used to correct for energy lost before the

EM calorimeter. The EM calorimeter has greater than 22 radiation lengths to

attempt to fully contain any EM showers. The EM calorimeter cell information is

calibrated to an EM scale using the decays of Z, W and J /ψ as presented in [35].

The uncertainty on the electron EM scale is < 2% for |η| < 2.7 and 2 − 3% for

2.5 < |η| < 4.9 for 10–1000 GeV energy electrons.

Hadronic Calorimeter

The hadronic calorimeter is situated behind the EM calorimeter covering the same

η region, and is responsible for the measurement of hadronic showers. It consists

of three tile calorimeters (one barrel and two extended barrels) in the region

|η| < 1.7 and two hadronic end-caps (HEC) to extend the coverage to |η| < 3.2

as shown in Figure 3.4. The hadronic calorimeter is a sampling detector, and

the different components use different technologies with the tile calorimeter using

scintillating tiles as the active material and steel for the absorber, and the HECs

using LAr as the active material and copper as the absorber.

The HEC has two wheels per end-cap, each with 32 wedged-shaped modules
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and has a granulation of ∆η x ∆φ = 0.1 x 0.1 in the region |η| < 2.5 and

∆η x ∆φ = 0.2 x 0.2 in the region 2.5 < |η| < 3.2. Each wheel has two different

depth segments, resulting in four layers per end-cap.

The tile calorimeter has three components, one barrel and two extended

barrels. The tile barrel and tile extended barrel cover the range |η| < 1 and

0.8 < |η| < 1.7 respectively. These detectors comprise 64 modules which have a

size of ∆φ ≈ 0.1, resulting in a granularity of ∆η x ∆φ = 0.1 x 0.1.

Forward Calorimeter

The forward calorimeter (FCal), shown in Figure 3.4, is responsible for measuring

both the EM and hadronic showers in the region 3.2 < |η| < 4.9. The FCal has

three detecting layers, the first layer is made of copper that is optimised for

EM measurements and the following two are tungsten layers used to measure

hadronic energy deposits. All layers have LAr as the active material. The choice

of materials and design is largely determined by the need to be radiation hard to

withstand the high particle flux.

Calorimeter Objects

To help construct offline physics objects, such as photons, electrons, taus or jets,

an algorithm to cluster calorimeter readout cells is used. The aim of clustering is

to reconstruct the 3D EM or hadronic showers from the calorimeter cells. Two

clustering algorithms are used, the “sliding window” algorithm for photon, elec-

tron or tau identification, and the “topological” algorithm for jets. The sliding

window algorithm combines cell information from cells within a fixed size rectan-

gular window in η and φ. Topological clusters, or “topocluster”, are formed from

a cluster seed, which is a cell with |E|/σnoise > 4, where σnoise is the expected

noise in the calorimeter from the readout electronics and “pile-up” contributions.
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The cluster is then extended by including all cells next to it with |E|/σnoise > 2.

An additional layer of cells with |E|/σnoise > 0 are included. The advantage of

using this clustering rather than towers (groups of cells at fixed ∆η and ∆φ) is to

improve noise suppression. More information regarding topoclusters and sliding

window clustering, and their performance, can be found in [35,36].

3.3.4 Muon Detectors

Furthest from the interaction point are the muon detectors. The muon detectors

measure the hits from muons which are bent by the magnetic fields from the barrel

toroid and end-cap toroids, and a combination of both in the region between.

The muon system has separate dedicated detectors for both precision position

measurements and for triggering on muons.

For the precision measurement, Monitored Drift Tubes (MDT) are used in

the pseudorapidity range |η| < 2.7, with the higher granularity Cathode Strip

Chambers (CSC) used in the more forward region of 2 < |η| < 2.7 in the innermost

layer. The muon triggering system consists of Resistive Plate Chambers (RPC)

in the barrel region and Thin Gap Chambers (TGC) in the end-cap region. The

muon triggering system covers the region of |η| < 2.4.

3.3.5 Trigger and Data Acquisition

The event rate from the LHC is ≈ 1 GHz, but only O(200 Hz) will be recorded to

disk. The ATLAS trigger and data acquisition system (TDAQ) reduces the initial

event rate by select the most interesting events containing high pT objects. TDAQ

is split into subsystems that are approximately associated with the sub-detectors

previously described. The three different trigger levels are level 1 (L1), level 2

(L2), and event filter (EF). The L2 and EF triggers are called the higher level

triggers (HLT). The trigger levels are applied in series, with each level refining the
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decision and adding additional requirements. L1 is required to make a decision

in less than 2.5 µs and reduce the rate to 75 kHz. If the event has passed a L1

trigger, it then goes through the L2 and EF trigger which have more information

about the event and reduce the rate to 200Hz. While the trigger is deciding

whether the event should be kept, the data acquisition system is buffering the

event information.

L1 triggers select interesting objects, such as high pT jets, electrons, muons,

photons, taus or large missing ET , which are indicative of interesting physics

processes. The main three detector systems that trigger events at the L1 level

are the RPC and TGC, which trigger on muons, the calorimeter with reduced

granularity, which triggers on jets, electrons, muons, photons, or large missing

ET , and the Minimum Bias triggers that trigger on minimal energy and are used

to select an unbiased sample of events. The results from the muon, calorimeter

and minimum bias triggers are passed to the Central Trigger Processors (CTP).

The CTP then applies a trigger menu, which is a list of triggers, their thresholds

and prescales. By applying a prescale, p, to a trigger, only p−1 of the events that

fired the trigger will be passed to L2. The purpose of the prescale is to reduce

the rate of less interesting or high rate processes and also to keep the overall rate

constant as the instantaneous luminosity changes.

The L1 trigger passes the region of interest, RoI, (this is a ηφ region near

the triggered object) to the HLT. The L2 triggers have access to the information

around the L1 RoI, but cannot attempt a full event reconstruction in the 40 ms

given to make the initial decision. The extra information at L2 is used to make

tighter cuts in order to reduce the rate to 3.5 kHz. The EF triggers have approx-

imately four seconds to make a decision. This is long enough to do longer offline

analysis procedures using the full event reconstruction, which help to reduce the

overall rate written to disk to 200 Hz.
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The important triggers for this thesis are the calorimeter trigger (specifically

the jet trigger) and the minimum bias trigger, which will be discussed below.

Additional information about the triggers and their performance can be found

in [37].

Minimum Bias Triggers

The minimum bias (Min Bias) triggers aim to provide events that are minimally

biased towards any particular physics process. This is achieved by having a set of

minimum bias trigger scintillator counters (MBTS) at the front of the calorimeter

end-caps (2 < |η| < 3.8). The MBTS are fired by any low energy particle within

their acceptance. The result is a very high rate from the MBTS, such that it is

heavily prescaled for all but the lowest luminosity runs.

L1 Calorimeter

The L1 calorimeter trigger (L1Calo) is the trigger system concerned with both the

EM calorimeter and the hadronic calorimeter. The EM and hadronic calorimeter

readout cells are merged into trigger towers of ∆η × ∆φ = 0.1 × 0.1 for the

precision region and increasing size for regions of higher pseudorapidity. Trigger

towers are used to define jet, electron, photon and tau trigger objects.

Jet Triggers

L1 jet trigger objects are found by first defining jet elements from 2x2 trigger

towers in both the EM and hadronic calorimeters. In the central precision region

the jet elements cover a region of ∆η×∆φ = 0.2×0.2. A sliding window algorithm

is used to find the L1 jet objects. The algorithm can be set to have a window of

either 2× 3, 3× 3 or 4× 4 jet elements for the jet finding. The algorithm looks

over the jet elements to find local maxima in transverse energy, ET, and defines
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a jet if the ET is greater than a given threshold. The L1 jet triggers are named

L1 JX where X is the EM energy threshold for the jet object.

Once the L1 jets are found, the RoIs, corresponding to the position of the L1

jets, are passed to the HLT, and act as seeds. The L2 jet trigger can access the

coarse calorimeter information from around the L1 jet RoI. This information is

then passed into a seeded cone jet algorithm (see Section 4.2.2), which is a basic

and fast jet finder which uses a jet radius R of 0.4, and which is restricted to three

iterations. The L2 can access finer calorimeter information and produce cone-like

jets. The hadronic components of the jet at L2 are calibrated, which is important

as the detector has a lower response to hadronic energy deposits than the EM

energy deposits. The EF jet triggers were not used in the 2010 data-taking. The

definition in 2011 is in Section 4.2.2.

3.4 Jets in ATLAS

The jet definition within ATLAS uses the anti-kt algorithm, which is described

in Section 2.3. This algorithm groups related energy deposits in the ATLAS

calorimeters. Different input objects can be used with the anti-kt algorithm, such

as cells, towers and topoclusters and these objects can be calibrated to different

energy scales. In this analysis, unless otherwise stated, the jets are defined using

the anti-kt algorithm with a distance parameter of 0.6 running over topocluster

at EM scale, where topoclusters and EM scale are defined in Section 3.3.3.

Jet Energy Scale (JES)

The jet response needs to be calibrated to take into account both detector and

physics responses such as dead material, particle being bent into and out of the

jet, and noise threshold variation. Also, jets are found using EM-scale topo-

clusters and need to be calibrated due to the non-compensation of the hadronic
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calorimeter which has a lower detector response to hadrons than to EM deposits.

An EM+JES calibration was determined as a function of the jet pT and rapidity

to account for these effects.

The EM+JES calibration was done in three consecutive corrections. The first

was a pile-up offset correction designed to subtract energy contributions due to

additional pp interactions. The correction is presented in [38], where the average

energy in towers is considered as a function of η, the number of primary vertices

and the bunch spacing. The second correction was the vertex correction, which

defined the origin of the jets to be the primary vertex. This correction changes

the direction and pT of the jet, but not its energy, and it improves the angular

resolution of the jet. The original uncorrected η is defined as ηdet. The final

correction is the jet energy scale (JES) correction.

The JES correction uses fully simulated MC, “reco”, jets and jets at hadron

level, “truth” jets, to obtain correction factors as a function of jet energy and jet

rapidity. The response of the calorimeter to jets can be defined using these fully

simulated MC samples as

R(η) =
pT

reco(η)

pTtruth(η)
(3.7)

where pT
reco is the pT of the MC jet after full simulation of the detector, and

pT
truth is the pT of the MC jet at hadron level. The truth and reco jets are

matched using a ∆R requirement of 0.3. The correction factors are calculated

as a function of the jet’s detector η opposed to the vertex corrected η, as they

represent calibrations for different detectors, and also as a function of the energy,

as the detector responds to energy. Figure 3.6 shows the jet responses, at EM

scale, as a function of detector |η| for different jet energies. From the comparison

between fully simulated MC jets and truth jets, a small correction on the jet

rapidity is calculated. This is due to part of jets falling into regions with lower

response, giving a η shift towards the higher responding areas. The original

44



|
det

η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

J
e
t 
re

s
p
o
n
s
e
 a

t 
E

M
 s

c
a
le

0.4

0.5

0.6

0.7

0.8

0.9

1

E = 30 GeV

E = 60 GeV

E = 110 GeV

E = 400 GeV

E = 2000 GeV

Forward

EndcapForward

TransitionEndcap

BarrelEndcap

TransitionBarrel

 = 0.6, EM+JESR 
t

Antik

ATLAS simulation
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derivation of these factors can be found in [38–40].

Jet Energy Scale Uncertainty

The EM+JES method of calibration is based primarily on the ability of the MC

to simulate correctly the ATLAS detector and also to model the physics effects

such as energy flow out of the jet. In-situ methods are used to validate the JES

calibration and assign an uncertainty. The JES uncertainty is derived from in-

situ data measurements and also by varying MC settings. It is determined by

combining many different components in quadrature. These are: the non-closure

of the EM+JES on fully simulated MC jets; calorimeter response to isolated

hadrons using test-beam information and in-situ methods; additional detector

material; noise thresholds; differences compared to other MCs; uncertainties due

to pile-up, and pT balance of dijet events.

Figure 3.7 shows the fractional JES uncertainty for jets with 2.1 ≤ |η| ≤ 2.8
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as a function of the jet pT. The dominant systematic at high pT is the single

particle response which comes from test-beam single pion information and the

calorimeter response for a single hadron. At low pT, dijet balance (labeled as

“intercalibration”) is the most significant uncertainty. Dijet balance is an in-situ

method of extending the uncertainty in the central region to other regions of the

detector, and will be discussed in more detail in Chapter 5.

Jet Energy Resolution

The jet energy resolution (JER) is a measure of the expected range of measured jet

pT compared to the original object. Some causes of the fluctuations in the meas-

urement of a jet pT are different hadron/EM contributions, non-average amount

of additional energy from pile-up, and statistical fluctuations in the sampling

technique across multiple calorimeter layers. The JER was determined using the

bi-sector method and the pT balance of dijet events described in [41,42].
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Jet Cleaning

Jets produced in an event need to be discriminated from “bad” background jets

that come from signal spikes in cells within the HEC and EM noise in the calor-

imeter, cosmic rays or non-collision background. Table 3.2 shows the loose and

medium cleaning requirements used to remove the bad jets where

• The jet charge fraction, fCH, is the ratio of the sum of the pT of tracks

associated to the jet to the calibrated jet pT;

• fEM is the fraction of the jet EM scale energy that comes from EM clusters;

• fHEC is the fraction of the jet energy that was measured in the HEC;

• The LAr quality, QLAr, is the fraction of the jet energy coming from LAr

cells with poor signal shape quality;

• The HEC quality, QHEC, is the fraction of the jet energy coming from HEC

cells with poor signal shape quality;

• neg. E is the sum of the negative energy cells in the jet, which is indicative

of noise fluctuations;

• Jet time, t, is the mean time between the cells in the jet and the event time;

• fmax is the maximum energy fraction in one calorimeter layer.

Jets coming from HEC spikes have most of the energy coming from a single

noisy calorimeter cell, and so a fHEC requirement is applied to ensure energy

deposits outside the HEC form a significant part of the total energy. Fake jets

coming from EM coherent noise are removed by cutting on the fraction of EM

energy. Finally, jets from non-collision backgrounds and cosmic rays are removed

using a combination of timing and energy layer requirements.
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Loose Medium
fHEC > 0.5 & |QHEC| > 0.5

HEC spikes or fHEC > 1− |QHEC|
|neg.E| > 60 GeV

EM
coherent fEM > 0.95 & |QLAr| > 0.8 & |η| < 2.8 fEM > 0.9 & |QLAr| > 0.8 & |η| < 2.8

noise
|t| > 25 ns

Non- or |t| > 10 ns
collision fEM < 0.05 & fCH < 0.05 & |η| < 2 or

background or fEM < 0.05 & fCH < 0.1 & |η| < 2
& cosmics fEM < 0.05 & |η| > 2 or

or fEM > 0.95 & fCH < 0.05 & |η| < 2
fmax > 0.99 & |η| < 2

Table 3.2: Loose and Medium jet cleaning definitions where Medium also includes
the Loose definitions.

The loose cleaning requirements are defined to have an efficiency of greater

than 99% for good jets, but a fraction of bad jets still remain. Whilst the me-

dium cleaning requirements remove a higher proportion of bad jets, they have

inefficiencies at low pT for good jets.

While the bad jets do not come from energy deposits from the interaction,

there is a subset of jets, called “ugly” jets, which are energy deposits from the

interaction which have been badly measured. Ugly jets are often found in regions

between detectors, “cracks” regions, where the performance of the detectors are

not optimal. Two selection criteria are applied to remove ugly jets. First, the

jet energy which falls into the transition between the barrel and the end-cap is

required to be less that half the total jet energy. Second, the fraction of energy

that comes from bad cells inside the jet is required to be less than half of the

total jet energy.
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Chapter 4

High Level Trigger Calorimeter

Monitoring

The calorimeter high-level trigger (HLTCalo) is used to trigger on physics objects

that deposit their energy in either the electromagnetic or hadronic calorimeter.

As described in Section 3.3.3, the calorimeter is segmented into cells. These cells

are clustered together and can be combined with inner detector tracks to define

physics objects such as electrons, photons, taus, and jets.

The HLTCalo is monitored to check the performance and consistency of the

triggers. This is achieved by monitoring the individual cells in the calorimeters

and also by comparing the different L2 and EF triggered physics objects to the

corresponding offline object. Flags are defined for each monitoring distribution,

where a green flag represents the distribution is consistent with the expected

distribution, and yellow and red represent a deviation from the expected distri-

bution. When the flag is red or yellow the distribution is studied further via a web

based graphical user interface to find the reason, and if necessary the associated

data can then be excluded from physics analysis.

In this chapter, work done by the author on improvements to the current cell

monitoring which expose hot cells, and the addition of monitoring of calorimeter
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objects are discussed.

4.1 Cells

The overall HLTCalo monitoring is done on a cell by cell basis. This monitoring

consists of distributions showing the number of active cells in the LAr and Tile

calorimeters, the number of problematic cells and the position of these cells in

the LAr and Tile calorimeters, and also the difference in cell energy between the

trigger levels and offline levels.

The number of cells in the LAr and Tile calorimeters is an example of a

monitoring plot that is very stable and should only change when a hot cell is

masked or taken offline, allowing very tight flag definitions. Monitoring plots,

such as the percentage difference in energy in the trigger and offline cells, vary

significantly (≈ 15%) with different running conditions, so either looser or no flag

definitions are set.

The average transverse energy per cell in ηφ distribution is important in identi-

fying hot spots where one cell records artificially high energy in every event. Hot

cells can be caused from electronic problems within the cells. Figure 4.1 shows

an example of a hot spot found using the offline cell monitoring in run 201191.

This resulted in the cell being masked.

4.2 Calorimeter Objects

The HLTCalo is also monitored by comparing calorimeter triggered objects (elec-

trons, photons and jets) to the offline objects. A ∆R selection is made to match

the triggered objects to the offline objects. An minimum ET is required on the

offline objects, which is the same as required by the analysis selection.
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Figure 4.1: Average ET per ηφ bin in run 201191. A hot region is observed at
η = 2.5 φ = 1.

4.2.1 Electrons and Photons

The EM calorimeter component of the HLTCalo is monitored by using phys-

ics objects that are reconstructed using EM energy deposits from electrons and

photons. There are differences between the L2 and EF level EM cluster finding

due to the time constraints on the L2 trigger. The L2 EM clusters are found

using only the second EM calorimeter layer, in which the highest energy cell is

used as the cluster seed. From this cluster seed, the cluster position is formed

using the cell-energy weighted η and φ from a grid of ∆η ×∆φ = 0.075× 0.075

around the seed, and the cluster energy is calculated by summing over the en-

ergy of the cells. Conversely, the EF EM clusters use a sliding-window cluster

algorithm using the calorimeter towers. This reduces the effect of the hot cells, as

these will be smeared by the surrounding regular cells which will not have energy

deposits. The offline clusters are also found using a sliding-window algorithm,
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but they have full offline cell information.

EM cluster matching

Matching the offline and trigger objects is done using ∆R. Figure 4.2 shows the

∆R distribution between the offline and all L2 EM clusters. Two peaks can be

seen in (a), one at ∆R = 0 which corresponds to good matching. Events often

have two objects that will be back-to-back in ∆φ, which corresponds to the peak

at ∆R ≈ π. The peak at ∆R = 0 shown in the expanded view (b), which shows

a minimum in the range ∆R from 0.03 to 0.1. There is also a peak at ∆R = 0.15

which is likely due to the decay of a π0 meson.

Figure 4.3 shows the ∆R distribution between the offline and all EF EM

clusters. As observed for the L2 ∆R distribution, there are two peaks; one at

∆R = 0 and one at ∆R ≈ π. The minimum observed in (b) is in the range ∆R

from 0.02 to 0.1.

A ∆R matching criteria of 0.035 is used between the offline and both L2 and

EF triggers as this selects the majority of the correctly matched clusters and is

also the distance from the centre to the edge of the L2 cluster. In addition, the

offline cluster is required to have ET > 10 GeV.

Monitored Distributions

The monitoring plots shown in Figures 4.4 – 4.6 are from run 190644 in the

2011 data-taking. Figure 4.4 shows the distribution of the offline EM cluster ET

versus that of (a) a L2 and (b) a EF EM cluster ET. This is useful in checking the

linearity of the trigger EM clusters to the offline. The L2 EM cluster ET shows

linearity to the offline EM cluster ET, and the majority of events fall on a straight

line where the ET of the offline and L2 are the same. There is a significant band

either side of this straight line, with more above the line. This corresponds to
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Figure 4.2: ∆R distribution between the offline EM cluster and all L2 clusters in
the event, shown within the range (a) ∆R = 0 − 5 and (b) ∆R = 0 − 0.3 from
run 186049.
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Figure 4.3: ∆R distribution between the offline EM cluster and all EF clusters
in the event, shown within the range (a) ∆R = 0− 5 and (b) ∆R = 0− 0.3 from
run 186049.
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a larger offline ET than L2 EM cluster ET. The EF EM cluster ET also shows

linearity, and again most of events fall on a straight line corresponding to the

offline EF clusters having the same ET. The band around the events falling on

the straight line is significantly smaller than for the L2 EM clusters.

Figure 4.5 shows the distribution of ET fraction,

f(ET)Trigger =
ET(Triggered EM cluster)

ET(Offline EM cluster)
, (4.1)

as a function of η for (a) the L2 EM clusters and (b) the EF EM clusters. The ET

fraction for the L2 EM clusters is centred around one, with most events within

5%. The EF EM clusters’ ET fraction is also centred around one, but with tighter

range. In both distributions there is a region at |η| = 1.5 where the fluctuations

in the ratio from unity are larger. This is due to the EM deposit falling into

the crack region between the EM calorimeter barrel and the EM barrel end-cap.

There is an improvement in the EF due to the additional calibration done at EF

level.

Figure 4.6 shows the distribution of the ET resolution,

σ(ET) =
ET(Triggered EM cluster)− ET(Offline EM cluster)

ET(Offline EM cluster)
, (4.2)

for (a) L2 EM clusters and (b) EF EM clusters. Both distributions have a mean

σ(ET) of < 1%. The L2 EM cluster σ(ET) distribution has a larger spread than

that for the EF.

All the monitoring distributions are susceptible to changes in calibration or

the cluster sizes. The monitoring flags can be set to compare the mean of the

distribution to the expected value. The distributions in Figures 4.5 and 4.6 have

flags set based on the mean of the ET fraction and σ(ET), respectively. If these

show sizable differences from the expected mean, the distribution will be yellow

or red flagged automatically. Figure 4.4 can then be used to study the reason for

the differences.
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Figure 4.4: ET of the offline EM cluster versus the ET of the closest matched (a)
L2 and (b) EF EM cluster from run 190644.
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Figure 4.5: ET fraction of (a) the L2 and (b) the EF EM cluster to the offline
EM cluster ET as a function of η from run 190644.
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Figure 4.6: Distribution of the relative difference between the ET of the (a) L2
and (b) EF EM cluster, and the offline EM cluster ET from run 190644.
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Figure 4.7: Mean EF EM cluster σ(ET) as a function of run number.

Figure 4.7 shows the history of the mean of σ(ET) for EF EM clusters. The

colours of the points show the flag that was set for these runs. Flags were assigned

for a given run depending on the difference of the mean to a standard mean of

0.975%. The run is flagged green if the difference is less than 0.2%, yellow if

between 0.2% − 0.4% or red if greater than 0.4%. These flag values were tuned

using the initial runs in the first data taking region. Most of the runs are set as

green or yellow, with only a few set as red. The red flagged runs are those where

there is no stable beam and some sections of the LAr calorimeter were not online

during the run. The slight downward trend of the mean is due to change in the

levels of pile-up and software changes.
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4.2.2 Jets

Jets are used to monitor both the EM and hadronic calorimeter. These jets consist

of grouping of EM and hadronic clusters. The anti-kt jet-finding algorithm, which

is described in Section 2.3, is used with an R = 0.4 for the offline jets. Only

offline jets with a pT > 20 GeV are considered, which is the same as the analysis

selection. The L2 jet-finding is done using a cone algorithm. The cone algorithm

is seeded using a L1 RoI, and all deposits within the radius of the cone are

combined, and a new cone centre is defined using the energy weighted position of

the constituents. With the new cone defined, any new deposits within the radius

are again combined, and a new cone centre is defined. This continues until the

cone centre does not change.

The anti-kt jet-finding algorithm is used for the EF jets. While using this,

the EF jets run over clusters that are close to the RoI. In the 2012 data tak-

ing, calibration is applied to the EF jets to account for the non-compensating

calorimeters.

Jet matching

The trigger jets are matched to offline jets using ∆R to allow them to be com-

pared. Figure 4.8 shows the ∆R between the offline jets and all L2 jets in the

event. As observed in the EM clusters, in (a) there are two peaks; one at ∆R ≈ 0

and one at ∆R ≈ π. The differences from the EM clusters are best seen in (b),

the first peak is not quite at zero. This is due to the φ resolution of the jets

shifting the ∆φ away from zero. Figure 4.9 shows the ∆R between the offline

jets and all EF jets in the event. The distributions are similar to the L2 jet ∆R

distributions, with a peak just above zero, and one at ∆R ≈ π.

A matching selection of ∆R < 0.4 is used for both the L2 and EF jets. This

corresponds to the R value used in the jet-finding for the trigger and offline jets.
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Figure 4.8: ∆R distribution between the offline jet and all L2 jets in the event,
shown within the range (a) ∆R = 0− 6 and (b) ∆R = 0− 1 from run 203335.
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Figure 4.9: ∆R distribution between the offline jet and all EF jets in the event,
shown within the range (a) ∆R = 0− 6 and (b) ∆R = 0− 1 from run 203335.
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Monitored Distributions

The jet monitoring uses the same distributions as the monitoring of the EM

clusters. The monitoring distributions shown in Figures 4.10 - 4.12 are from run

203335, which was taken in 2012. Figure 4.10 shows the ET of the offline jet

versus the ET of (a) the L2 and (b) the EF jets. The ET comparison is used to

check the linearity of the trigger jet ET to that of the offline jet. The L2 trigger

ET shows linearity to the offline jet ET, with the trigger jets ET being ≈ 60%

of the offline jet ET. This is due to the different energy scales of the jets; whilst

the offline are fully calibrated, the L2 trigger jets are at EM scale. The ET of

the EF jets agrees well with the offline jets. This improvement is expected due

to the calibration done on the EF jets. Both the EF jets and the L2 jets have

good linearity to the offline jet ET.

Figure 4.11 shows the ET fraction (Equation 4.1) as a function of jet η for

(a) the L2 jets and (b) the EF jets. The L2 jets have a mean ET fraction of

≈ 0.7, whilst the EF jets have a mean ET fraction closer to one. This is again

explained due to the jet energy scale of the trigger jets. In both distributions,

underlying differences between the trigger jets and offline jets can be seen in

different regions of the detector. The jumps in f(ET) at |η| ≈ 1.2 are due to the

transition between the barrel and the tile calorimeters, where large fluctuations

in jet pT are anticipated.

Figure 4.12 shows the ET resolution of (a) the L2 jets and (b) the EF jets.

As seen in previous figures, the L2 jets are ≈ 70% of the offline jets, due to the

difference in calibration. The mean of the ET resolution of the EF jets is close

to zero. Problems in the detector should show up in the plot as a change in the

mean.

59



0

200

400

600

800

1000

1200

1400

1600

1800

2000

 [GeV]L2
TE

0 20 40 60 80 100 120 140 160 180 200

 [
G

e
V

]
O

ff
lin

e
T

E

0

20

40

60

80

100

120

140

160

180

200

(a)

0

10000

20000

30000

40000

50000

60000

70000

80000

 [GeV]EF
TE

0 20 40 60 80 100 120 140 160 180 200

 [
G

e
V

]
O

ff
lin

e
T

E

0

20

40

60

80

100

120

140

160

180

200

(b)

Figure 4.10: ET of the offline jet versus the ET of the matched (a) L2 and (b)
EF jet from run 203335.
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Figure 4.11: ET fraction of the (a) L2 and (b) EF jets to the offline jet ET as a
function of η from run 203335.
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Figure 4.12: ET resolution of (a) the L2 jets and (b) the EF jets from run 203335.
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4.3 Summary

Updates to the HLT cell monitoring and the addition of offline monitoring of

the HLTCalo using physics objects such as jets are presented. Cells have been

masked to reduce the effect from noisy cells, and the EM and jet triggers have

been monitored and observed to have good stability. Data where this have not

been the case have not been used for physics analyses.
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Chapter 5

In-Situ Validation of ATLAS Jet

Reconstruction and Calibration

The response of the calorimeter to jets is found using fully simulated MC, com-

paring reconstructed jets to truth jets. These correction factors are known as the

JES calibration and are described in Section 3.4. To obtain the uncertainty on

the JES, various MC and in-situ validations are done. This chapter describes one

such in-situ method, pT balancing of dijet events.

In the central region (0 < |η| < 0.8), the JES and its uncertainty are well

known due to test-beam data and good knowledge of the detector geometry. The

pT balancing of dijet events can extend the determination of the uncertainty into

the end-cap (0.8 < |η| < 2.8) and forward (2.8 < |η| < 4.5) regions. The jets in

the central region, which are well understood, are used to obtain relative JES

uncertainties in the end-cap and forward regions.

This method of extrapolating the uncertainty outside the central region is

achieved by using the pT balance of dijet events to derive a relative jet response

between the two jets. In a dijet topology, it is expected that both jets should

have the same transverse momentum, assuming that the jets arise from a 2→ 2

partonic scatter. Using this assumption, the pT imbalance can be expressed using
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the asymmetry A defined as

A =
pT

1 − pT2

pT
ave , (5.1)

where pT
1 and pT

2 are the transverse momentum of the two leading jets, and pT
ave

is the average pT of the two jets. For imperfectly measured jets, the asymmetry

would not be unity and a relative calorimeter response to a jet can be constructed

using the asymmetry as,

pT
1

pT2
=

2 + 〈A〉
2− 〈A〉

. (5.2)

The assumption made is that the event comes from a 2→ 2 partonic scatter,

without an additional hard QCD emission in the interaction. This assumption

can be wrong if there are more than two hard jets, or if there is a large amount of

soft quark or gluon emission outside the jets. To reduce these effects, a selection

is placed on the third jet pT of pT
3 < 0.25× pTave and also requiring the leading

jets to be back-to-back in azimuth with a selection of ∆φ > 2.6. These selections

were optimised to reduce the bias from non 2 → 2 topologies, while retaining

high statistics.

5.1 In-Situ Validation of Jet Calibration

Standard Method for Dijet Balance

In the standard pT balance method, one of the jets is required to be in a reference

region where the jet is well calibrated and understood. This jet is defined as

the “reference” jet. The other jet is the “probe” jet, and is used to probe the

regions outside the reference region. Given these definitions, Equations 5.1 and

5.2 become,

A =
pT

probe − pTref

pT
ave and

pT
probe

pTref
=

2 +A
2−A

=
1

c
, (5.3)

where c is the response ratio of the probe jet to the reference jet.
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Using this standard method, an asymmetry , Aik, is obtained in bins of η and

φ. The ratio of responses, or inter-calibration factor, for the i-th η and k-th pT
ave

bin is defined as

cik =
2− 〈Aik〉
2 + 〈Aik〉

, (5.4)

where 〈Aik〉 is the mean value of the asymmetry distribution in the bin.

Matrix Method for Dijet Balance

The matrix method differs from the standard method by not requiring a specific

reference region. Instead of a probe and reference jet, there is a “left” jet and a

“right” jet, where ηleft < ηright. As a result Equations 5.1 and 5.2 become,

A =
pT

left − pTright

pT
ave (5.5)

and

pT
left

pTright
=

2 +A
2−A

(5.6)

For given values of ηleft and ηright, the relative response between the two regions

can be defined as

Rijk =
2− 〈Aijk〉
2 + 〈Aijk〉

=
cleftik

crightjk

(5.7)

where i, j and k are label bins in ηleft, ηright and pT
ave respectively, and 〈A〉 is

the mean1 of the asymmetry distribution.

For every k-th pT
ave bin, there exists 1

2
N(N − 1) relative responses, Rijk,

corresponding to different ηleft and ηright bins (i,j), where N is the number of bins

in η. A minimisation is performed to take into account the response measurements

between many regions, to extract the inter-calibration factors for a specific η

1The asymmetry distribution is fitted with a Gaussian function between -0.7 and 0.7, and
the value of the fit is taken as the mean, unless there are low statistics, then the average of the
asymmetry is taken
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region. The inverse of the variance on each measured relative response, ∆Rijk,

is used to weight the equations in a minimisation equation,

Mk =
N∑
j=1

N∑
i=j

{
1

∆Rijk

(cjkRijk − cik)
}2

+X(cik). (5.8)

The first term in Equation 5.8 is minimised to find the values of cik that best

agree with the measured Rijk. A trivial undesired solution is cik = 0. The second

term in 5.8 is added to prevent this solution. The specific form is

X(cik) = K(N−1bins

Nbins∑
i=1

cik − 1)2, (5.9)

where K is a constant. This term is a minimum when the average correction

factor is equal to unity. K is set to 106, and its purpose is to penalise deviations

of the average away from 1. For large values of K, the correction factors found

are stable. Once the minimised cik values are found, these values are rescaled

such that the correction factors at |η| < 1 are equal to unity.

The advantage of this method with respect to the standard method is that

each relative response is calculated using every η bin combination, which gives

an increase in the statistics used, especially at larger η, when compared to the

standard method which needed one of the jets to be in the central probe region.

Two and Three Bin Example of Matrix Method

To understand the matrix method, a two-bin and a three-bin case are discussed

further. The equation relating the two η bins for the k-th pT
ave bin is,

Mk = c2kR12k − c1k. (5.10)

The equation is minimised when c2k〈R12k〉 = c1k with a requirement that the

average value is equal to unity. Setting the first η bin to the reference region with

a c2k = 1, then

c1k = R12k =
2− 〈Aijk〉
2 + 〈Aijk〉

(5.11)
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which is the same as Equation 5.4 used in the standard method. For a three-bin

case, with η bin indices 1, 2, 3 the relevant factors are:

c2kR12k − c1k

c3kR13k − c1k

c3kR23k − c2k

(5.12)

and the minimisation equation is,

Mk =

(
c2kR12k − c1k

∆R12k

)2

+

(
c3kR13k − c1k

∆R13k

)2

+

(
c3kR23k − c2k

∆R23k

)2

+X(cik).

(5.13)

The minimisation attempts to minimise the first three terms, while also keeping

the mean correction at unity (fourth term). The variance on R, ∆R, is smaller

for high statistics measurements ofR. Including the variance in the minimisation,

gives measurements with a low variance a higher importance in determining the

values of cik.

5.2 2011 Study of Pile-up Dependence

Event Selection

The jets in the analysis are reconstructed using the anti-kt algorithm with a

distance parameter R = 0.4 and calibrated using the JES scheme (discussed in

Section 3.4). The analysis requires that a single jet trigger has been passed. Trig-

gers are used if they are in the plateau region of the turn-on curve, corresponding

to a greater than 99% efficiency. The trigger used for a given pT
ave is shown in

Table 5.1. A trigger with name jX requires an EF-level trigger jet with EM scale

pT >X GeV. The data are required to be in luminosity blocks when all ATLAS

sub-detectors are fully functioning.

To ensure the 2 → 2 scattering topology the ∆φ between the two jets is

required to be greater than 2.5 rad and events containing a third jet with pT >
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pT
ave Trigger

[GeV]
22− 30 j10
30− 40 j15
40− 55 j20
55− 75 j30
75− 100 j40
100− 130 j55
130− 170 j75
170− 220 j100
220− 300 j135
300− 400 j180

Table 5.1: Trigger strategy for the different dijet pT
ave.

0.25 pT
ave are removed. The reference region that is used to do the final rescaling

of the responses in the matrix method is −0.8 < η < 0.8.

Basic Asymmetry and Response Distributions

Figures 5.1 and 5.2 each show two asymmetry distributions for jets falling in (a)

two central regions, −0.8 < ηleft < −0.1 and 0.1 < ηright < 0.8, and (b) one

central region and one more forward region, 0.1 < ηleft < 0.8 and 2.1 < ηright <

2.8. Each asymmetry distribution has been fitted with a Gaussian function from

−0.7 < A < 0.7.

Figure 5.1 shows asymmetry distributions for 30 < pT
ave < 40 GeV jets.

The peak of the fitted asymmetry for both jets falling in the central region is

0.006, which corresponds to a very small pT imbalance of 〈pTright〉 = 0.994〈pTleft〉.

The peak of the fitted asymmetry for one jet falling in the central region and

the other in a forward region is 0.023, which corresponds to a pT imbalance of

〈pTright〉 = 0.98〈pTleft〉.

Figure 5.2 shows asymmetry distributions for 55 < pT
ave < 75 GeV jets.

The peak of the fitted asymmetry for both jets falling in the central region is

0.003, which corresponds to very small pT imbalance of 〈pTright〉 = 0.997〈pTleft〉.
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The peak of the fitted asymmetry for one jet falling in the central region and

the other in a forward region is 0.007, which corresponds to a pT imbalance of

〈pTright〉 = 0.993〈pTleft〉.

The width in the asymmetry distributions arises due to the jet energy resol-

ution of the two jets and the peak value of the fitted asymmetry relates to the

relative responses of the two regions. In the distributions for both the low and

high pT
ave jets, the case where both jets fall into central regions has a lower pT

imbalance than the case where one jet falls into a forward region. When both

jets fall into the barrel region they are better calibrated, as the barrel region

is well understood (through test beam information and single hadron response)

and has little dead material. However, when one jet is further forward, it falls

into the end-cap region of the calorimeter and the difference observed could be

due to the differing abilities to calibrate the different parts of the detector. The

spread of asymmetry is smaller for higher pT
ave jets, which is due to the improved

resolution for higher pT jets.

Figures 5.3 and 5.4 show the the response matrices, which are used by the

minimisation, for jets in the range 30 < pT
ave < 40 GeV and 55 < pT

ave < 75

GeV, respectively. The low pT
ave jets have a larger range of relative responses

than the high pT
ave jets, with some bins deviating from unity by up to 6%. In

both response matrices the higher η bins have a larger spread of responses than

the more central bins.

Figure 5.5 shows the relative response as a function of detector η for 22 <

pT
ave < 30 GeV jets, 30 < pT

ave < 40 GeV jets, and 55 < pT
ave < 75 GeV jets.

The largest relative response occurs for low pT
ave. There is a relative response

of about 1.02 at |η| = 1 which corresponds to the crack region between the tile

barrel and tile extended barrel. This crack can be seen in the jet energy EM-scale

response in Figure 3.6. For low pT jets, the calibration has over-calibrated the jets
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in this crack region. For the medium and high jet pT ranges shown, the relative

response for |η| < 1 is very close to unity. The response at higher η deviates away

from unity, and as the jet pT increases this deviation reduces.

Effect of Pile-up on Dijet Balance

The pT balance of dijets events can be used to construct a correction factor or

used to ascertain aspects of the JES uncertainty [39]. In this section it is used

as a cross-check of JES uncertainty components from pile-up. This is done by

calculating the relative response for events with different levels of pile-up.

Two estimators of the amount of pile-up used are the number of primary

vertices, NPV, and the mean number of interactions per bunch crossing, µ. Figure

5.6 shows (a) the NPV distribution and (b) the µ distributions. NPV and µ cuts

are chosen to select events with different amount of pile-up. For the NPV cuts,

three slices are chosen such that each has good statistics, but also has differences

in the average NPV per slice. Three NPV regions are defined to select different

pile-up conditions, 0 ≤ NPV ≤ 2, 3 ≤ NPV ≤ 6, and NPV ≥ 7, with an average

NPV of 2.48, 4.48 and 7.71, respectively. For the µ cuts, two slices are chosen, one

that includes the peak, and one that includes the tail, both of with have good

statistics. Two µ regions are defined, 0 ≤ µ ≤ 7 and µ > 7, with an average µ of

5.33 and 9.94, respectively. Data points which have no cuts on µ or NPV are also

shown for comparative purposes. These have an average NPV and µ of 5.19 and

6.48, respectively.

Figures 5.7, 5.8 and 5.9 show the relative response as a function of detector

η for jets with 22 < pT
ave < 30 GeV, 30 < pT

ave < 40 GeV and 55 < pT
ave < 75

GeV, respectively, for different NPV ranges. For the 22 < pT
ave < 30 GeV

jets, the relative response in the forward bins is lower for jets in the low pile-up

conditions than the jets using the full data. The medium has a higher relative
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Figure 5.1: Asymmetry distribution for jets with 30 < pT
ave < 40 GeV with

(a) −0.8 < ηleft < −0.1 and 0.1 < ηright < 0.8 and (b) 0.1 < ηleft < 0.8 and
2.1 < ηright < 2.8. The distribution is fitted using a Gaussian function between
−0.7 < A < 0.7 and the fit result and error is shown as is the mean and error on
the mean.
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Figure 5.2: Asymmetry distribution for jets with 55 < pT
ave < 75 GeV with

(a) −0.8 < ηleft < −0.1 and 0.1 < ηright < 0.8 and (b) 0.1 < ηleft < 0.8 and
2.1 < ηright < 2.8. The distribution is fitted using a Gaussian function between
−0.7 < A < 0.7 and the fit result and error is shown as is the mean and error on
the mean.
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Figure 5.3: Response matrix for 30 < pT
ave < 40 GeV for jets which passed the

j15 trigger. The text in the bins corresponds to the percentage difference between
the response and unity.
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ave < 40 GeV and 55 < pT

ave < 75 GeV.

response in the bins outside the reference region. The spread of the three different

NPV points is contained within ≈ 4% and there is no systematic difference in

spread as a function of η. For the 30 < pT
ave < 40 GeV jets, the spread has

decreased to within ≈ 2%. In the forward bins at negative η, the low pile-up

and high pile-up have a higher and lower response than the average, respectively,

however this is probably just fluctuations as there is no pathological effect. For

the 55 < pT
ave < 75 GeV jets, the spread is within ≈ 1%, and there is no obvious

trend in the differences between the different pile-up conditions.

The observation that the low pT
ave jets are affected more, is not unexpected,

as pile-up can be considered to add a fixed amount of additional energy per

additional proton-proton interaction. This additional energy will be a larger

fraction of a low pT jet than of a high pT jet at the same rapidity, and so the
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net effect will be larger. It might be expected that the jets in the lower pile-

up conditions should have a lower relative response than jets in a higher pile-

up condition, however the EM+JES calibration does a pile-up offset correction,

which should account for this.

Figures 5.10, 5.11 and 5.12 show the relative response as a function of detector

η for jets with 22 < pT
ave < 30 GeV, 30 < pT

ave < 40 GeV and 55 < pT
ave < 75

GeV respectively for different µ ranges. For the 22 < pT
ave < 30 GeV jets,

the spread is ≈ 3% for −2.8 ≤ η ≤ −2 range, but for most bins it is within

1−2%. In most of the bins the low pile-up sample has a responses slightly higher

than the response from the high pile-up samples. For the 30 < pT
ave < 40 GeV

jets, the relative responses are closer to unity than for the lower pT
ave jets. The

spread is consistently 2% with approximately equal number of bins where the

low pile-up sample is above the high pile-up sample, than the reverse. For the

55 < pT
ave < 75 jets, the spread is < 1% for all but one bin, and the relative

response is close to one. As with the assessment of the pile-up using the NPV, the

spread shows a general downwards trend for higher pT
ave, though the jets with

30 < pT
ave < 40 GeV have a marginally higher spread than 22 < pT

ave < 30

GeV, but without the larger fluctuations.

The observed effects from NPV and µ are 3−4% for low pT
ave jets, and reduce

to 1% for jets with 55 < pT
ave < 75. These spreads of values for the relative

response show agreement to the JES uncertainty due to pile-up using the method

described in [43] and combined to the JES uncertainty in [44].

5.3 2010 Forward Jet Validation

In 2010, the dijet pT balance method was not used to recalibrate the jets, but

was used to assess the uncertainty on the JES calibration factors. However,

the relative jet response [45] shows a difference in the forward region for MC
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Figure 5.6: (a) The NPV distribution and (b) the µ distribution for 2011 data.
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Figure 5.7: Relative response as a function of detector η for jets with 22 < pT
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30 GeV. Relative responses are shown for events with 0 ≤ NPV ≤ 2, 3 ≤ NPV ≤ 6,
NPV ≥ 7 and all NPV.
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Figure 5.8: Relative response as a function of detector η for jets with 30 < pT
ave <

40 GeV. Relative responses are shown for events with 0 ≤ NPV ≤ 2, 3 ≤ NPV ≤ 6,
NPV ≥ 7 and all NPV.
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Figure 5.9: Relative response as a function of detector η for jets with 55 < pT
ave <

75 GeV. Relative responses are shown for events with 0 ≤ NPV ≤ 2, 3 ≤ NPV ≤ 6,
NPV ≥ 7 and all NPV.
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Figure 5.10: Relative response as a function of detector η for jets with 22 <
pT

ave < 30 GeV. Relative responses are shown for events with 0 ≤ µ ≤ 6, µ ≥ 6
and all µ.
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Figure 5.11: Relative response as a function of detector η for jets with 30 <
pT

ave < 40 GeV. Relative responses are shown for events with 0 ≤ µ ≤ 6, µ ≥ 6
and all µ.

77



det
ηjet 

2 1 0 1 2

R
e
la

ti
v
e
 R

e
s
p
o
n
s
e
, 
1
/c

0.85

0.9

0.95

1

1.05

1.1

µAll 

 < 6µ0 < 

µ6 < 

 0.4 jetstAntik <75 [GeV]
ave

T
55< p

Figure 5.12: Relative response as a function of detector η for jets with 55 <
pT

ave < 75 GeV. Relative responses are shown for events with 0 ≤ µ ≤ 6, µ ≥ 6
and all µ.

and data. The difference between the data and MC jet responses could either

originate from physics or the detector effects described in Section 3.4. Until the

source of the differences is determined, these relative response factors should not

be used to calibrate the jets for physics analysis. However, they are used to test

the closure of the calibration and to see if the difference between data and MC

can be resolved.

Using the ratio of the relative response factors from the MC and the data, the

residual correction,

Cin−situ =
cMC

cData

(5.14)

is calculated as a function of jet pT and η, where 1/cMC and 1/cData are the

relative response factors for MC and data, respectively.

Figure 5.13 shows the jet η distribution for (a) pT > 30 GeV from the Min
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Bias trigger and (b) pT> 50 GeV from the calorimeter trigger stream. The in-situ

calibrated data has a much better agreement with the MC than the uncorrected

data in both plots. There are still differences in the forward region, but overall

the differences are smaller than 10%.

Figure 5.14 shows (a) the jet energy and (b) the pT distributions for jets

in the region 3.2 < |η| < 4.5 for pT> 20 GeV. The energy distribution shows

improvements in agreement between the MC after the data has been calibrated.

The energy distributions is affected by the kinematic selection in both pT and η.

The change in slope at E≈ 900 GeV corresponds to where jets with η = 4.2 first

contribute to the distribution. The pT distribution shows smaller differences for

the in-situ calibrated data.

These results show that calibration brings the data into closer agreement with

the MC, giving confidence to the method and the results. This confidence resulted

in the decision to use the dijet pT balance method to calibrate the jets in the 2011

sample. These plots were published in an ATLAS conference note [45].

5.4 Forward Jet Properties

The internal structure of jets in the forward region were examined using 2010

data to assess how well the MC simulation reproduces the data. The transverse

size of the jet is quantified using the jet width,

Width =

∑
(rcluster × ET

cluster)∑
ET

cluster
, (5.15)

where the sums are over all clusters within the jet, and rcluster is the distance, ∆R,

of each cluster from the jet centre, with the maximum being the jet radius R.

Another important jet observable is the electromagnetic fraction (EMF), which

is the fraction of the total jet energy (at EM scale) coming from electromagnetic

clusters.
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(a) (b)

Figure 5.13: η distribution for jets with (a) pT > 30 GeV from the Min Bias
trigger and (b) pT > 50 GeV from the calorimeter trigger stream. Uncorrected
data (open black circles) and corrected data (red circles) are shown along with
the reference MC.
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Figure 5.14: (a) Jet energy and (b) jet pT for the region 3.2 < |η| < 4.5. Uncor-
rected data (open black circles) and corrected data (red circles) are shown along
with the reference MC.
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Physics List Hadron Energy Range (GeV)
Low Medium High

QGSP 0− 25 LEP > 12 QGSP
QGSP BERT 0− 9.9 BERT 9.5− 25 LEP > 12 QGSP
FTFP BERT 0− 5 BERT > 4 FTF

Table 5.2: Hadron interaction models for different sets of physics models for
various hadron energies. Taken from Table 6 in [46].

Figure 5.15 (a) shows the jet width for jets in the forward region. Figure

5.15 (b) shows the EMF for jets in the forward region. The data are compared

to PYTHIA using three different sets which use different calorimeter interac-

tion models. The three sets of physics models used, QGSP, QGSP BERT, and

FTFP BERT are discussed in [46]. These sets define different aspects of model-

ling the interactions of hadrons with matter and are shown in Table 5.2.

The QGSP [47] set contains the quark gluon string model, which is a phe-

nomenological model describing the parton production arising from collisions

between hadrons and nucleons, for high energy hadrons, and uses a low energy

parameterisation model (LEP), which is based on extrapolating measured reac-

tion cross-sections for the low energy hadrons. The QGSP BERT set still uses

QGSP at high hadronic energy, but only uses LEP at medium energies. For

low energy hadrons, the Bertini nucleon-nucleon scattering model (BERT) [48] is

used. This is an alternative model for the low energy interaction of hadrons in the

nucleon medium. FTFP BERT uses the Fritiof fragmentation model (FTF) [49]

to model the high energy interactions. In regions where there is overlap between

the different models, there is linear interpolation between them.

By comparing the standard PYTHIA set, QGSP BERT, to QGSP and FTFP BERT,

the effects of removing the BERT model and also changing from the QGS model

to the FTF model can be seen.

None of the sets of physics models manage to describe accurately the data, and

the width is consistently higher in data than in the simulations. These differences
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(a) (b)

Figure 5.15: (a) Jet width and (b) jet EMF for jets with pT> 20 GeV and in the
region 3.2 < |η| < 4.5. The 2010 data is compared to standard PYTHIA with the
different sets of physics models, QGSP BERT (yellow filled), FTFP BERT (red
circles) and QGSP (purple circles).

have also been observed for central jets, though with smaller magnitude [50]. As

concluded in [46], the set of physics models chosen as default at ATLAS produced

narrower and shorter showers than data, but gave the best agreement with the

data for the pion response. These results have been published in an ATLAS

conference note [45].
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Chapter 6

Measurement of Dijet

Production with a Veto on

Additional Central Jet Activity

The study into dijet production with a jet veto is presented. These observables

are compared for a dijet rapidity separation of up to ∆y = 6, and 50 ≤ pT <

500 GeV. The data are compared to POWHEG with both the PYTHIA parton

shower (POWHEG + PYTHIA) and the HERWIG parton shower (POWHEG

+ HERWIG), and also to the HEJ generator. The data are also compared to

PYTHIA and HERWIG++. A description of these generators can be found in

Section 2.4.

Measurements of dijet production with a veto on additional activity have been

made at both HERA [51–53] and the Tevatron [54–58]. However, they differed

from this measurement by vetoing on very low energy deposits. Using this veto,

they were able to study dijet production with color-singlet exchange.

The topology and event selection are outlined in Section 6.1 and 6.2, respect-

ively. In Section 6.3, the selected data will be compared to the simulated PYTHIA
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sample. In Section 6.4, the robustness of the event selection will be examined.

Section 6.5 outlines the work done by other members of the analysis team that

is required to get the final measurements, which are presented in Section 6.6 and

published in [1].

6.1 Topology Selection

The jets used in this analysis are reconstructed using the anti-kt algorithm with

a radius parameter R = 0.6, as described in Section 2.3. Only jets with pT> 20

GeV and |y| < 4.4 are used, as these are the regions that have a well defined jet

energy scale and jet cleaning criteria, as discussed in Section 3.4.

The analysis uses two different dijet selection criteria, “Leading pT Dijet Se-

lection” and “Forward/Backward Selection”, to define two boundary jets. In the

leading dijet pT selection the boundary jets are the two highest pT jets in the

event, whereas in the forward/backward selection the two boundary jets are the

most forward (positive rapidity) and most backward (negative rapidity) jets in

the event. Once the boundary jets have been defined, an additional cut is applied

to the average transverse momentum, pT, of the boundary jets of pT > 50 GeV.

This ensures that the dijets are in a high efficiency trigger region [59]. These cuts

define the inclusive event sample for the analysis.

Two variables are investigated; the gap fraction and the mean number of jets

in the rapidity interval between the boundary jets. The gap fraction, fgap, defined

in Equation 2.9, can be measured by,

fgap(Q0) =
σ0
σ

=
N(Q0)

N
, (6.1)

where N(Q0) is the number of events that do not contain a jet with pT > Q0 in the

rapidity interval between the boundary jets, and N is the number of events in the

inclusive sample. The trigger acceptance and luminosity biases are assumed to
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cancel in the ratio. The nominal choice of the jet veto scale is Q0 = 20 GeV. The

mean number of jets in the rapidity interval is defined for jets with pT > 20 GeV.

Both the gap fraction and the mean number of jets are measured as a function

of dijet rapidity region, ∆y, for multiple slices in pT, and also as a function of pT

for multiple slices in ∆y. The gap fraction is also measured as a fraction of the

veto scale, Q0.

6.2 Event selection

6.2.1 Data Samples

The analysis is performed on pp collision data with a centre-of-mass energy of

7 TeV recorded between April and October 2010 using the ATLAS detector.

Data are only used if they were collected during stable beam conditions with

good data quality. The data quality is assessed by the ATLAS performance

working groups by checking that all the parts of the detector and trigger were

performing normally, and the physics objects (for instance jets and muons) are

being correctly reconstructed. This is achieved by the application of a “good

runs list” (GRL) which is a list of runs and the luminosity blocks in which the

data quality and beam conditions have been declared adequate by the relevant

performance groups.

6.2.2 Trigger Strategy

The trigger strategy uses the ATLAS jet triggers to select events. For a given

dijet pT, a specific trigger is required to have fired for the event to be included in

the analysis. The trigger depends on the data period the event was collected in.

During the data periods B-D, only the level 1 (L1) jet triggers are used for

selecting events. During periods E-I, the level 2 (L2) jet triggers are also used.
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The L1 and L2 (named EF) jet triggers have names of the format L1 JX, where

X is the EM transverse energy threshold. The jet triggers used only inputs from

|η| < 3.2 to build trigger jets.

Table 6.1 shows the trigger requirement for different p̄T regions and data

periods.

pT [GeV] Period B-D Period E-F Period G-I
50 - 70 L1 J5 EF j20 jetNoCut EF j20 jetNoEF
70 - 90 L1 J10 EF j30 jetNoCut EF j30 jetNoEF
90 - 120 L1 J15 EF j35 jetNoCut EF j35 jetNoEF
120 - 150 L1 J30 EF j50 jetNoCut EF j50 jetNoEF
150 - 180 L1 J55 EF j75 jetNoCut EF j75 jetNoEF
180 - 210 L1 J75 EF j95 jetNoCut EF j95 jetNoEF
210 - 7000 L1 J95 EF L1J95 NoAlg EF L1J95 NoAlg

Table 6.1: L1 and L2 jet triggers used to select events are shown for different
dijet pT regions and data periods.

6.2.3 Noise and Pile-up Rejection

An event is rejected if any fake jet with pT > 20 GeV is found. Fake jets are

defined as “bad” jets, which are related to noisy calorimeters, cosmic rays or

beam-background, or “ugly” jets that are energy deposits from the proton-proton

interaction, but have been poorly measured (often by falling into transitions

between different detectors). The ugly jet cleaning criteria and the loose and

medium bad jet cleaning criteria are defined in Section 3.4.

The medium jet cleaning requirement removes a large proportion of bad jets,

but is inefficient for good jets. The loose jet cleaning requirement has an efficiency

of > 99% for good jets, but some bad jets remain. The effects of the jet cleaning

selection and the justification for using the loose bad jet requirement are shown

in Section 6.4.2.

Events are only used if the number of reconstructed primary vertices is equal

to one. This requirement reduces the impact of in-time pile-up. In-time pile-up
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is defined as multiple proton-proton interactions in the same bunch crossing and

results in additional primary vertices. The one vertex requirement is necessary

to remove the impact of extra energy deposits in the rapidity region between the

boundary jets, which can degrade the gap by either producing a new jet, or by

increasing the pT of an existing jet to greater than Q0. The residual effect of

pile-up is studied in Section 6.4.1.

6.3 Control Plots

This section presents the selected data compared to the reconstructed PYTHIA

sample, to check that the PYTHIA sample approximately agrees with data. This

is necessary if the MC is to be used for systematic studies and unfolding.

Figure 6.1 shows the normalised ∆y distribution for (a) 70 < pT < 90 GeV,

(b) 90 < pT < 120 GeV and (c) 180 < pT < 210 GeV slices. The MC

and data shape agree, with differences of less than 10%. Figure 6.2 shows the

normalised pT
veto distribution, where pT

veto is the pT of the highest jet in the

rapidity region bounded by the dijet system, for two different slices in ∆y and

pT. The shape of the PYTHIA prediction has adequate agreement with data in

both regions, with fluctuations of about 20%. The main differences are at higher

pT where the statistical uncertainty is higher. Figure 6.3 shows slices of the gap

fraction against ∆y and pT. As a function of ∆y, PYTHIA describes the data

well, only deviating by ≈ 10% at higher ∆y. As a function of pT, PYTHIA

describes the data very well for pT < 250 GeV, after that the gap fraction for

PYTHIA is ≈ 10% high. This regions where PYTHIA and the data agree best

correspond to the regions in Figure 2.5 that should be covered by a fixed order

calculations, i.e. small log(Q/Q0) and small ∆y. Outside these regions, the par-

ton shower is required to describe the additional emissions and doesn’t perform

as well. Overall, the three figures demonstrate reasonable agreement between the
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data and the reconstructed PYTHIA sample. This was true of other control plots

and the forward/backward dijet selection. Overall, there is confidence that the

PYTHIA sample can be used for systematic studies and for correcting detector

effects. These control plots are also published in [1].

6.4 Systematic Uncertainties

6.4.1 Jet Cleaning

The effect of jet cleaning is investigated by examining the change in the gap

fraction and the inclusive distribution when using a tighter cleaning definition.

The two cleaning selections used are loose and medium, which are defined in

Section 3.4. The medium cleaning selection removes more bad jets than the loose

cleaning selection, however it has inefficiencies for good jets at low pT. The loose

cleaning selection has > 99% efficiency for good jets.

Figure 6.4 shows two slices in pT of the inclusive distribution in ∆y for the

leading pT dijet selection with both the loose and medium cleaning selections

applied. There is ≈ 2 % reduction in statistics using the medium cleaning selec-

tion, but the shape of the distribution seems to be unchanged. For the leading

pT dijet selection, the gap fraction is shown as a function of pT in Figure 6.5

and as a function of ∆y in Figure 6.6 with the two different jet cleaning defin-

itions. The difference in the gap fraction between the two cleaning definitions

is small (< 1%) and within the statistical uncertainty of the samples, and more

statistics are gained with the loose bad jet definition. Similar order effects are

observed with the forward/backward selection. Given that there is little bias and

the improvement in statistics, this is used for the remaining analysis.
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Figure 6.1: Fraction of events for each ∆y bin for the 2010 data and the re-
constructed PYTHIA sample for leading pT dijet selection. Shown are (a)
70 < pT < 90 GeV, (b) 90 < pT < 120 GeV and (c) 210 < pT < 240 GeV
slices.
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Figure 6.2: Fraction of events for each pvetoT bin for the 2010 data and the recon-
structed PYTHIA sample, where pT

veto is the pT of the highest jet in the rapidity
region bounded by the dijet. Shown are (a) 90 < pT < 120 GeV and 2 < ∆y < 3,
and (b) 180 < pT < 210 GeV and 2 < ∆y < 3 slices.
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Figure 6.3: Gap fraction against (a) ∆y for the 90 < pT < 120 GeV slice and (b)
pT for the 2 < ∆y < 3 slice, for the 2010 data and the PYTHIA sample for the
leading pT dijet selection.
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Figure 6.4: Number of events for each ∆y bin for medium and loose jet cleaning
definitions for the leading pT dijet selection. Shown are (a) 90 < pT < 120 GeV
and (b) 210 < pT < 240 GeV slices. The ratio of the medium cleaning to loose
cleaning is shown below the distribution. The error bars on the ratio assume
uncorrelated samples, and so do not represent the statistical uncertainty in the
bins.
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Figure 6.5: Gap fraction for each ∆y bin for medium and loose jet cleaning
definitions for the leading pT dijet selection. Shown are (a) 90 < pT < 120 GeV
and (b) 210 < pT < 240 GeV slices. The ratio of the medium cleaning to loose
cleaning is shown below the distribution. The error bars on the ratio assume
uncorrelated samples, and so do not represent the statistical uncertainty in the
bins.

91



G
a
p
 F

ra
ct

io
n

0.5

0.6

0.7

0.8

(a)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

(b)

Figure 6.6: Gap fraction for each pT bin for medium and loose jet cleaning defin-
itions for the leading pT dijet selection. Shown are (a) 1 < ∆y < 2 and (b)
3 < ∆y < 4 slices. The ratio of the medium cleaning to loose cleaning is shown
below the distribution. The error bars on the ratio assume uncorrelated samples,
and so do not represent the statistical uncertainty in the bins.

6.4.2 Pile-up

Two effects from pile-up are studied; in-time pile-up and out-of-time (OOT) pile-

up. In-time pile-up is additional proton-proton interactions in the event and is

dependent on the number of primary vertices. Out-of-time pile-up is additional

energy coming from previous bunch collisions and depends on both the number of

primary vertices of the previous bunches and the bunch spacing. Both have the

effect of adding additional energy to the event, which can affect the gap fraction.

Requiring one primary vertex will reduce the effect of in-time pile-up. The

effect of the OOT pile-up and the residual in-time pile-up are assessed by compar-

ing the average gap fraction for different pile-up conditions. Table 6.2 shows that

the average number of primary vertices for different periods increases throughout

2010 data taking. The main changes in the bunch spacing are in period E, where

it was partially reduced, and in period G, where bunch trains with 150 ns bunch

spacing were introduced.
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The data periods are combined into two different bunch spacing conditions.

In periods B-D the bunch spacing was large, and so the effect of OOT pile-up is

expected to be small. In periods E-I, the bunch spacing was smaller, especially

from period G onwards. It is expected that the effect of OOT pile-up will be

larger in this period. The effect of OOT pile-up is assessed by considering the

average gap fraction for different slices in ∆y and pT as a function of data period.

The periods B-D and E-I are separately fitted with a constant, and the differences

between these fits are used to assess the effect.

To assess the residual effect from in-time pile-up, the average gap fraction for

different slices in ∆y and pT as a function of data period is fitted with

y = A+Bx, (6.2)

where x is the data period. If there is no period dependence, the gradient B is

consistent with zero.

Figures 6.7 - 6.9 show the average gap fraction as a function of period for

various ∆y and pT slices with fits to the two different OOT pile-up conditions,

periods B-D and E-I, with a simple y = A fit. Figure 6.7 shows this for a low pT

range of 60–70 GeV for (a) 1 < ∆y < 2, (b) 2 < ∆y < 3 and (c) 3 < ∆y < 5.

The fit for the periods EFGHI is level with the period BCD for the lowest ∆y

range, 0.2 above for the medium ∆y range and 0.1 below for the ∆y range. For

this pT range no trend is observed. Figures 6.8 and 6.9 show a similar lack of

trend and difference within 0.2. These results would indicate that there is no

significant effect from OOT pile-up.

Table 6.3 shows the result of fitting the function in Equation 6.2 to the various

∆y and pT slices. The fits from the period-dependent function show that the

gradient of the line, B, is consistent, within statistical uncertainties, with zero

for almost all slices. These two methods have shown that after the primary vertex

cut, the effect of pile-up is negligible.
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Period 〈NPV 〉
B 1.07
C 1.06
D 1.57
E 1.89
F 2.18
G 2.46
H 2.33
I 2.78

Table 6.2: Average number of vertices (〈NPV 〉) for the different data taking
periods.

∆y pT f̄gap y = A+Bx
GeV Periods B-D A B/10−3 χ2/NDF

1-2 60-70 0.80 0.81±0.005 -2.5±3.0 1.30
70-90 0.76 0.76±0.005 -0.6±1.8 0.78
90-120 0.72 0.72±0.006 -0.7±2.5 0.87
120-150 0.67 0.67±0.010 -0.9±2.8 1.30
150-180 0.63 0.62±0.013 3.7±2.8 1.30

2-3 60-70 0.69 0.68±0.008 9.5±4.5 1.10
70-90 0.63 0.64±0.007 -1.1±2.7 0.49
90-120 0.58 0.57±0.009 5.8±3.6 0.94
120-150 0.53 0.53±0.015 -1.8±4.1 0.75
150-180 0.49 0.46±0.019 4.3±4.1 1.70

3-5 60-70 0.55 0.54±0.011 9.4±6.3 1.60
70-90 0.50 0.50±0.010 -1.1±3.8 0.32
90-120 0.43 0.44±0.014 -2.3±5.3 0.60
120-150 0.39 0.38±0.023 0.5±6.3 0.68
150-180 0.35 0.32±0.029 7.6±6.3 1.60

Table 6.3: The results from fits to the period dependent function in Equation 6.2
for various slices of ∆y and pT.
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Figure 6.7: Average gap fraction with 60 < pT < 70 GeV and (a) 1 < ∆y < 2,
(b) 2 < ∆y < 3 and (c) 3 < ∆y < 5. Each set of average gap fractions have been
fitted with three constants; one for periods B-D, one for periods E-I and one for
all periods.
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Figure 6.8: Average gap fraction with 90 < pT < 120 GeV and (a) 1 < ∆y < 2,
(b) 2 < ∆y < 3 and (c) 3 < ∆y < 5. Each set of average gap fractions have been
fitted with three constants; one for periods B-D, one for periods E-I and one for
all periods.
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Figure 6.9: Average gap fraction with 150 < pT < 180 GeV and (a) 1 < ∆y < 2,
(b) 2 < ∆y < 3 and (c) 3 < ∆y < 5. Each set of average gap fractions have been
fitted with three constants; one for periods B-D, one for periods E-I and one for
all periods.

97



6.5 Overview of Other Analysis Components

This section will review the unfolding of the data to hadron level and the combin-

ation of the main systematic uncertainties in this analysis will then be discussed.

Unfolding was required to produce measurements that are independent of de-

tector effect and selection effects. This allowed the corrected data to be compared

to generators and theoretical predictions which do not simulate the ATLAS de-

tector. The data was unfolded to hadron level by using bin-by-bin unfolding. This

was done by looking at the high statistics PYTHIA samples, and for each bin in

the final distributions a correction factor was found from the ratio of the hadron

level value to the detector level value. The correction factors were typically less

than 10% [60].

The systematic uncertainties from various sources were considered by the

other analysers [60]. They were:

Jet Energy Scale (JES) uncertainty varies depending on the ∆y bin. It can

be as large at 5-10% and is a significant source of uncertainty.

Unfolding uncertainty comes mainly from the limited statistics of the PYTHIA

sample used to obtain the unfolding factors. It is a significant source of un-

certainty with values as large as 5%.

Cosmic and beam backgrounds event rates were estimated using triggers dur-

ing non-filled bunch crossings. The rate of such events was found to be very

small compared to the rate of signal events, and the effect is taken to be

negligible.

Trigger Bias was estimated by comparing the gap fraction and jet multiplicity

distributions with the analysis trigger strategy to the distributions obtained

using the minimum bias stream and was found to be negligible in all regions.
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6.6 Corrected Data

In this section, the final plots that were shown in the publication are discussed.

The plots shown are from the leading pT dijet selection and the forward/backwards

selection and show the gap fraction as a function of ∆y, pT and Q0, and also the

mean number of jets in the rapidity interval as a function of ∆y and pT. When

∆y and pT are studied, Q0 is always at a fixed value of 20 GeV. The data are

sliced into different regions. The gap fraction and mean number of jets versus ∆y

distributions are shown for seven different pT ranges, and it is shown versus pT

for five different ∆y ranges. Each slice is offset to allow the data to be shown on

one plot. The ratio of the theory predictions to data is shown next to each plot.

On each plot, the black points are the data points with statistical uncertainty

bars, with the yellow bands indicating the systematic uncertainty from both the

JES and unfolding. The red and blue dotted lines are the POWHEG + PYTHIA

and POWHEG + HERWIG predictions respectively, and the blue band is the

HEJ prediction with a theoretical uncertainty.

Figures 6.10 and 6.11 show the gap fraction and the ratio of theory to data

as a function of ∆y and pT, respectively, for different pT and ∆y slices for the

leading pT dijet selection. The gap fraction from the data reduces as a function

of pT and ∆y. When the rapidity region between the dijets is small, the phase

space for emission is small. When the ∆y or the pT of the dijets increases, the

phase space available for emission increase, and so the gap fraction decreases. For

the highest pT range, the gap fraction starts to level off. This feature could be

due to PDF effects, where both of the jets have high pT, and so the probability

of having another jet in the event is low. HEJ agrees well with the data for the

complete range in ∆y for low pT. However, for pT slices 150 ≤ pT < 180 GeV

and above, HEJ starts to overestimate the gap fraction. This deviation is shown

more clearly as a function of pT. HEJ deviates from the data for pT > 140 GeV
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for all but the highest ∆y slices, in which there are significant uncertainties. As

described in Section 2.4, HEJ is designed to produce hard wide angle emissions

that are rapidity ordered. Therefore, is it not unexpected that it should do better

when Q0 ≈ pT, and to do worse when Q0 << pT.

POWHEG + PYTHIA and POWHEG + HERWIG give significantly different

gap fractions as a function of ∆y and pT. POWHEG + PYTHIA gives the best

overall description of the data. POWHEG + PYTHIA agrees with the data at

all pT slices for low ∆y, however it starts to deviate for ∆y > 3.5. This can

also be seen for the gap fraction as a function of pT for the different ∆y slices.

For the slices, 1 ≤ ∆y < 2, 2 ≤ ∆y < 3, and 3 ≤ ∆y < 4, the agreement is

very good throughout pT, with only deviations away from the data at large ∆y

which correspond to statistical fluctuations. However, for the other ∆y slices

POWHEG + PYTHIA gives too low a gap fraction. Conversely, POWHEG +

HERWIG only agrees with the data only in the lowest of ∆y bins, it deviates

for ∆y > 1 for all slices of pT. In the gap fraction against pT for different ∆y

slices distributions, POWHEG + HERWIG does not agree well with the data

and underestimates the gap fraction for all considered regions of phase space.

The difference between POWHEG + PYTHIA and POWHEG + HERWIG is an

indication of the uncertainty in current calculations of parton showers.

Figure 6.12 shows the gap fraction as a function of Q0 for different slices in ∆y

and pT for the leading pT dijet selection. For a low Q0 value, the gap fraction is

at a minimum, as any increase in Q0 will reduce the number of events with a jet

above Q0. When the Q0 increases the gap fraction increases, which is expected as

the probability of getting a very high pT emission is lower. POWHEG + HERWIG

underestimates the data for all but the highest Q0 bins, indicating that there is

too much emission from the POWHEG + HERWIG parton shower. The gap

fraction as a function of Q0 for the slice 2 ≤ ∆y < 3 and 70 ≤ pT < 90 GeV in
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data is well described by both HEJ and POWHEG + PYTHIA. For the other

slices, at low Q0 HEJ overestimates the gap fraction, but improves as Q0 ≈ pT,

which is expected as HEJ generates partons with similar pT. Neither POWHEG

+ PYTHIA or HEJ agrees well with the gap fraction when both ∆y and Q0 is

large.

Figures 6.13 and 6.14 are the mean number of jets in the rapidity interval

between the boundary jets as a function of ∆y and pT, respectively, for slices in pT

and ∆y for the leading pT dijet selection. This is an alternative method of probing

the activity between the boundary jets. The gap fraction is only concerned with

the leading jet in the rapidity region, but the average number of jets considers all

jet in that region with a pT > 20 GeV. As with the gap fraction, POWHEG +

PYTHIA agrees best with the data. POWHEG + HERWIG consistently gives too

much activity in the rapidity region, which helps to explain why the POWHEG

+ HERWIG gap fraction is below the data. Except at very low pT, HEJ has

too little activity in the rapidity region. Comparing to the gap fraction slices, in

which it agrees with data, would indicate that HEJ describes only the highest pT

emission between the dijet well.

Figures 6.15 and 6.16 show the gap fraction and the ratio of theory to data

as a function of ∆y and pT, respectively, for different pT and ∆y slices for the

forward/backward dijet selection. For this selection, there are often imbalances in

the pT of the boundary jets, especially at larger pT. All three model comparisons

show similar difference to the data. The gap fraction from HEJ as a function of

∆y falls below the data for low pT slices. It has been suggested in [17] that this

is due to the importance of soft emission from the dijets.

Figure 6.17 shows the gap fraction as a function of Q0 for different slices in ∆y

and pT for the forward/backward dijet selection. In the leading pT dijet selection,

the maximum pT of a jet in the rapidity region between the dijet system is the pT
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of the subleading jet (which has a maximum pT of pT). Above the pT of the jet,

the gap fraction must be one. However, for the forward/backward dijet selection,

the pT of a jet in the rapidity region between the dijet system is less affected by

the pT. The gap fraction does not rise as quickly as in the previous selection. The

POWHEG + PYTHIA shows similar agreement to the data as for the previous

selection. HEJ does not agree well with the data, and especially for the higher

∆y slices, it has a consistently low gap fraction throughout Q0.

Figure 6.18 shows the gap fraction as a function of ∆y and pT respectively

for different pT and ∆y slices for the forward/backward dijet selection, but the

Q0 is set to the pT of the event. This shows how the gap fraction is affected

by emissions which are harder than the pT of the dijets. POWHEG + PYTHIA

and POWHEG + HERWIG both overlap the data. This would indicate that this

definition of the gap fraction is less dependent on the modelling of the parton

shower, hadronisation and underlying event. The new definition of the jet veto

does not improve the HEJ agreement with the data.

Since publishing the results of this analysis, several papers [17, 61–65] have

compared their theoretical predictions to the ATLAS data. Reference [65] uses

an all-order resummation in ln(pT/Q0) terms to compare to the data, observing

a large theoretical uncertainty. The conclusion of the paper is: “The message

is clear: the accuracy of the ATLAS data already demands better theoretical

calculations”. The CMS collaboration has measured the fraction of events with

exactly two jets to events with two or more jets [66]. This is equivalent to the

inverse of the gap fraction for the forward-backward selection, and while it cannot

be quantitatively compared, they agree qualitatively.
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Figure 6.10: (a) Gap fraction as a function of ∆y for various pT slices for the
leading pT dijet selection. (b) Ratio of the gap fractions between the theoretical
predictions and the data as a function of ∆y.
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Figure 6.11: (a) Gap fraction as a function of pT for various ∆y slices for the
leading pT dijet selection. (b) Ratio of the gap fractions between the theoretical
predictions and the data as a function of pT.
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Figure 6.12: (a) Gap fraction as a function of Q0 for various ∆y and pT slices for
the leading pT dijet selection. (b) Ratio between the theoretical predictions and
data.
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Figure 6.13: (a) Mean number of jets in the rapidity region bounded by the dijet
system as a function of ∆y for various pT slices for the leading pT dijet selection.
(b) Ratio of the mean number of jets between the theoretical predictions and the
data as a function of ∆y.
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Figure 6.14: (a) Mean number of jets in the rapidity region bounded by the dijet
system as a function of pT for various ∆y slices for the leading pT dijet selection.
(b) Ratio of the mean number of jets between the theoretical predictions and the
data as a function of pT.
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Figure 6.15: (a) Gap fraction as a function of ∆y for various pT slices for the
forward backward selection. (b) Ratio of the gap fractions between the theoretical
predictions and the data as a function of ∆y.
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Figure 6.16: (a) Gap fraction as a function of pT for various ∆y slices for the
forward backward selection. (b) Ratio of the gap fractions between the theoretical
predictions and the data as a function of pT.
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Figure 6.17: (a) Gap fraction as a function of Q0 for various ∆y and pT slices
for the forward backward selection. (b) Ratio of the gap fractions between the
theoretical predictions and the data as a function of Q0.
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Figure 6.18: (a) Gap fraction as a function of ∆y for various pT slices for the
forward backward selection with veto scale set as pT. (b) Ratio of the gap fractions
between the theoretical predictions and the data as a function of ∆y.
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Chapter 7

Dijets with a Jet Veto and

Azimuthal Decorrelations at

Very Large Rapidity Separations

The first LHC measurement of dijet production with a jet veto (documented in

Chapter 6 and [1]) examined the gap fraction in slices pT up to ∆y = 6. This

cut-off in ∆y is necessary because the analysis uses a central jet trigger strategy

in which the trigger fires if a jet is within |y| < 2.8. There is a relatively small

number of events at large ∆y and the statistical uncertainties are large. The data

are compared to theory predictions by HEJ and POWHEG.

The analysis is extended to probe the gap fraction at a larger ∆y region.

This larger ∆y region is again studied using the 2010 data, but using a new dijet

trigger strategy that allows measurements up to ∆y = 8, which is the boundary

of the detector. In addition, the effect of quark/gluon emission from the dijet

system is studied using the azimuthal decorrelation between the jets that make up

the dijet system. The previous ATLAS measurement of azimuthal decorrelation

was carried out using jets with |y| < 0.8 [67]. Measurements of the azimuthal

112



decorrelation using a normalised dijet cross section were reported by CMS and

D0 collaborations [68,69].

7.1 Topology Selection

The jets used in this analysis are reconstructed from EM scale calorimeter clusters

with the anti−kT algorithm, described in Section 2.3, using R = 0.6. As for the

previous analysis, jets that have pT > 20 GeV and |y| < 4.4 are used, as these have

a well defined jet energy scale and jet cleaning cuts. The dijet system is defined

by the two leading jets in the event, with cuts on the transverse momentum of

the leading and sub-leading jets of pT > 60 GeV and pT > 50 GeV, respectively.

The observables studied can be divided into azimuthal decorrelation observ-

ables, and jet veto observables. The jet veto observables are the same as defined

in the previous chapter, where the gap fraction, fgap, is defined by,

fgap =
N(Q0)

N
, (7.1)

where N(Q0) is the number of gap events that do not contain a jet with pT > Q0

in the rapidity interval between the boundary jets and N is the inclusive number

of events. The gap fraction is studied as a function of ∆y and Q0. The mean

number of jets, N̄ , found in the rapidity region between the dijets that have

pT > Q0 is also studied. The azimuthal decorrelation variables are

dσ

d∆φ
, 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉. (7.2)

The cross-section as a function of ∆φ is measured in slices of ∆y. The decor-

relation variables, (〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉), are studied as a function of

∆y. All decorrelation variables are studied separately for inclusive and gap events

(those that survived a jet veto). The standard jet veto scale that is used to define

gap events is Q0 = 20 GeV.
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7.2 Event selection

7.2.1 Data Samples and Basic Event Selection

The analysis is performed using pp collisions at
√
s = 7 TeV, recorded between

April and October 2010 using the ATLAS detector. Stable beam conditions

and good data quality is required; the data quality was assessed by the ATLAS

performance working groups by checking that all the parts of the detector and

trigger were performing normally, and the physics objects (for instance jets and

muons) were being correctly reconstructed. Events are rejected if there is any jet

with pT > 20 GeV that is found as either bad or ugly as described in Section 3.4.

Events are also rejected if the number of reconstructed primary vertices is not

equal to one.

7.2.2 Trigger Strategy

For each of the two leading offline jets, a specific trigger chain is assigned depend-

ing on the rapidity y and pT of the offline jet as well as the run number. Tables

7.1, 7.2 and 7.3 show the trigger chains assigned to jets in the central (|y| < 2.9),

forward transition (3.3 ≤ |y| < 3.6) and forward trigger regions (3.6 ≤ |y| < 4.4),

respectively. If a jet falls into the region 2.9 ≤ |y| < 3.3, the offline jet is matched

to the closest L1 trigger jet using ∆R =
√

(∆φ)2 + (∆η)2. It is defined as a

central (forward) jet if it is closest to a trigger jet that fired a central (forward)

jet trigger, and the trigger chain is subsequently defined using Table 7.1 (Table

7.2). Either of the trigger chains associated with the leading jets are required to

fire for the event to pass.

This trigger strategy has previously been used in the measurement of the dijet

cross-section [9]. In most regions of phase space, the trigger efficiency for each

considered jet is 100%. However, there are two regions in which that is not the
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case. The first is the crack region, 1.3 ≤ |y| ≤ 1.6, between the barrel and end-

cap calorimeter. The second is in the positive FCAL region in which there is a

dead trigger tower that reduces the trigger efficiency for jets with |y| > 3.1. For

each jet that falls into one of these regions, the event is weighted by

Weff =
Plead
εlead

+
Psublead
εsublead

− PleadPsublead
εleadεsublead

(7.3)

where Plead and Psublead is 1 if the event passed the leading and subleading trigger

chain, else it is zero, and εlead and εsublead are their pT dependent efficiencies for

the leading and subleading jets. The efficiencies are taken from the analysis in [9].

During data taking, prescales are applied to the jet trigger to preferentially

select events with higher pT jets; only the highest pT trigger is unprescaled.

The end result is a flattening of the jet pT spectrum. To retrieve the original

distribution, the events are weighted by the inverse of an effective luminosity for

each trigger combination. The effective luminosity is calculated by

Leff =
∑
LB

LLB
PL
LBP

SL
LB/(P

L
LB + P SL

LB − 1)
(7.4)

where PL
LB and P SL

LB are the prescales for a given luminosity for the trigger chain

associated with the leading and subleading jet, respectively, and LLB is the lu-

minosity for the luminosity block.

The effective luminosities were calculated in [9] for all pile-up conditions. In

this analysis, a single vertex cut is applied, which effectively reduces the lumin-

osity LLB in Equation 7.4 by a factor fL. A single vertex correction is derived

for this analysis, defined as

fL =
NSV

NALL

, (7.5)

where NSV is the number of events with only one vertex and NALL is the total

number of events, for every trigger combination. The effective luminosity, Leff ,

is then weighted by f−1L to return the correct luminosity for the measurement.
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pT [GeV] Period A-C Period D-F Period G-I
20–42.5 L1 MBTS 1 L1 MBTS 1 EF mbMbts 1 eff
42.5–70 L1 J5 L1 J5 EF j20 jetNoEF
70–97.5 L1 J15 L1 J15 EF j35 jetNoEF

97.5–152.5 L1 J30 L1 J30 EF j50 jetNoEF
152.5–197.5 L1 J55 L1 J55 EF j75 jetNoEF
197.5–217.5 L1 J55 L1 J55 EF j95 jetNoEF

217.5+ L1 J55 L1 J55 EF L1J95 NoAlg

Table 7.1: Trigger chains used for central trigger region, |y| < 2.9, for jet pT and
period.

pT [GeV] Period A-D Period E-F Period G-I
20–42.5 L1 MBTS 1 L1 MBTS 1 EF mbMbts 1 eff

42.5–62.5 L1 MBTS 1 L1 FJ10 EF mbMbts 1 eff
62.5–72.5 L1 MBTS 1 L1 FJ10 EF fj30 jetNoEF
72.5–95 L1 MBTS 1 L1 FJ30 EF fj30 jetNoEF
95–160 L1 MBTS 1 L1 FJ30 EF fj50 jetNoEF
160+ L1 MBTS 1 L1 FJ30 EF fj75 jetNoEF

Table 7.2: Trigger chains used for transition trigger region, 3.3 ≤ |y| < 3.6, for
jet pT and period.

pT [GeV] Period A-D Period E-F Period G-I
20–42.5 L1 MBTS 1 L1 FJ10 EF mbMbts 1 eff
42.5–50 L1 MBTS 1 L1 FJ10 EF fj30 jetNoEF
50–67.5 L1 MBTS 1 L1 FJ30 EF fj30 jetNoEF
67.5–100 L1 MBTS 1 L1 FJ30 EF fj50 jetNoEF

100+ L1 MBTS 1 L1 FJ30 EF fj75 jetNoEF

Table 7.3: Trigger chains used for forward trigger region, 3.6 ≤ |y| < 4.4, for jet
pT and period.
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Figure 7.1: (a) Gap fraction and (b) average number of jets in the rapidity region
as a function of dijet separation, ∆y, for 2010 uncorrected data from the AOD
(red) and D3PD (black) data formats.

7.3 Closure of Event Selection

To check the event selection, two separate implementations of the analysis were

performed by the Manchester and UCL groups. One of these analyses was carried

out using the ATLAS AOD data format, whilst the other used the ATLAS D3PD

format. Figure 7.1 shows (a) the gap fraction and (b) the average number of

jets in the rapidity region as a function of ∆y. Both plots show very good

agreement between the AOD and D3PD implementations of the analysis. The

small disagreements arise from the data compression algorithms that store the

data information. This affects mainly the jet energies and the effect is much

smaller than the JES uncertainty.

7.4 Systematic Uncertainty

In this section, the systematic uncertainties from the jet cleaning cuts, jet energy

scale uncertainty, jet energy resolution and jet φ resolution are assessed. These

uncertainties are added in quadrature with other uncertainties calculated by other

members of the analysis team to form the final uncertainty.
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7.4.1 Jet Energy Scale Uncertainty

The effect of the uncertainty in the JES, explained in Section 3.4, is studied using

the reconstructed PYTHIA samples. Each jet, which is at the central value of the

JES by default, is shifted up and down by 1 standard deviation of the uncertainty

on the JES. The events are then passed through the event selection and three sets

of the final distributions are made corresponding to nominal JES, JES shifted up

and JES shift down. The JES uncertainty band was found by taking the ratio of

the shifted distribution to the nominal distribution.

Figures 7.2 - 7.5 show the JES uncertainty bands for the final distributions.

The JES uncertainty shifting has two main effects that will apply differently in

different distributions, one shifting the leading jet energy, and the other shifting

the non-leading jets. The shift in the leading jets energy has the effect of moving

events across the pT cuts at 60 GeV and 50 GeV. This results in more events for

JES shifted up and less events for JES shifted down. The effect of shifting the pT

of the non-leading jets is mainly due to the shifting of the highest pT jet in the

rapidity region bounded by the dijet system. This will affect distributions that

probe non-leading jets, such as gap fraction or average number of jets.

The JES uncertainty band for the gap fraction as a function of ∆y is shown

in Figure 7.2 (a), and is small for low ∆y, but increases at larger ∆y. The effect

of shifting up the JES for the leading jets is to include dijet events that have

a lower pT. As seen in the previous analysis (Figure 6.11), dijets with lower pT

have a higher gap fraction, and so the effect of the upwards shift is to increase the

gap fraction. Shifting up the JES of the non-leading jets increase the probability

that there is a jet with pT > Q0 in the rapidity region, and so decreases the gap

fraction. At low ∆y the the effect is small and the two effects cancel. At higher

∆y the leading jets are more likely to be at a higher rapidity where the JES

uncertainty is higher, the effects no longer cancel and the gap fraction increases.
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Figure 7.2 (b) shows the JES uncertainty band for the average number of jets

in the rapidity region and the overall uncertainty is approximately constant at

±10%.

Figure 7.3 shows the JES uncertainty bands for dσ/d∆φ for both the inclusive

and gap events, for the different ∆y ranges. The uncertainty bands for dσ/d∆φ

are significantly larger than for other distributions, with 20 − 30% uncertainty

for the 2 < ∆y < 3 and 4 < ∆y < 5, and up to 50% uncertainty for 7 < ∆y < 8

in the lowest ∆φ bin. The reason that shifting the JES affects the dσ/d∆φ more

than the gap fraction or average number of jets is due to the steepness of the

curves in pT. The shape of gap fraction and average number of jets against pT

is relatively shallow compared to the steeply falling cross-section against pT, and

so there is more migration across the pT cut causing the JES smearing to have

larger effect on the cross-section. For the 2 < ∆y < 3 and 4 < ∆y < 5 ranges,

the JES uncertainty band increases marginally for lower ∆φ. For the 7 < ∆y < 8

range the JES uncertainty band has a larger increase for low ∆φ.

The 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 JES uncertainty bands are shown as a

function of ∆y in Figure 7.4 (a) and (b), respectively. The JES uncertainty affects

the inclusive events more than the gap events in both the distributions, and in the

inclusive events the effect grows as a function of dijet rapidity separation. The

maximum effect of the JES uncertainty on the 〈cos(π −∆φ)〉 is around 2% for

the inclusive events, and less than 0.5% for the gap events. For the 〈cos(2∆φ)〉

distributions the maximum effect from the JES uncertainty is around 4% for the

inclusive events, and less than 1% for the gap events. The shape of the inclusive

JES uncertainties for 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 can be understood from the

JES uncertainty on the dσ/d∆φ. When the JES is smeared up in dσ/d∆φ, for

the low ∆y slices the shape does not change very much. However, in the larger

∆y slices the distribution now has more low ∆φ dijets. The effect of this on the

119



〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 is that at low ∆y there should be little change,

but at large ∆y the change should be larger.

Figure 7.5 shows the JES uncertainty bands for the gap fraction as a function

of the jet veto scale, Q0, for (a) 2 < ∆y < 3, (b) 4 < ∆y < 5, and (c) 7 < ∆y < 8.

The uncertainty bands increase for larger ∆y. The maximum uncertainty for the

2 < ∆y < 3, 4 < ∆y < 5, and 7 < ∆y < 8 slices is ≈ 3%, ≈ 6% and ≈ 8%,

respectively. The uncertainty bands are largest at low Q0 and reduce to zero for

larger Q0. At large values of Q0 the gap fraction is 1, and there are few jets with

pT close to Q0, and so the shifted third jet is unlikely to go above the Q0 and

change the gap fraction. Conversely, at low Q0 the gap fraction will not be 1,

and there will be many jets with a pT near the Q0 cut, thus the shifted third jet

pT can move across Q0 changing the gap fraction.

7.4.2 Jet Energy Resolution

The effect from the jet energy resolution (JER) is assessed by smearing the energy

in every jet in an event using a Gaussian function with the width given by the

measured JER, as described in Section 3.4, which depends on the jet pT and η.

The analysis is then repeated using the smeared jets and the ratios of the final

plots were used to see the effect compared to the unsmeared sample. The smearing

procedure is repeated ten times and an average of all curves is the final effect of

JER. This averaging reduced the effect of statistical fluctuations in some bins.

The reconstructed PYTHIA sample is used due to the larger statistics compared

to data. This method assesses the effect of an increase in JER. Reducing the JER

is not possible, so a symmetric uncertainty band is constructed from the results

of the increased JER.

Figures 7.6 – 7.8 show the ratios of the final distributions from the smeared

jets and from the nominal jets. The ratio for the gap fraction, mean number of
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Figure 7.2: The uncertainty on the (a) gap fraction and (b) mean number of jets
in the rapidity interval due to the JES uncertainty as a function of dijet rapidity
separation.
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Figure 7.3: The uncertainty on dσ/d∆φ due to the JES uncertainty for (a) inclus-
ive events and (b) gap events. Three dijets rapidity separation slices are shown,
2 < ∆y < 3 in black, 4 < ∆y < 5 in red and 7 < ∆y < 8 in green.
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Figure 7.4: The shape uncertainty on (a) 〈cos(π −∆φ)〉 and (b) 〈cos(2∆φ)〉
distributions due to the JES uncertainty as a function of dijet rapidity separation.
The gap events are plotted in red and the inclusive events in black.
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Figure 7.5: The uncertainty on the gap fraction due to the JES uncertainty as a
function of Q0 for dijet rapidity separation (a) 2 < ∆y < 3, (b) 4 < ∆y < 5, and
(c) 7 < ∆y < 8.

122



 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1  y∆Gap Fraction vs 

(a)

 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1  y∆Mean number of jets in gap vs 

(b)

Figure 7.6: The ratio of (a) the gap fraction and (b) the mean number of jets in the
rapidity region between the dijet as a function of ∆y for the nominal reconstruc-
ted PYTHIA sample compared to energy-smeared sample. The blue histograms
represent the ten implementations of the increased JER, the two red histograms
show the uncertainty band found from the average of the blue histograms, and
the black points show the PYTHIA statistical uncertainties.

jets, cos(π −∆φ) and cos(2∆φ) as a function of ∆y all show variations of less

than 1%. The effect of the JER smearing on the gap fraction as a function of Q0

has been found to be less than 0.5%. The ratio for the dσ/d∆φ for 2 < ∆y < 3

and 4 < ∆y < 5 using the gap and inclusive sample show variations of less than

2% except in the initial ∆φ bin, where the statistical uncertainty is large. The

effect of the JER smearing on dσ/d∆φ for 7 < ∆y < 8 using the inclusive sample

is of the order of 2%. For the gap sample, the effect of the JER smearing can get

large, especially in the low ∆φ bins. Ignoring the two lowest ∆φ bins, which do

not have any data events in them, the uncertainty does not exceed 2%.

7.4.3 Jet φ Resolution

The effect of the jet φ resolution is assessed by smearing every jet’s φ in the

event by a Gaussian function, with the width found by comparing the φ of truth

and reconstructed jets, which is calculated by another member of the analysis

team. This method is an overestimate of the φ resolution uncertainty (ie 100%
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Figure 7.7: The ratio of the energy-smeared reconstructed PYTHIA sample to
the nominal reconstructed PYTHIA sample of (a,b) 〈cos(π −∆φ)〉 and (c,d)
〈cos(2∆φ)〉 as a function of ∆y using the (a,c) inclusive and (b,d) gap samples.
The blue histograms represent the ten implementations of the increased JER, the
two red histograms show the uncertainty band found from the average of the blue
histograms, and the black points show the PYTHIA statistical uncertainties.

124



π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y 23∆ for dijets with φ ∆Differential Crosssection vs 

(a)

π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y 23∆ for dijets with gap with φ ∆Differential Crosssection vs 

(b)

π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y 45∆ for dijets with φ ∆Differential Crosssection vs 

(c)

π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y 45∆ for dijets with gap with φ ∆Differential Crosssection vs 

(d)

π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
 y 78∆ for dijets with φ ∆Differential Crosssection vs 

(e)

π / φ ∆

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

R
a

ti
o

 o
f 

S
m

e
a

re
d

 E
 o

v
e

r 
N

o
m

in
a

l

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
 y 78∆ for dijets with gap with φ ∆Differential Crosssection vs 

(f)

Figure 7.8: The ratio of the energy-smeared reconstructed PYTHIA sample to
the nominal reconstructed PYTHIA sample of the dσ/d∆φ distribution for (a,b)
2 < ∆y < 3, (c,d) 5 < ∆y < 6 and (e,f) 7 < ∆y < 8 using the (a,c,e) inclusive
and (b,d,f) gap samples. The blue histograms represent the ten implementations
of the increased JER, the two red histograms show the uncertainty band found
from the average of the blue histograms, and the black points show the PYTHIA
statistical uncertainties.
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uncertainty), but a data-driven method is not available in the forward region.

The effect is assessed in the same way as in Section 7.4.2, using multiple smears

and taking the average to reduce fluctuations. As no cuts are dependent on φ,

only distributions that are φ–dependent are affected.

Figures 7.9 – 7.10 show the ratio of the final distributions of the jets smeared

by the Gaussian function to the nominal jets. The effect of the increased φ

smearing on 〈cos(π −∆φ)〉, for both the gap and inclusive samples, is a reduction

of about 1% at low ∆y. At larger ∆y the effect becomes small. The same change

is observed in 〈cos(2∆φ)〉, however the reduction at low ∆y is about 2%.

In all the dσ/d∆φ ratios, the highest ∆φ bin loses events that migrate into

the other ∆φ bins. This is due to the boundary of ∆φ at π, and the steeply

falling ∆φ distribution. The uncertainty due to the φ resolution is around 5%,

3% and 2% for 2 < ∆y < 3, 4 < ∆y < 5 and 7 < ∆y < 8, respectively, with the

inclusive sample being less affected than the gap sample.

7.4.4 Jet Cleaning

The analysis removes events with jets that have pT > 20 GeV and that fail the

loose cleaning selection. This event-level jet cleaning selection has been compared

to a jet-level cleaning selection, which only removes the jets that fail the loose

cleaning selection, and the impact of rejecting events due to bad jets is less than

1% for all of the final distributions.

The loose jet cleaning selection does not remove all of the bad jets, and to

assess the effect of the remaining bad jets, the final distributions are compared

to the more stringent “medium” jet cleaning, which removes a higher proportion

of bad jets. The concern with using the medium jet cleaning selection is that it

has inefficiencies for good jets that have a low pT. These inefficiencies have been

estimated in [39]. The differences from comparing the medium and loose cleaning
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Figure 7.9: The ratio of the φ-smeared reconstructed PYTHIA sample to
the standard reconstructed PYTHIA sample of (a,b) 〈cos(π −∆φ)〉 and (c,d)
〈cos(2∆φ)〉 as a function of ∆y using the (a,c) inclusive and (b,d) gap samples.
The blue histograms represent the ten implementations of the increased jet φ
resolution, the two red histograms show the uncertainty band found from the av-
erage of the blue histograms, and the black points show the PYTHIA statistical
uncertainties.
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Figure 7.10: The ratio of the φ-smeared reconstructed PYTHIA sample to the
standard reconstructed PYTHIA sample of the dσ/d∆φ distribution for (a,b)
2 < ∆y < 3, (c,d) 5 < ∆y < 6 and (e,f) 7 < ∆y < 8 using the (a,c,e) inclusive
and (b,d,f) gap samples. The blue histograms represent the ten implementations
of the increased jet φ resolution, the two red histograms show the uncertainty
band found from the average of the blue histograms, and the black points show
the PYTHIA statistical uncertainties.
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selections will come from removing more bad jets and the good jet inefficiencies.

To try to isolate the effect due to the bad jets on each distribution, the medium

jet cleaning selection are compared to events that have the inefficiencies from [39]

applied to events selected using the loose cleaning selection, termed “inefficient

loose cleaning”. Figures 7.11 – 7.13 show the ratio of both medium cleaning

selection and inefficient loose cleaning selection to the loose cleaning selection for

the main final distributions.

Changing to the medium cleaning causes the gap fraction to increase with a

maximum difference of ≈ 2% at high ∆y and ≈ 1% at low Q0. This increase

in the gap fraction results from gap events having less jets than inclusive events,

meaning they are less likely to fail the jet cleaning selection . The inefficient

loose cleaning matches the medium data well, which would indicate that the

effect from bad jets on the gap fraction is small and the main effect is from the

good jet inefficiency. Similar results are seen for the gap fraction against Q0 in

the other slices in ∆y.

The ratios of the 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 distributions show that the

effect of the bad jets and inefficiency is small for both gap and inclusive events.

At larger ∆y there are some statistical fluctuations.

There is a reduction of ≈ 2% for the dσ/d∆φ with both the gap and inclus-

ive sample when the medium cleaning selection is applied. The inefficient loose

cleaning selection causes a reduction to dσ/d∆φ of between 2−4%, and crucially

it falls to below the medium jet cleaning ratio. This indicates that the inefficien-

cies of the medium jet cleaning on good jets are overestimated. The maximum

effect from the bad jets would occur if there was no inefficiency in the medium

jet cleaning, ie corresponding to the deviation of the distribution from unity. For

the slice of 2 < ∆y < 3, the maximum deviation is 3%, which would be a very

conservative estimate of the effect. Given that this is an overestimation of a
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Figure 7.11: The ratio for both medium cleaning selection and inefficient loose
cleaning selection to the loose cleaning selection for the gap fraction as a function
of (a) ∆y and (b) Q0.

effect that is expected to be small, and the uncertainty from the JES adds an

uncertainty band of about 20%, this difference is disregarded. The other slices

in ∆y show a similar results when comparing the difference between medium jet

cleaning and loose cleaning to the systematic band from JES.

The method of jet cleaning used this analysis was the loose cleaning definitions

and event-level criteria. No bias due to using event-level was found. The loose

cleaning definition was used due to the high efficiency for good jets. The effect

from bad jets was assessed, and while it is hard to get an accurate value for

the effect due to the medium jet inefficiencies for good jets being overestimated,

the upper limit of the effect was significantly less than the effect from the JES

uncertainty. No systematic uncertainty from cleaning is applied for the final

analysis.

7.4.5 Other Systematics

Two other sources of systematic uncertainty were assessed by other members of

the analysis team and are outlined in this section [2].

130



 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 t
o

 L
o

o
s
e

 E
v
t 

C
le

a
n

in
g

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y for inclusive distribution∆ vs φ∆cos

Medium Data

Inefficient Loose Data

 y for inclusive distribution∆ vs φ∆cos

(a)

 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 t
o

 L
o

o
s
e

 E
v
t 

C
le

a
n

in
g

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y for gap events∆ vs φ∆cos

Medium Data

Inefficient Loose Data

 y for gap events∆ vs φ∆cos

(b)

 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 t
o

 L
o

o
s
e

 E
v
t 

C
le

a
n

in
g

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y for inclusive distribution∆ vs φ∆cos2

Medium Data

Inefficient Loose Data

 y for inclusive distribution∆ vs φ∆cos2

(c)

 y∆

0 1 2 3 4 5 6 7 8

R
a

ti
o

 t
o

 L
o

o
s
e

 E
v
t 

C
le

a
n

in
g

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
 y for gap events∆ vs φ∆cos2

Medium Data

Inefficient Loose Data

 y for gap events∆ vs φ∆cos2

(d)

Figure 7.12: The ratio for both medium cleaning selection and inefficient loose
cleaning selection to the loose cleaning selection for (a,b) 〈cos(π −∆φ)〉 and
(c,d)〈cos(2∆φ)〉 as a function of ∆y using the (a,c) inclusive and (b,d) gap sample.
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Figure 7.13: The ratio for both medium cleaning selection and inefficient loose
cleaning selection to the loose cleaning selection for the dσ/d∆φ distribution for
2 < ∆y < 3 using the (a) inclusive and (b) gap sample.
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The systematic due to the prescale, luminosity weights and trigger inefficien-

cies in the trigger strategy was assessed using the PYTHIA sample and found to

be negligible in all final distributions.

To correct for detector effects on the final distributions a Bayesian unfolding

method [70] was used. This method determines the bin migration in the distribu-

tions between particle level and detector level and uses this to unfold the detector

effects. Two different uncertainties were assessed and combined in quadrature for

the unfolding; one was due to model uncertainty and the other was due to the

statistics in the MC sample. The main contribution to the model uncertainty

was due to the uncertainty in the shape of the pT3 distribution, where pT3 is the

highest pT jet bounded by the dijet system. This pT3 distributions is allowed to

vary maximally within the JES uncertainty by weighting the events. Figure 7.14

shows ratio between uncorrected data and MC with the JES uncertainty band

and two lines showing the weights that were applied. The unfolding was then

recalculated and the uncertainty found from the spread.

7.4.6 Combined Systematics

The systematics studied above were combined with the systematic uncertainties

from the unfolding process and the trigger inefficiencies, to produce the overall

systematic uncertainty, some of which are shown in Figures 7.15 – 7.17. Only

effects that are greater than 0.1% are shown on the plots.

The dominant systematic on both the gap fraction and the average number

of jets is due to the JES uncertainty, while the unfolding also makes a significant

contribution. The effect from trigger inefficiencies is small, and the effects due

to jet φ resolution and JER is less than 0.1%. The systematic uncertainty on

the differential cross-section, dσ/d∆φ, for both the gap and inclusive sample are

dominated by the JES uncertainty and the unfolding. The effect from the φ
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Figure 7.14: Ratio of the pT of the leading gap jet from 2010 uncorrected data
to that of the reconstructed PYTHIA sample. The red lines show the JES un-
certainty bands and the two blue lines on the plot shows the event reweighting
factors.

resolution is small at low ∆φ, but increases for high ∆φ.

For the 〈cos(2∆φ)〉 using the inclusive sample there is no overall dominant

systematic. At low ∆y, the uncertainty from the φ resolution is dominant, with

JES and unfolding uncertainties also contributing. At large ∆y, the uncertainty

is dominated by the JES and unfolding. For the 〈cos(2∆φ)〉 using the gap sample,

at low ∆y the φ resolution is the dominant systematic and at larger ∆y all the

uncertainties have an effect.

7.5 Comparison of Data and MC Before

Unfolding

This section presents the data compared to the reconstructed PYTHIA sample.

Figures 7.18 – 7.22 show the data before unfolding compared to PYTHIA. The

PYTHIA error bands are the quadrature sum of the statistical error and the JES
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Figure 7.15: The combined systematics for (a) the gap fraction and (b) the
average number of jets in the dijet rapidity region as a function of ∆y. The
combined systematics are from unfolding, trigger inefficiencies, JES uncertainty,
JER and jet φ resolution. Only systematics with an effect greater than 0.1% are
displayed.
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Figure 7.16: The combined systematics for dσ/d∆φ for (a) inclusive events and
(b) gap events for 2 < ∆y < 3. The combined systematics are from unfolding,
trigger inefficiencies, JES uncertainty, JER and jet φ resolution. Only systematics
with an effect greater than 0.1% are displayed.
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Figure 7.17: The combined systematics for the 〈cos(2∆φ)〉 as a function of ∆y
for (a) inclusive events and (b) gap events. The combined systematics are from
unfolding, trigger inefficiencies, JES uncertainty, JER and jet φ resolution. Only
systematics with an effect greater than 0.1% are displayed.

uncertainty bands.

The gap fraction measured from data falls as a function of ∆y, up to ∆y > 5.5

where it starts to level off. The PYTHIA gap fraction curve is consistently below

the data up to a ∆y = 6.5. PYTHIA then rises for the larges ∆y bins, and has

a higher gap fraction for ∆y > 7. The mean multiplicity of jets in the rapidity

region increases as a function of ∆y, to a peak of about 1.2 at ∆y = 7, and then

plateaus. Both the flattening out of the gap fraction and the plateau in the mean

number of jets could be due to PDF effects, such as those seen in the previous

analysis for dijets with large ∆y and pT.

Figure 7.19 show d2σ/dyd∆φ for 2 < ∆y < 3, 4 < ∆y < 5, and 7 < ∆y < 8

for inclusive events and gap events. PYTHIA is consistently below the data,

especially at high ∆φ for 2 < ∆y < 3 and 4 < ∆y < 5 slices where it is about

20% below the data. In the 7 < ∆y < 8 slice, the PYTHIA results are still

consistently below the data, but they agree within the JES uncertainty band.
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The cross-section from PYTHIA does not agree with the measured cross-section,

however there are potentially large PDF uncertainties that have not been shown.

The 〈cos(π −∆φ)〉 distribution, shown in Figure 7.20, for the inclusive events

have a value of about 0.94 for ∆y < 2, where a 〈cos(π −∆φ)〉 value of 1 corres-

ponds to perfectly back-to-back jets in azimuth. As the ∆y increases, the jets

become less back-to-back and the value of 〈cos(π −∆φ)〉 falls and then levels off

at a value of about 0.86 for ∆y = 6. As the ∆y increases, the available phase

space to emit into is larger due to the jets being at very high energies. For the

gap events, the 〈cos(π −∆φ)〉 at low ∆y starts at a similar level to the inclus-

ive events, but then slowly rises to a maximum of about 0.96. When the ∆y

is low, emissions can fall outside the rapidity region, but as the ∆y increases

this region becomes smaller, and the jet veto is stopping hard emission into the

rapidity region, thus the dijets are more back-to-back. The PYTHIA distribu-

tion show a slightly different shape from the data. At both low and high ∆y, the

〈cos(π −∆φ)〉 for PYTHIA is higher than the data for both gap and inclusive

events. In the range 2 < ∆y < 5.5, PYTHIA describes the data well. The shape

of the 〈cos(2∆φ)〉 distribution, shown in Figure 7.21, has a similar explanation as

for the 〈cos(π −∆φ)〉 distribution, and shows similar features. For both inclusive

and gap events, PYTHIA’s description of the 〈cos(2∆φ)〉 distribution is too low

at low ∆y and too high at high ∆y.

Figure 7.22 shows the gap fraction as a function of the jet veto scale, Q0, for

the ∆y ranges 2 < ∆y < 3, 4 < ∆y < 5, and 7 < ∆y < 8. As Q0 is increased,

fewer events are defined as gap events, until at high Q0 the gap fraction is at 1.0.

In the range 2 < ∆y < 3, the PYTHIA gap fraction is lower than the data for

Q0 < 50 GeV, though it is within the JES uncertainty. In the range 4 < ∆y < 5,

the PYTHIA gap fraction describes the data well for the full Q0 range. For dijets

within the range 7 < ∆y < 8, the PYTHIA gap fraction is higher than the data
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Figure 7.18: (a) The gap fraction and (b) the mean number of jets in the rapidity
region bounded by the dijet system as a function of ∆y for 2010 data before
unfolding (black points) and reconstructed PYTHIA sample (red points).

until both gap fractions plateau at 1.0.

This extended analysis going to larger ∆y has show similar features to the

previous analysis. A flattening out of the gap fraction and mean number of jets

at large ∆y has been observed, which was not observed previously. This could

be due to PDF effects, although colour singlet exchange could also explain the

shape.
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Figure 7.19: d2σ/dyd∆φ for (a,c,e) the inclusive and (b,d,f) gap samples for a
dijet separation of (a,b) 2 < ∆y < 3, (c,d) 4 < ∆y < 5 and (e,f) 7 < ∆y < 8
for 2010 data before unfolding (black points) and reconstructed PYTHIA sample
(red points).
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Figure 7.20: 〈cos(π −∆φ)〉 as a function of ∆y for (a) inclusive and (b) gap
events for 2010 data before unfolding (black points) and reconstructed PYTHIA
sample (red points).
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Figure 7.21: 〈cos(2∆φ)〉 as a function of ∆y for (a) inclusive and (b) gap events
for 2010 data before unfolding (black points) and reconstructed PYTHIA sample
(red points).
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Figure 7.22: The gap fraction against Q0 for (a) 2 < ∆y < 3, (b) 4 < ∆y < 5 and
(c) 7 < ∆y < 8 for 2010 data before unfolding (black points) and reconstructed
PYTHIA sample (red points).
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Chapter 8

Summary and Conclusions

In this thesis a summary of two precision jet measurements are presented that

probe higher-order QCD phenomena by studying the amount of radiation from a

dijet system.

To make precision jet measurements, a good understanding of the detector

and its response to jets is vital. The monitoring of the calorimeter high-level

trigger, which is used in the analyses to trigger events, has been detailed. The

trigger was shown to be stable over different data periods, and problems, such as

noisy cells, could be monitored and masked. The performance of jets within the

calorimeter was also assessed. The dijet pT balance method was used to extend a

determination of the central jet energy scale uncertainty out to y of 4.4, and the

effect from pile-up and a closure of the method were studied. In addition, some

properties of jets in the transition region between the end-cap and FCal and in

the FCal were studied and compared to different showering models. The closure

of the dijet pT balance method and the properties of the jets in the transition

region between the end-cap and FCal and in the FCal itself have been published

as an ATLAS conference note [45].

Dijet production with a jet veto for fixed regions of phase space was studied

for rapidity separations of up to six units in rapidity with average pT of the dijets
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from 50 to 500 GeV. The measurement of the fraction of events that survived a jet

veto were compared to PYTHIA, HERWIG++ and ALPGEN event generators

as well as to next-to-leading-order predictions from POWHEG, interfaced with

the partons showering from PYTHIA and HERWIG, and to a prediction using

the HEJ generator. Two different dijet selections were studied, the leading pT

dijet selection and the forward/backward dijet selection. No prediction agreed

in all the areas of phase space considered. POWHEG + PYTHIA had the best

agreement with data, but differences were observed at high ∆y. HEJ described

the data as a function of ∆y, but only for low pT; at high pT the gap fraction

was too high. POWHEG + HERWIG gave a poor description of the data with

too low a gap fraction throughout. The mean multiplicity of jets in the rapidity

region has also been presented for the leading pT dijet selection. The activity of

HEJ was significantly lower than the data for all but the lowest ∆y bin. Given

the agreement for the gap fraction, it seems HEJ describes the veto jet well, but

does not cope well with any additional jets beyond that. POWHEG + HERWIG

had too much activity throughout, which correlates well with the predicted gap

fraction that is too low. POWHEG + PYTHIA gave the best description of the

data, although they did deviate at high ∆y. The results of this analysis have

been published in JHEP [1] as well in the ATLAS conference notes [59,71].

A preliminary analysis studying emissions from very high rapidity separated

jets was also presented, with a measurement up to a separation of eight units in

rapidity. The systematic uncertainties from the data selection and jet uncertain-

ties were assessed. In the analysis both the gap fraction and the mean number of

jets in the rapidity region between the dijet system were studied. The azimuthal

decorrelation variables, dσ/d∆φ, 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 were also stud-

ied. The data were compared to fully reconstructed PYTHIA. In the high ∆y

region, the gap fraction levelled off in the data. This feature was only observed
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at high pT in the previous analysis. This maybe due to PDF effects, or maybe

signs of colour singlet exchange. The shape of the PYTHIA distributions in the

variables 〈cos(π −∆φ)〉 and 〈cos(2∆φ)〉 were different to the data, with the data

having a lower value at very high ∆y. The results of this second analysis are

currently being reviewed internally by the ATLAS collaboration [2].

The jet veto analyses studied in this thesis have probed regions that are sens-

itive to higher order QCD emissions, and have tested both HEJ, which models

hard, wide-angle emissions, and the NLO calculations plus parton showering of

POWHEG + PYTHIA and POWHEG + HERWIG. In certain regions neither

gave a good description and since the publication other models have been tested

to try to describe these data.
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