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Abstract

Glucocorticoids (GCs) have an important role in i-aaftammation, apoptosis and
immunomodulatory activity. GCs exert their effegt linding to their receptor, glucocorticoid
receptor (GR), which subsequently triggers receptionerisation, nuclear translocation and
eventually causes impact on transcriptional agtiduch regulatory mechanism is complex as it
is not only controlled at the transcription levelit also at the post translational level with other
contributing factors such as protein stability acmfactor recruitment. Glucocorticoids are
commonly used as part of the chemotherapeuticabpots for lymphoid malignancies and have
been successfully implicated in treating childhoacute lymphoblastic leukaemia (ALL).
Nevertheless, resistance and side effects suchuaslenatrophy and osteoporosis still occur

frequently.

With the advance in high-throughput technology,tva®iount of data on various scales,
including genomics, proteomics, and metabolomic&artae molecular study of cancer more
complicated. The rise of systems biology helpssitientist to address this problem with the use
of computation. Although the concept and the apgramay vary depending on the research
fields, the ultimate goal remains the same whictoisreate a comprehensive understanding of

biological processes and to forecast outcome.

The goal of this body of work is to better undemstaglucocorticoid induced apoptosis in
acute lymphoblastic leukaemia by adopting a systeiolegy approach. As the Bcl-2 family,
particularly Bim is known to be a key determinahtG&-induced apoptosis, we investigated the
molecular mechanism of GC induction of Bim. By atiog ordinary differential equation
modelling approach, we were able to make prediciiot investigate details of Bim regulation
by GCs. Further to this, we carried out an integtahicroarray analysis in various ALL to study
GC resistance and identified crucial candidate gedan as a regulator of Bim and Erg as a
determinant for GC resistance. These results atlougeto refine our models and enabled more

answers to be addressed.

In conclusion, our findings not only suggest paedntegulatory mechanisms for determining
GC sensitivity, they also aid us to find potentmbmarkers for determining GC resistance.
More importantly, this study represents a succésstample for utilising systems biology to

study the genetic complexity in cancer.
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Short Abstract

The overall project is to study the underlying nmeabm in glucocorticoid (dexamethasone)
treatment in acute lymphoblastic leukaemia (ALLReThesis is structured into several chapters.
Chapter 1 reviews the literature on the molecular mechantemGR resistance, and the
approaches already adopted to study this topicpteh& to 4 describe the research project
undertaken to study GR resistance in AOhapter 2 describes how we study GR regulation of
several key Bcl-2 members by building kinetic mgdehsed on ordinary differential equations.
To gain a global view on GR resistance in ALL aocxtend the previously established models,
the study inChapter 3 describes timecourse microarray analysis in variypes of ALL and
clinical data that was used to correlate the figdirBy taking the models and the findings from
Chapter 2 and 3, irfChapter 4 we are able to further extend the models and nreke
predictions. INChapters 5 and 6we discuss our approach, the overall successimitdtions of
our models and findings, possible experiments amghestions are also discussed for future

improvements.
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1 CHAPTER 1: Introduction

This chapter reviews the literature on the molecaolachanism to GR resistance, the work and

the approach that has already been done relatbdtmpic.

1.1 Glucocorticoids (GCs)

Glucocorticoids (GCs) are steroids that are produzg the adrenal cortex in humans. In
general, adrenal steroids hormones fall into 3selssincluding mineralocorticoids, androgens
and glucocorticoids, which exist as cortisol in theman body. Glucocorticoids have an
important molecular function in binding to glucottooid receptor thereby maintaining

homeostasis in response to stress (1, 2).

Due to their ability to influence virtually all dhe cells in the body, synthetic glucocorticoid
agonists and antagonists are used for the treasnoémiany diseases. They are similar to natural
corticosteroids, but with minor changes to optintiserapeutic potential, making them become
more stable and minimizing unwanted side effects. &ample, prednisone, triamcinolone
acetonide and dexamethasone are all agonisticumogbrticoid receptor and are commonly
used. The strength of their receptor activationegmwith dexamethasone being one of the most
potent steroids, and widely used as diagnosticthahpeutic tools in several inflammatory and
autoimmune disorders such as leukaemia (3, 4).picdy example of a glucocorticoid receptor
antagonist is RU486, which is also well known ag tlabortion pill” by antagonising
progesterone. So far, information about RU486 mitéd, but studies suggest RU486 is
significant in dissociating preserved anti-inflantorg activity from possible side effects (5).

1.1.1 Structure

The major source of glucocorticoids in humans igtisol. Cortisol is synthesised from
cholesterol in the adrenal glands. Like all otherads, cortisol has a biochemical structure with
a 4-hydrocarbon ring skeleton structure, but wittslght difference which results to its
functional specificity. Cortisol is a hydrophobimhacule that is able to move between plasma
membrane and cytoplasm (6). Around 90% of the setartisol is bound to specific protein
carriers such as corticosteroid binding globuliatein (CBG) and serum albumin, which in turn

speeds up the transportation of this steroid ardbhadlood. Cortisone is an inactive precursor
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of active cortisol, and it is only in the presemmtesoenzyme 13-hydroxysteroid dehydrogenase
(118-HSD1and 1B-HSD2) that these two forms of steroid can be gunverted (Fig. 1.1) (1,
7). In addition, the expression of this enzyme a&iin tissues, hence leading to cell, tissue and

organ specific glucocorticoid induced response (8).

E:H:OH
C=0
HO ~.OH
113 OHSD"
O 4]
Contlsol Corlisone

Figure 1.1Cortisol and cortisone interconversion.

Cortisol is an active form of glucocorticoid in hans which can be converted to the inactive

cortisone by isoenzyme g1hydroxysteroid dehydrogenase (adapted from (9)).
1.1.2 Physiological role of glucocorticoids

Glucocorticoids are named for their carbohydratgulaing activities, and are essential to
the maintenance of homeostasis in response tor gthesical or emotional stress (10). Apart
from regulating metabolism, they are also knowrbéoimportant in the maintenance of blood
pressure, central nervous system, development eogtgmmed cell death (1, 8). They play a
crucial role in the regulation of immune and inflaattory responses hence are frequently used
as anti-inflammatory and immunosuppressive drugsaddition, due to their pro-apoptotic
function, glucocorticoids have been applied in esriceatment including Hodgkin’s lymphoma,
acute lymphoblastic leukaemia (ALL), and multiplggetoma (11-13). Having mentioned their
ability to induce cell death, glucocorticoids cdsoasupport cell survival in some cases, such as

erythroblasts, neutrophils and several nonhaemgitotssues (14).

In humans, cortisol is released from the adrendakegounder the control of hypothalamic-
pituitary adrenal axis (HPA) (Fig. 1.2). Initiallfthe hypothalamus responds to stress and
releases corticotropin-releasing hormone (CRH) wembpressin (AVP). These hormones then
travel to the anterior pituitary gland, stimulatirenocorticotropic hormone (ACTH) production
and eventually trigger adrenal cortex to releasdismd and other steroids. Cortisol level is

regulated by cortisol itself as it acts as a negatihibitor of CRH in a circadian pattern (15).
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Figure 1.2 Schematic representation of the HPA axis

In response to stress, the hypothalamus secretigsotmphin-releasing hormone (CRH) and
stimulates the anterior pituitary gland to releagfenocorticotropic hormone (ACTH).
ACTH then activates the production of cortisol fradrenal gland. Negative feedback is

produced by cortisol acting as a negative inhibor the anterior pituitary gland and

hypothalamus (adapted from (1))
1.1.3 Risks of treatment with glucocorticoids side effest

Glucocorticoids in a pharmacological dosage arersonly used as prescribed drugs for
therapeutic purpose. However, long term use ofjtheocorticoids can cause many side effects.
Glucocorticoids overdose can lead to Cushing’s symé&, which has symptoms such as
endocrine disorder including fat redistributionpichweight gain, muscle wasting, thinning of
skin, osteoporosis and many other impaired funstily 16). Another glucocorticoid related
disease is Addison’s disease, which is caused &éyathienal gland not producing a sufficient
amount of glucocorticoids in the body. In contrast Cushing’s syndrome, symptoms of
Addison’s are not as obvious and take time to agveCommon signs for this disorder include

muscle weakness, weight loss, vomiting, diarrhbeadache and sweating (16).
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The benefits of using glucocorticoids for therapeptirposes have been established for over
50 years. Drugs such as prednisolone, hydrocodisomd dexamethasone, which are derived
based on the structure of cortisol, were develdpedarious treatments including inflammatory
diseases, skin disorders, leukaemia and the piieveot rejection during organ transplant (17).
However, long term treatment of glucocorticoids magult in cancer cells such as leukaemia

cells to become resistant to glucocorticoid evoiedptosis.
1.1.4 Acute Lymphoblastic Leukaemia (ALL)

Leukaemia refers to a type of blood or bone marcawcer which is characterised by the
abnormal growth of immature white blood cells cdlldasts. It is mainly classified as four main
categories clinically, either being acute (fastedse development) or chronic (slower disease
development), or by the type of affected white blazells i.e. lymphoid or myeloid. Acute
lymphoblastic leukaemia (ALL) is one of the commsin®rms of malignancy characterised by
the presence of immature lymphoid cells, and affesbstly children (17-19). ALL is derived
from both B- or T- lymphoid progenitors and ofteilaghosis requires further classification that
is based on many subcategories. These include pipEnayenetic features or risk of relapse,
which involves a stringent assessment of the ldaght in either the peripheral blood or in the

bone marrow of patients after early treatment (20).

Depending on the mentioned factors, the therapyh#rALL treatment varies. In most ALL
the initial therapy (also called the remission-iclon therapy) consists of administration of a
cocktail of drugs including glucocorticoid (predm®, prednisolone or dexamethasone),
vincristine and eitheasparaginaser anthracycline (21, 22). Comparing the various sgtith
glucocorticoids, dexamethasone appeared to be efteetive due to its longer half-life and
better penetration into the central nervous sys@m). In addition, fuelled by the evolution of
genomic technologies, molecular target therapy $1odd great deal of promises towards
personalised therapy and reduces toxic effectifaance, imatinib is a drug that has been used
to treat Philadelphia chromosome-positive JPKLL, where ALL patients express a genotype of
chromosomal translocation at t (9;22). Such chramad translocation results in the BCR
(breakpoint cluster region) gene at chromosomef@@on with the ABL (Abelson) gene and
leads to the production of tyrosine kinase proB@R-ABL thereby promoting uncontrolled cell
proliferation (23). Imatinilcan inhibit the BCR-ABL protein by binding to itsTR binding site
and further locking it in its inactive conformatid@23). However, resistance can still arise

suggesting the need for more investigation towatdsessful ALL therapy.
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1.2 The Glucocorticoid Receptor (GR)

Glucocorticoid response is activated via bindingtheir two receptors, glucocorticoid
receptor (GR, also known as NR3C1 in the nomendatand mineralocorticoid receptor (MR
or NR3C2). These receptors belong to the steroideau receptor family and are widely
conserved in different species, along with manyeptimembers which include progesterone,
androgen and mineralcorticoid (24). The steroidlearcreceptor family, together with nuclear
receptor families such as the retinoid X recep®KR) heterodimers and the dimeric and
monomeric orphan receptors families, are groupdd a superfamily namely the nuclear
receptor superfamily. All nuclear receptors shaoemmon structure, that is, a conserved DNA
binding domain (DBD), a ligand binding domain (LB@@)th variable N- and C- terminal and a
hinge region. So far, there have been over 15@reifit members being identified across various
species, due to the increasing numbers of the wiBsgp members are usually being further
divided into either the steroid or thyroid/retinbiiamin D (or non-steroid) family (25).
Alternatively it can be divided into different ckes based on their dimerisation and DNA

binding properties, for instance GR belongs toldsuclear receptor (25).

Overall, these nuclear receptors are potent trgotgor factors that can activate transcription
upon ligand binding. The MR is only expressed ia distal renal tubule and specific tissues or
cells such as the brain. It has a high affinity &dproximately 0.5-2nM) for glucocorticoids such
as cortisol, corticosterone, and aldosterone wisichform of mineralocorticoid. Due to its high
binding affinity and location specificity, the MRa& a function in maintaining sodium-retaining
balance in the colon and sweat glands (26). It alsgs an important role in the feedback
regulation of HPA axis by acting on the centraivoais system (CNS) (1, 2). In comparison with
the MR, the GR has a lower affinity {kor cortisol approximately 10-20nM) and does notéha
a restricted expression. It is found in blood andsmof the human organs and tissues,
particularly in the lungs, spleen, brain and liv€he GR related responses of cells in these
regions not only depend on the presence of the GRilbo its concentration and the proportion
to the glucocorticoids. The GR is mainly resporesibidr mediating the observed biological

effects when glucocorticoid levels rise as a respdo stress (27).

1.2.1 Expression of human glucocorticoid receptor gene

Human glucocorticoid receptor gene (hGR) is locatecchromosome 5, at the locus 5931-
32 and comprises of 9 exons over 140 kb nucleatifiee protein coding sequence of hGR is

made up by exon 2-9, with exon 1 and 9 being thanst 3’ untranslated regions. 3 promoter
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regions in exon 1 are thought to be important focgcorticoid receptor gene regulation (Fig.
1.3). None of these promoters contain typical qum@moters such as TATA box or CCAAT
motif. Instead, they all contain an array of birgisites for various proteins such as AP-1, AP-2,
SP-1, Yin Yang 1 (YY1) and NkB (27). A putative interferon regulatory region amdequence
resembling glucocorticoid response element weie falsnd further upstream in exon 1 (8). This
variety of transcription factors binding sites mayplain the observation of GR being
constitutively expressed under different physiatagiconditions. Alternative splicing of hGR
produces several isoforms, with h6Rnd hGR being the most abundant (28). These two
isoforms both contain identical exon 1-8 (up to @&Tino acids) and it is the divergence beyond
exon 9 that confers the difference in their funesioThe classical hGRprotein has a molecular
weight of 94kDa and consists of 777 amino acids éxpressed in most human tissues and cells
and is a ligand dependent transcriptional factor. cbmparison with hG& very little
information has been published on HGRGR3 protein has a molecular weight of 90 kDa and
consists of 742 amino acids. It is expressed inigue set of human tissues and cells but with a
much lower concentration compared with iGR8). So far, there is no evidence on whether
hGRB binds to glucocorticoids. However, it was foundtthGR inhibits hGRx in cell culture

and may be correlated with glucocorticoid resistaf28).
1.2.2 GR Protein Structure

Being the first cloned and sequenced nuclear recapember, GR consists of several
functional and structural domains in a modular f¢28). These are the N-terminal (NTD), DNA
binding domain (DBD), hinge region, ligand bindidgmain (LBD) and C-terminal (Fig. 1.3).
The NTD consists of 420 amino acids and is higldyiable among different forms of the GR
(30). NTD contains a ligand independent domainedalAF-1 (activation function 1) spanning
from amino acid 77-262 (31, 32), which is ablerteract with GR cofactors and pre-initiation
factors such as TFIID and TBP thereby maximizimgscriptional activation (Fig.1.3) (8). Apart
from being hormone independent, AF-1 also contaiesidues that are target for post
translational modifications such as phosphorylat&umoylation or ubiquitination (33, 34). In
the human GR, AF-1 contains phosphorylated resi®2€3, S211 and S226. S211 and S226 are
thought to be particularly important in GR relateghscription as they were found to be targeted
by major kinases cyclin-dependent kinase (CDK) mnitwgen activated protein kinase (MAPK)

families respectively (35).
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The DBD (between amino acid 421-488) is the mostseoved region within the nuclear
receptor superfamily (2, 5). It consists of highbnserved amino acid sequences along with two
characteristic zinc fingers which target specifid®(Fig. 1.3). This domain plays a major part
in dimerisation, nuclear translocation, and thernattion with the GR response elements in the

target gene which eventually induces transactina{3®).

The DBD is not the only domain that has the abtlitynduce protein dimerisation, the LBD
(between amino acid 527-777) is known for its disgeion function and its selective binding
ability (36). The LBD is located near the C-ternsnjoined with the DBD by a hinge region. It
contains a dimerisation surface as well as AF-2tigadtion Function 2) which is an AF-1 like
but smaller transactivation domain spanning acamsso acid 727-763 (37). In contrast to AF-
1, AF-2 is ligand dependent and forms contact witiumber of coregulators. Its structure is the
reason for LBD being ligand and cofactor specifibe LBD is composed ai-helices ang-
sheets that form a hydrophobic pocket which cauwl Ibina number of cofactors and leads to a
stabilising structure. Furthermore, unlike oth@&rasitd nuclear hormone receptors, the GR:LBD
has an additional charged pocket which is thoughbd crucial in its selectivity of cofactors
binding (37).

The C-terminal helix (helix-12) is important to AFfunction as it determines which
coactivator or corepresser to bind with (5, 38).aWhGR is bound with agonists such as
dexamethasone, helix-12 changes from an “open’tipasio one closed over the bound ligand
which subsequently presents a favourable surfacedactivators to bind with. In comparison
with GR agonists, antagonists such as RU486 prewai®-12 to close properly over the bound
ligand. This is because antagonists tend to hale chains which are too long to be contained
within the binding cavities. As a consequence edéht receptor surfaces are created to interact
with corepressors and prevent coactivator intesasti5, 37). The LBD structure is essential as
GR is a ligand dependent transcriptional factorar@es in the LBD affect many GR activities
such as heat shock protein interaction, nucleanskoaation and interaction with other

transcriptional proteins (Fig. 1.3) (39, 40).

Nuclear translocation is also dependent on the riudear localisation sequences, namely
NL1 and NL2, located next to the DBD and LBD. Inmgmarison with the poorly defined NL2,
NL1 is found between residues 479-506 and is kntmplay a major role in shuttling GR in and
out of the nucleus by the interaction with the imipofamily of proteins (5, 39, 40).
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Figure 1.3 The human glucocorticoid receptor stmect(A) Schematic representation of GR

structure

The receptor is encoded by nine exons. The pratedng regions are in exon 2-9. Alternative
splicing at exon 9 produces two abundant isoforhGRe. and hGR. The glucocorticoid

receptor consists of a common nuclear receptoctsire, N-terminal, DBD and LBD which are
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joined by a hinge region and C-terminus. The maaiable N-terminal domain is highly
immunogenic and contains activation function dom&iF-1) which is responsible for
enhancing transcriptional activation and phosplabiph of GR (adapted from (41))B) The
schematic structure of zinc fingers in the DBD.The DBD locates in the central part of the
amino acids sequence (single letter codes). Ibimsposed of twar-helices (boxed sequences)
along with two highly conserved zinc fingers. Thi®main plays an important role in
dimerisation, nuclear translocation and transattbman GR (33, 42)(C) The crystal structure

of LBD. The crystal structure of LBD consists of @zhelices (including the ligand-dependent
activation function, AF-2 coactivator helix) andsall 3 strands which form a three layer,
helical domain. The AF-2, depending on the positanthe C-terminal helix (helix-12),
undergoes conformational changes when binds todigand enables specific interactions with

coregulatory proteins.

1.2.3 Mode of action of GR

The classic mode of action for steroid hormoned @ag glucocorticoids is through direct
activation or repression of genes. The three keiyiies in triggering glucocorticoid response

include ligand binding, nuclear translocation aridAbinding.

In the absence of glucocorticoids, GR resides enaytoplasm forming a stabilised heter-
oligomeric complex with heat shock proteins 90, 30, immunophilins and several other co-
chaperone molecules such as p23 (43). Upon ligamtiny, the receptor complex undergoes a
conformational change which causes GR to dissodrate the complex. This allows GR to
dimerise and translocate to the nucleus and biid the glucocorticoid response element of the
target gene which subsequently induces eitheratativ or repression (Fig. 1.4) (2).

Other than through direct DNA binding, GR also \eaiies or represses genes through
interacting with various transcription factors acafactors. GR consists of AF-1, a hormone
independent domain in its N-terminal, and a ligaegendent domain AF-2 in its LBD region.
These two domains allow GR to interact with othranscription factors in several ways. For
instance, GR can bind with transcription factorgaeent to the binding sites in a tethering
manner, which is referred as the glucocorticoighoesive unit (GRU). The composition of GRU
is diverse and is tissue specific. Through this maaesm, GR interacts with a selection of
transcription factors such as nuclear fagi®r(NF«B) and activator protein complex 1 (AP-1) in
the GRU and integrates multiple signals into a mgiater glucocorticoid response than direct

binding with GRE (2). Upon binding to the GRU, agation with cofactors may occur through
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interaction with the activation function domains@iR. This can lead to either a negative or a
positive effect on the transcription machinery, eleging on the binding sites and the cofactors.
The exact mechanism for termination of glucocoiticoesponse is not fully understood,

previous studies suggest that GR is able to regulself via protein degradation through the
ubiquitin-proteasome pathway and through self loigdo its own promoter (44).
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Cod (coactivator) or CoR {corepressor)

Figure 1.4 Mechanisms of glucocorticoid receptor dion

Once glucocorticoid diffuses through the cell meamnla;, it activates GR and causes the
inactive cytoplasmic heat shock protein (HSP) caxpb release GR. This causes GR to
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dimerise and translocate to the nucleus to bindh wgiticocorticoid responsive elements
(GREs) of the target gene. This in turns eithefvatds or represses gene transcription
depending on the recruitment of cofactors (CoA @oR) and the interaction with the basal
transcription machinery (GTFs and Pol Il). The watitd GR can bind with transcription
factors such as nuclear facid® (NFxB) and activator protein complex (AP-1), if theyear
bound with their own target DNA element, they cahilbit transcription through recruitment
of corepressors.

1.3 GR: the transcription factor

1.3.1 General transcription

Gene expression is regulated by many processe$witlide RNA transcription, transport,
degradation and post translational modificationariBeription is one of the major regulatory
mechanisms, it is a process carried out by copgemgetic information from DNA into a RNA
sequence by enzyme RNA polymerases. Under a tigiahtrolled process the RNA has an
important role in acting as a template in protsintsesis during translation. RNA polymerase I
(pol 1) is a particularly important enzyme for slyasising messenger RNA (mRNA), small
nuclear ribonucleic acid (SnRNA) and microRNA thgbunitiating transcription. This requires
binding of RNA pol Il to the promoter, which is tigally a short A/T rich sequence around 30
base pairs upstream from the transcription steet Siuch binding motif is named the TATA box
which was also the first characterised eukaryotice goromoter (45). Eukaryotic RNA pol 1l
itself cannot recognise the promoter, it reliestioam recruitment of the TATA binding protein
(TBP) complex, which contains a number of TBP emded factors (TAFs) including one of the
general basal transcription factor TFIID. TFIID tnto the TATA box via the TBP complex
and recruits other general basal transcriptionofac(TFIIA, TFIIB, TFIID, TFIIE, TFIIF and
TFIIH) which are also important in aiding transtigo initiation (46, 47). Once transcription
begins, it continues downstream from the transorptstart site, through elongation and
eventually terminates. Apart from binding with theomoter region, transcription can also be
regulated by the interaction between transcriptiofa@tor and the enhancer region. In
comparison with the promoter, enhancer is morestnaption factor selective and can be located
upstream or downstream from the TSS, within the-canling section of gene- the introns or
even on different chromosomes. When transcriptiantiVator such as GR or activator protein 1
(AP-1) is bound with the enhancer, a protein complamed the mediator is able to transduce
signals by forming contact with general transcaptifactors and RNA pol Il at the promoter
(Fig. 1.5) (47).
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Glucocorticoid receptor is able to control gernangcription through the interaction with
either the promoter or the enhancer region of nesipe genes (48). These regulatory regions are
categorised into four groups, the simple glucocoiti response element (GRE) and the
glucocorticoid half site (GRE1/2s), which are inved in activation of gene expression. For gene
repression, there is the negative glucocorticogpoase element (h\GRE). Furthermore, there is
the tethering GRE which is involved in both negatand positive gene regulations (Fig. 1.6).
Apart from nuclear translocation and intracellulateractions, the function of GR is also

affected by various post translational modificai@md the cofactors that are recruited.

ERLY RHA Pol 1l .
g =5

= X

upstream -— Transcription start site — » downstream
Figure 1.5 Model of general transcription

Initiation of transcription requires RNA polymeraséo form contact with the TATA box by
recruiting the general transcription factors. TFIHhds to the TATA box via the TBP
complex and subsequently recruits TFIIB, TFIIF, TB-and TFIIH. Transcription factor
such as GR can aid transcription by binding to eénbancer region (upstream from the
transcription start site) and the mediator compleereby forming contact with the basal

transcriptional machinery.
1.3.2 Transactivation

The simplest way for transcriptional activationtl® direct binding of GR to the positive
glucocorticoid response element (GRE) with a pnesip identified consensus sequence 5'-

GGTACANnNnTGTTCT-3, also called the simple GRE (Fig6) (2, 49). All GREs have the
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same imperfect palindrome structure which is coragdas two half site sequences with a three
base pair spacer in between (49). Due to thisapsttucture, dimerisation of GR is crucial as it
requires two monomers to bind with two half sités @R:DBD. Such binding sites are referred
as the simple GREs. Although they share substasimilarities with the consensus GREs,
individual GREs can still differ according to thgiositions, number of copies, distance from
their transcription start sites and their sequenicea study of A549 human lung cells, GR direct
targets such as glucocorticoid induced leucineaifILZ) and human inhibitor of apoptosis

(HIAP) were identified. Strong correlations wereuiiol between glucocorticoid response, GRE
architecture, along with GR occupancy and core @Rlibg sites, which suggest that these

factors may be the determinants for inducing glocooid response (2, 50).

Native GREs usually exist as a part of “composl&anents”, which are comprised of GR
binding sites and multiple regulatory factors sashenhancer binding proteins (C/EBPs) and
hepatocyte nuclear factor 4 (HNF4) (2, 50). Thecgtwrticoid induction level is usually higher
in this case as the glucocorticoid response ionht dependent on the binding of the GRE, but
also on the interaction with these proteins. Oaradly, GR binds with the DNA as a monomer
rather than a dimer to a sequence which is calledaRE half site (GRE 1/2s) (51, 52). Unlike
simple GRE, GRE1/2s generally requires either amltht transcription factors or multiple
copies to mediate glucocorticoid response duedwm tbw binding affinities to GR.

Once GR is bound with these regulatory regionshantarget gene, it recruits coactivators
which falls into a few major categories based oairtmode of action, for example the
nucleosome remodellrs, the chromatin modifiers dhdse that interact with the basal

transcription machinery (32, 33).

Once GR is bound at a positive GRE, be it simpleoonposite, it recruits coactivators which
tend to fall into three major categories basedhair imethod of action; nucleosome remodellers,

chromatin modifiers and those which interact with general transcription factors.
1.3.3 Transrepression

Repression of gene transcription is achieved bgctivinding to negative GRE or interaction
with  DNA-bound transcription factor in the regulatocomplex. nGRE have a similar
recognition sequence to GRE. However, due to ighlii variable consensus sequence
(ATYACnNNnTnTGATCn), nGRE mediates transcriptionapmession rather than activation (2).

This mode of action is proposed in proopiomelantiedPOMC) gene, where GR interacts with
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DNA both as a homodimer and a monodimer. As nGREit®rown is not sufficient for
transrepression, GR also interacts with other tr@pison factors that are located close to the
POMC promoter region thereby hinders the interastibetween TATA binding protein and
RNA polymerase 1l (53, 54).

Besides direct binding to nGRE, repression of tapson can also occur at tethering GRE,
where GR binds with certain nuclear bound transiompfactors such as AP-1, NB, and
enhancer binding proteins (C/EBPs) (55, 56). Itamimatory genes, there is no nGRE being
identified and it is thought that inflammatory resge is induced via GR acting on pro-
inflammatory protein such as NB and AP-1. NkB is a heterodimer that usually consists of
two monomeric proteins, P50 and p65. Like nuclearnmtone receptor, N&B is usually
associated with the cytoplasmic inhibitor proteiBd in an inactive state. NdB is activated by
a number of extracellular stimuli including cyto&s (e.g. tumour necrosis factor (TNF) and
interleukin-1 (IL-1)) and viral infections (e.g. Xgrotein from human T cell leukaemia virus)
(55, 56). These extracellular signals activatB kinases (IKKs), which in turn causeBa
degradation through ubiquitin-proteasome pathway dissociate with NEB. Once NKkB is
free from association withBa, it translocates to the nucleus and bind to tkpaese elements

of the pro-inflammatory genes (55, 56).

Glucocorticoids can also trigger the anti-inflamargt response through interacting with
NF«xB. The exact mechanism for this is not fully ursdeod, but it has been proposed that GR
inhibits p65-induced transcription by interferingithv several activities such as histone
acetylation, which is controlled by histone acetyisferase (HATs) and histone deacetylases
(HDACs), and RNA polymerase Il phosphorylation (538). High concentration of
dexamethasone is able to induce constant HDACsesgjan which leads to deacetylation of

histones and subsequently represses target gefles (5

GR represses AP-1 activity in a very similar wayhte NB. AP-1 is usually a heterodimer
protein that consists of members such as Jun,detisating transcription factor (ATF) and Maf
families. In particular, the interaction between @Rl c-Jun is thought to be the key for gene
transcription and that the composition of AP-1 play critical role in the direction of gene
regulation. GR is able to repress or activate thesphorylation of mitogen-activated protein
kinases (MAPK) such as c-Jun N-terminal kinase (JMiereby affecting gene transcription
negatively or positively (2, 59). Although thereagreat deal of similarity between && and

AP-1 regulation, each of these mechanisms is &t} different depending on the promoter,
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receptor and cell type. Several models were praptmeGR-mediated repression between AP-1
and NKB signalling, including direct binding of GR to APand NKkB to prevent binding to
their response elements, competition between GR thede proteins for binding to their

overlapping response elements and for binding wofactors such as CBP (2, 59).

FPositive GRE MNegative GRE

Competitive

Composite
GRE-half site

Tethering
Figure 1.6Mechanisms of GR interactions with regulatory elemets

GREs are distinguished as simple, composite ahdriaty GRE. There are four binding sites
for GR, which include simple positive GRE, GRE-haite (transactivation), nGRE
(transrepression) and tethering GRE (can be eitleggative or positive regulations).
Transcription is also affected by the competitiathvether transcription factors such as AP-
1 and NkB (adapted from (2)).

1.4 Post translational modifications

Apart from cellular localisation and molecular irgtetion, nuclear receptor response is also

regulated by various post translational modificasicsuch as phosphorylation, sumoylation,
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ubiquitination, acetylation and methylation. Di#at isoforms of nuclear receptors may result in
various levels of translational regulation, whiakad to various degrees of signalling and
ultimately affect processes such as tissue andlaeltlistribution, protein-protein interactions,

transcription and protein turnover.

Among different types of post translational moditions, the study of phosphorylation in
GR function has attracted the most interest. GR phosphoprotein and human GR contains 5
phosphorylated residues in its N terminal domaifr-@@, which are amino acids serine 113
(S113), S141, S203, S211 and S226 (8, 60). Inqudati, S211 and S226 are thought to be
significantly important to transcriptional regutatii Phosphorylation is controlled by a group of
enzymes named kinases, and these include mitogesatad protein kinase (MAPK), cyclin-
dependent kinase (CDK), and glycogen synthetasas&i3 (GSK-3). These kinases carry out
their effects by recognising the phosphorylatioessiin their target proteins and by adding a
phosphate molecule to the amino acid. Analysis@RIphosphorylation sites indicated that a
p38 MAPK phosphorylates GR at S211 in lymphoid <ahd that such phosphorylation
correlates with GR transactivation (8, 60). It wasther shown that in the presence of
glucocorticoids, the GR phosphorylated at S211 stoarates from cytoplasm to nucleus.
However, phosphorylation may also affect gene tmapson negatively depending on the
phosphorylation site (61, 62). For instance, it hasn shown that GR phosphorylation at S226
by JNK leads to a repression of GR transcripticalivity (8, 63). Additional research also
proposed that phosphorylation may be linked to mather processes. These include ligand
binding, nuclear translocation, receptor hormonelinig, interaction with general transcription
factors, receptor dimerisation and protein stabil#4, 64). However, the exact mechanism is

unclear and further research is needed to determatecular details.

Other post translational modifications also affgehe transcription in various ways. Ubiquitin
proteasome pathway is controlled by a large grolglifferent proteins such as ubiquitin-
activating enzymes (UBAs), E2 ubiquitin-conjugatiemgzymes (UBCs), and E3 ubiquitin-ligase
enzymes and that GR was thought to be a targetdmuitination (64). Furthermore, a small
ubiquitin-related modifier 1 (SUMO) is responsilide targeting proteins that are also implicated
in gene regulation i.e. transcription factors, gotators and chromatin remodellers (65). It
triggers sumoylation which is involved in mediatipgotein stability, localisation and the
transcriptional regulation (61). It is thought thlNK dependent GR phosphorylation may be
linked to sumoylation thereby affecting its targggne transcription (8). Others such as
acetylation and methylation of coregulators caro affect transcription through chromatin
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remodelling thereby altering gene transcriptionR f&cruitment with HDAC2 has been shown

to have an inhibitory effect on interleukif-Induced histone H4 acetylation (49). The diverse

post translational modifications are reversible anel closely related to GR functions. Together
this indicates that GR signalling should be angragon of multiple processes rather than a
single input (66).

1.5 GR cofactors

Cofactors are recruited to interact with DNA-boumdceptors and support either
transactivation or transrepression. DNA is packagéal chromatin in a compact structure and
these cofactors can regulate transcription thraalggring the chromatin architecture or forming
direct contact with the transcriptional machinefjhe recruitment of cofactor proteins are
promoter and cell specific, they are divided i@ tgroups, coactivators and corepressors. Most
of the coregulators function as large protein caxes and possess various activities which
contribute to the chromatin structure alteratidas. instance, a complex with coactivators that
consist of histone acetyltransferases (HAT) is afolemodify chromatin and thus induce
transactivation. Some of these complexes may alaeist of proteins with other functions such
as ATP dependent chromatin remodelling, histonénerg methyltransferases activity, RNA
processing and mediating interactions with the dtaptional machinery. In contrast,
corepressor complexes usually contain HDACs whioh @ble to reverse HAT activities.
Occasionally, some complexes may contain protelmst tare able to recruit additional
corepressors through ligand binding (Fig. 1.7) (66)

33



Histone arginine
methyltransferase

ATP-dependent RNA and RNA
chromatin remodelling Histone acetyltransferase processing Mediator

Nuclear re..,epld'

. !
\ Repression \_/) ’

\ ,

Ligand-dependent
ATP-dependent

Corepressors
chromatin remodelling

Histone deacetylase

Figure 1.7 Coregulators in nuclear receptor transciption

Transcription regulation requires numerous cordguaprotein complexes that contain
coactivators and corepressors with various funstiand enzyme activities. Coactivators
(green) aid transactivation through various fun@iowhich include ATP-dependent

chromatin remodelling, histone acetyltransferassisvity, RNA processing and acting as a
mediator in RNA polymerase (Pol Il) interaction. dontrast, the corepressor contains
function such as histone deacetylase which packelgesnatin in to a “closed” position to

prevent the transcription factor binding and subsetly represses transcription.

Furthermore, some of corepressor is able to reganeral corepressors upon ligand binding
and enhance transrepression. llA, IIB, IIE, IIFH,I1J, general transcription factors (adapted
from (67)).
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1.5.1 Coactivators

= Histone acetyltransferases (HATS)

Many GR coactivators are known to possess histoag/léransferases activity. DNA is
packaged into chromosomal material which is callezlchromatin. Each chromatin is in a
compressed structure which consists of nucleosombsch acts as a unit of DNA
packaging that contains around 146 base pairs oA Bkbpping a protein histone octamer
core made by two of the histone molecules, sucH2%, H2B, H3 and H4 (68, 69). Each
nucleosome is linked by one molecule of histon¢&i1l)( HAT is an enzyme that catalyses
acetyl group transfer to lysine residues in histoNeterminal tail within chromatin thereby
disrupting its positive charge. This reduces tHai&y between histones and the negatively
charged DNA phosphate backbone, which in turnslifatgs chromatin into an “open”
structure to allow DNA to become more accessibtetfanscription factors thus increasing
transcription activity (68, 69). Such acetylatisndentified in coactivator complexes such as
pl60/SRC, CBP/P300, and P/CAF.

P160/SRC (steroid receptor coactivator) is a grouproteins that binds with nuclear
receptor in a ligand dependent manner. So farethes three classes of p160 protein being
identified according to their sequences which idel$RC1 (NcoA-1), SRC2 (GRIP1/ TIF2
/INcoA-1) and SRC3 (pCIP/ACTR/AIB1/TRAM) (70-72). &be proteins are able to activate
transcription by interacting with the LBD of GR Wiaeir unique “LXXLL" motifs (where L
is leucine and X is any amino acid) in a receppacdic manner. Although p160 is not HAT
proteins, the major role of p160 proteins seembetdo recruit other HAT proteins to the
coactivator complex, for instance, SRC1 has beparted to recruit HATs such as P/CAF,
CBP, P300 or histones methyltransferases (HMTH) ascCARML1 (73, 74). SRC family are
well known coactivators however, some of the membmich as SRC2 (GRIP1/ TIF2
INcoA-1) may also have a role in repressing geaestrription. Functional analysis has
shown that GRIP1 contains a repression domainitii@tacts with GR at N&éB tethering
GRE in the IL-8 gene and AP-1 tethering GRE indbkagenase-3 gene (75).

CBP (CREB-binding protein) and P300 (E1A bindingtpm p300) are closely related
proteins. They play an important role in gene ation and in overcoming chromatin
mediated repression (76). Apart from being HATs PGEB00 complex also act as a scaffold
protein to recruit other coactivators such as pl8QGdso forms direct contact with RNA pol
Il via TBP and TFIIB to facilitate GR mediated genanscription (73). CBP/p300 complex
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interacts with numerous nuclear receptors and d¢rgtgonal factors (i.e. p53, CREB), either
through direct contact with AF-1 in the nuclearegor, or indirect interaction with other
coactivators (70, 77). Occasionally, CBP and p3@Y fanction differently or even act as a
corepressor in a cell specific mode. In the casmafise Schwann cells, p300 inhibits GR

transcription whereas CBP does not have any fumatieffect (78).

Different HATs may have different preferences f@ttnes, for instance, P/CAF exhibits
a preference for H3 over the other primary targét Hke CBP/p300, P/CAF can interact
directly with nuclear receptors and also recruiteotcoactivators such as p/300/CBP, SRC-1
and SRC-3. In addition, P/CAF is able to form a ptar with other cofactors such as TAFs
(TATA box binding protein associated factors) thwrdéorming a direct contact with RNA

polymerase Il core machinery (79, 80).

= Histone methyltransferases (HMTS)

Similar to acetyltransferases, histones methylfeaases (HMTSs) can also target histones
such as H3 and H4 and cause transactivation osrgpression. Members of HMTs are
categorised into three groups. These include thésiBe 9 (H3-K9)-specific HMTs such as
Suv39HI and G9a, which are responsible for geneessjion and silencing, the H3 lysine 4
(H3-K4)-specific HMTs i.e. Set9 and the proteiniaimge methyltransferases (PRMTS) such
as PRMT1 and coactivator associated arginine me#mgferases (CARM1/RPMT4), are
both found to be involved in activating transciyoti(81).

=  Chromatin remoddllers

Activation or repression of transcription requinesmrrangement of chromatin from a
condensed “closed” structure to an “open” form deneral transcription factors to access.
Promoter bound GR is known to recruit chromatin odellers which are either responsible
for covalent histone modification such as HATSs atatysing the nucleosomal repositioning
on DNA in an ATP-dependent manner through proteimglex such as SWI/SNF.

SWI and SNF were firstly identified in yeast, bidewular study has shown that GR can
target SWI/SNF complex to hydrolyse ATP. This irntudisrupts the binding affinity
between histones and DNA thereby regulating geonesrating type switching (82). A
homologous complex of SWI2/SNF2 in yeast was idiedtiin mammals named brahma

(brm)/ brahma-related gene 1 (brg-1). It has begonted that human brm/brg-1 interacts
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with GR in a ligand dependent fashion and subsetyusupports transcriptional activation
(83).

=  Mediator

GR can form contact with general transcription destand RNA pol I, either through
interaction with P/CAF complex which contains TAJ¥,through mediator complex such as
DRIP/TRAP/ARC. The yeast two hybrid studies havevan that DRIP150, which is a
member of DRIP complex, enhances GR:AF-1 mediatatsactivation. In addition, it was
also shown that DRIP150 interacts with another menidRIP205, which binds with AF-2
of GR in a hormone dependent manner. The resufigesti that DRIP150 and DRIP205
activate GR in a synergistic manner and are pgssiblved in coordinating AF-1 and AF-
2 functions (84). DRIP150 is also proposed to irtifanscription as DRIP150 was found in
a human corepressor complex named NAT (84, 85).

= Other coactivators

Apart from the coactivators mentioned previouslyere are still many coactivators
involved in GR signalling via different processesl anteractions. Such as the E3 ubiquitin-
protein ligase (E6-AP and RPF-1), which catalysedgin degradation and coactivates GR
transcription in a ligand dependent mode. In addjtthere are selective coactivators such as
the steroid receptor RNA activator (SRA), whichpesent in the SRC-1 complex and
interacts with AF-1 of the steroid receptors toamde transcription (68, 80).

1.5.2 Corepressors

= Histone deactelylases (HDACS)

As mentioned previously, acetylation neutralises fwositive charge on histones and
weakens the binding affinity between the histoned ®NA to activate transcription.
HDACSs induce opposite effect in comparison with HAThey repress gene transcription by
removing the acetyl groups from lysine. This inse=athe positive charge of histones and
facilitates histones binding to DNA thereby prewegttranscription. There are three classes
of HDACs in humans being identified so far. Althbuig is known that they are involved in
transcription repression, however, the exact péctig still unclear. Class | (HDAC1,
HDAC2, HDAC3) such as HDAC3 is able to direct irtelr with and activate NCoR and

SMRT which further recruits other HDACs 4, 5 andHDAC1 and HDAC2 were found to
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interact with the mammalian protein Sin3 which ®duently recruit NCoR and SMRT.
How these corepressors mediate Sin3 repressiontisully understood (86, 87). Class I
HDACs (HDAC4, HDAC5, HDAC6 and HDAC7) have also hegemonstrated to interact
with NCoR and SMRT in Sin3. However, only class DACs were identified in
SMRT/NCoR in human cells ofenopus oocytes (88, 89). Other repressor proteins such as
RIP140 (receptor protein interacting 140) and LGbgand dependent repressor) have been
shown to interact with the nuclear receptors inicigdGR via their LBD thereby reducing
transcriptional activity, Besides the direct intdr@an between corepressors and the nuclear
receptors, class | or class Il HDAC complex suchva®2/NURD can also affect nuclear
receptor dependent transcription by targeting clatommodification via their histone
interacting protein i.e. RbAP46/48, the snf 2 oA TPase Mi-2, and methyl-DNA binding
proteins i.e. MBD2 and MeCP1, thereby preventingootatins become accessible for

transactivation (81, 90).

Another class of nuclear receptor cofactors, NCold 8MRT are the first two related
corepressors that were found to interact with @mded nuclear receptors such as thyroid
hormone receptor (TR) and retinoic acid receptoARR (91, 92). It was found that this
interaction is mediated by a conserved amino aeidk motif, CORNR box, of consensus
sequence LXXI/HIXXXI/L (where L is leucine and | isoleucine, H is histidine and X is
any amino acid residue) (93). As NCoR and SMRT alao recruit other corepressors via
their repression domain, it is thought that NCol &MRT create a connection between the
corepressors and nuclear receptors. Post transtiodifications of the nuclear receptors,
such as phosphorylation, acetylation, methylatidnguitination and sumoylation provide a
further level of regulation of the nuclear hormoreceptors (Krstic-Demonacos and
Demonacos, 2001). These maodifications link steremkptor signalling to other signalling
pathways and create a context dependent levelafaton of transcriptional activity.PTMs
provide reversible switches for the activity analgity of co-regulators and link their action

to cell signalling pathways.

1.6 GC induced apoptosis and resistance
1.6.1 GC resistance

Glucocorticoid resistance is a rare, familial ampbradic condition characterised by the

reduced response to GC in the target tissues t& whlich is called primary generalized GC

resistance. This in turns leads to the activatibthe hypothalamic pituitary axis which results
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the increasing of plasma cortisol concentrationsicivis a sign of Cushion diseases (94). In
cancers such as acute lymphoblastic leukaemia @tebsarcoma, the most common GC
resisatnce occurs when the cells bypass GC indapegtosis. The molecular basis of such
condition can be due to either the loss of GR fioncor a lower GR expression. For instance,
GR downregulation may be ascribed to GR promotgvigcinfluenced by transcription factors

such as AP-1 or Ets proteins. On the other handfu@Btion may be impaired due to mutation
thereby altering GR transcriptional regulation (95he molecular study of GC sensitivity has
revealed many candidate GR target genes that #iGakcm regulating apoptosis, including the

components of apoptotic machinery such as the IByvephoma 2 family (Bcl-2) (96, 97).
1.6.2 GC induced apoptosis: extrinsic and intrinsic pathvays

Apoptosis is a cell defense mechanism which seilwvesmove excess, damaged or infected
cells in organisms. It is a form of cell death pmygme that is mediated by caspases, which are
essential proteases in tissue homeostasis. Theretvaw apoptotic signalling pathways

established so far, the intrinsic pathway and #tigresic pathway.

The extrinsic pathway is initiated by ligand meddactivation and the death receptor. For
instance, the pro-inflammatory cytokine tumour wew factor (TNF) can bind to its death
receptor tumour necrosis factor receptor (TNFR)cWwhgpans the plasma membrane and causes
conformational changes thereby recruiting adapteteocules like FADD to form a protein
complex, termed the death-inducing signalling cargDISC). The protein complex results in
the activation of the initiator caspase 8, whichdee to the cleavage of the downstream effector

caspases such as caspase 3 and subsequently ingapéssis (Fig. 1.8) (98, 99).

The intrinsic pathway is a classic apoptosis pathwehere the Bcl-2 family regulates
apoptosis in response to intracellular stress. iftrmsic pathway is closely associated with the
permeabilisation of the mitochondria for activatioh caspase 9. Such permeabilisation, also
called the mitochondrial outer membrane potenti®MP), is regulated by the Bcl-2 family
and the cell fate is determined by the balance é&twthe expression of the pro- and anti-
apoptotic Bcl-2 family members (43). Depending twe individual Bcl-2 family members’
functions, they either permit the release of apg@nic factors within the mitochondria (i.e.
cytochrome c, Smac/DIABLO, Omi) into the cytosolf keep them sequestered. Once
cytochrome c¢ has escaped into the cytosol, itat@s the assembly of apoptosome complex
comprising of Apaf-1 and caspase 9. This in tutivates caspase 3 and 7 and induces apoptosis
(Fig. 1.8) (100). For instance, upon cytotoxic sign pro-apoptotic proteins such as Bad and

39



Bim are phosphorylated by protein kinases PKA atil Ahis causes the other pro-apoptotic
member Bax to translocate to the mitochondria amohfa complex with another pro-apoptotic
Bcl-2 family member Bak, which is inserted into thatochondrial outer membrane. The
activated Bak/Bax can form a mitochondrial apom@sduced channel and mediate the release
of cytochrome ¢ which then activates apoptosomeaaseties of downstream caspases to trigger
apoptosis. In contrast, the anti-apoptotic Bcl-2ilddlock the release of cytochrome c, possibly
by inhibiting Bax /Bak (101).

Extrinsic Apoptosis

o Death  (FasL, TMF-u, S ;
Death O}g ligands gnd TRAIL) Intrinsic Apoptosis
recaplons =T . v o Death stmidus  (stress,
u¥, DNA

damage)

Fro-catpasa-3

{effector caspases) Milochondral
dastabiization/
aysfunction
Casms;e-'.?-"-—-b- 1
Death

Figure 1.8 Apoptotic signalling pathways

There are two forms of signalling pathway, theindic stress pathway is mediated by the
Bcl-2 family under condition such as stress, U\adiation or DNA damage. The Bcl-2
family induces mitochondrial outer membrane por{fiOMP) which releases cytochrome
c to target Apaf-1 thereby facilitating caspaseexecute apoptosis. Such signalling pathway
can be repressed by inhibitor of apoptotic prote(itsP), which is controlled by
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mitochondrial protein Diablo/Smac. The extrinsigath receptor pathway is triggered by
signals such as FasL, TNE-and TRAIL from other cells, which activate deaéteptors
and recruit caspases through the adaptor protei-&#%sociated death domain (FADD)
(adapted from (102)).

1.7 Mechanism of GR induced apoptosis

Chemotherapeutic drugs such as glucocorticoid heen widely used for the treatment of
cancer such as lymphoid malignancy due to thelityabo facilitate MOMP to induce apoptosis.
Several mechanisms currently stand for GR indun&thsic apoptosis, for instance, the ligand
activated GR may directly binds to its target gewb&h have an apoptotic function i.e. the Bcl-
2 family members. Alternatively, GR may bind to #n@RE in the proinflammatory genes such
as AP-1 or other anti-apoptotic genes thereby itihd its transcription. Other theories also
exist including reduction in GR expression or whapeptosis occurs as a result of GC inhibitory

effect on cell cycle progression (103).

1.7.1 The Bcl-2 family: the pro- and anti-survival membeis

Bcl-2 (B-cell lymphoma 2) is an integral membranmetgin (25kDa) encoded by the bcl-2
gene (104, 105). This gene was first identifiedhiiman B-cell lymphoma and is considered to
be a central regulator in prolonging cell surviviay inhibiting apoptosis. There are
approximately 25 members in this family sharindeast one of four conserved Bcl-2 homology
(BH) domains, which determine their functions. dttherefore logical that the Bcl-2 family
members are characterised by the presence of fhasalistinct sequence motifs (Fig. 1.9).
Generally, members with all four domains are prodsal proteins, whereas proteins with BH1-
3 or BH3-only tend to be pro-apoptotic. The Bcla2Znfly consists of the anti-apoptotic proteins
Bcl-2, Bcl-X, Mc1-1, A1 and Bcl-W, or pro-apoptotic proteinack as the Bax and the BH3-
only families (Fig. 1.9) (106). Overall, the Bclf@mily can be divided into 3 groups according
to their functional structures; the pro-survivalmizers, Bax and BH3-only molecules.

Bcl-2 is an anti-apoptotic protein that is foundal types of cells. In comparison, Bcl-2
homologues such as Bcl->and Bcl-W become associated with intracellular foemes only in
the presence of cytotoxic signals. The majoritytie#se proteins are initially localised in the
cytosol, but have the ability to translocate inpaasse to death signals due to their functional
hydrophobic carboxyl-terminal domain, which is faanby the residues of BH1, BH2, and BH3.

It allows Bcl-2 to undergo a conformational charaged target the cytoplasmic face of the
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mitochondrial outer membrane, endoplasmic reticultmembrane and nuclear envelope and
eventually trigger apoptosis (107). As with theestbwo more divergent members, Mcl1-1 and
Al, currently not much information has been puldsibut it has been proposed that they have a
much weaker pro-survival activity in cells. Althdughe mechanism is poorly understood, it is
known that the Bcl-2 members have the ability tofdhomo- or heterodimers with each other,
which suggests the potential of mediating the bmdabetween the pro- and anti apoptotic

proteins.

The BH3 domain is thought to be the critical donfaintriggering apoptosis. So far, all Bcl-
2 members that contain only BH3 domain are pro-agamp BH3 itself is critical for mediating
apoptotic response, therefore BH3 only moleculesuaually categorised as a group on its own,
these include Bid, Bad, Bik, Bim, Bmf, Puma, Nox#tk/DP5 in mammals and Egll from
C.elegans (108).

Other studies have shown that the BH4 domain afeguptotic members such as Bcl-2 and
Bcl-X_ form a direct contact with the C terminus of Apaffhis prevents caspase-9 to associate
with Apaf-1 which indicates the possibilities oteahative mechanism (109, 110). In addition,
the cytochrome c/Apaf-1/caspase9 pathway may nthdenly signalling apoptotic pathway as
cells lacking Apaf-1 or cytochrome c can still urgte apoptosis (111). It was also shown that
dexamethasone induced apoptosis by activating saspavithout involving cytochrome ¢ and
Apaf-1 interaction (112).
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Figure 1.9 Members of the Bcl-2 family

1.7.2 Three Bcl-2 subfamilies have been identified accondg to their structure domains.
These include the pro-survival Bcl-2 family and thetwo pro-apoptotic families i.e.
the Bax family and the BH3-only family. Apart from Al and several BH3-only
proteins, most members have a carboxyl-hydrophobicegion (TM) which is
considered to aid association with the intracellula membrane. Bcl-2 and Bax
families are antiapoptotic channel-forming Bcl-2 poteins with at least three BH
domains (BH1-3) and a transmembrane anchor sequencé&hey are believed to be
anchored on the mitochondria membrane, whereas th&H3-only family acts as
“ligands” that form dimerisation with these channelorming Bcl-2 “receptors”
thereby regulating apoptosis. Post translational rgulation of the Bcl-2 family in

apoptosis

= Dimerisation, Phosphorylation, Sequestration and Proteolytic cleavage

Bcl-2 family can be regulated transcriptionally idigr different stress conditions and by
various post translational modifications. The Bdamnily can exert their functions either
independently or synergistically with other membeis dimerisation. It was reported that
Bax has the ability to either homo-dimerise to potencell death or to interact with its
inhibitor, Bcl-2 via its BH3 domain and abolish thenction of Bax itself (113). The yeast

two hybrid study revealed several possible intésast among the Bcl-2 family. These
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include (i) Bcl-2 with Bcl-2, (i) Bcl-2 with Bcl-X, (iii) Bcl-2 with Bcl-Xs, (iv) Bcl-2 with
Mcl-1, (v) Bcl-X, with Bel-X, (vi) Bel-X with Mcl-1 and (ix) Bax with Mcl-1. Details of
such interactions have not been elucidated, it suggested that these interactions may be

either direct or indirect, which requires additibbadging proteins (114).

Phosphorylation is particularly important in regilg BH3-only molecules such as Bad,
which is phosphorylated at serine sites S112 antlb.SPhosphorylated Bad is usually
sequestered by a 14-3-3 molecule in the cytosolisnthable to carry out its pro-apoptotic
function (Fig. 1.10). Upon death signal i.e. groviéictor deprivation, survival promoting
kinases such as Akt and PKA become inhibited. Tdasses the inactive Bad to be
dephosphorylated and to interact with Bcl-2 and-BcWhich eventually leads to activation

of caspases (115).

Alternative splicing in Bim results in three isafes including Bing., Bim,, and Bing. In
healthy cells, Bim remains inactive and is heldty microtubule associated dynein motor
complexes. In response to the death stimuli, Bimsatiiates from microtubules and
translocates to the mitochondria, where it interagith Bcl-2 and Bcl-X and eventually
promotes cell death. Exposure to certain apoptgijoals such as taxol can amplify the
release of Bim from the dynein light chain 1 antiarce apoptosis. It is known that Bim is a

key executer for apoptosis induction in many gges such as lymphocytes (108, 116).

Bmf is another BH3 only protein that functions invery similar way. Bmf is usually
sequestered by binding with the dynein light cha&nthat is associated with actin
cytoskeleton in the healthy cells (117). Certaimstus such as loss of cell attachment

(anoikis) causes Bmf to translocate and bind withBduring apoptosis(118).

Another critical BH3 protein is Bid, which is thdugto promote cell death through
activation of Bax and Bak and inactivation of ampieptotic members. BH3 domain in
inactive Bid is usually buried due to its protetrusture. The activation of Bid requires the
exposure of BH3 domain which is induced by the\@ge in its amino-terminal region. Bid
can be cleaved by caspase 8 which is induced bty digands in the extrinsic apoptosis.
Alternatively, it can be cleaved by caspase 3 angnzyme B which are involved in the
intrinsic apoptosis. Proteolytic cleavage of Biduiks in the production of tBid which targets
mitochondria and subsequently induces apoptosis. thought that proteolytic cleavage in
Bcl-2 and Bcl-X can also cause the exposure of BH3 domain andecoiheir functions
from anti-apoptotic to pro-apoptotic (119, 120).
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Figure 1.10 Post translational regulations of BH3 iy proteins

In healthy cells, Bim and Bmf are sequestered medylight chains (DLCs) associated with
microtubules or actin cytoskeleton respectively.obpcertain death signals, BH3 Bcl-2
members such as Bim and Bmf are released and ¢hterth Bcl-2 and their homologues
during apoptosis. Phosphorylated Bad requires kmasich as Akt and PKA to induce
dephosphorylation and activate Bad. Activation ofl Bequires proteolytic cleavage by

caspases or granenzyme-B to releases Bid and imdpoptosis (adapted from(117)).
1.7.3 GR: Transcriptional regulator of the Bcl-2 family

In response to the apoptotic stimuli, the Bcl-2tpirts are transcriptionally regulated by
certain cytokines, transcriptional factors and sa#lvepost translational modifications as
mentioned. The level of Bcl-2 transcription is imamt in cell death regulation, each Bcl-2
member responds differently depending on deathaisgnd cell types. Pro-apoptotic members
generally remain transcriptionally silent in hegltbells unless death signals are introduced
(121). Regulation of the Bcl-2 transcription is dadent on many processes and factors. These
include protein degradation and transcription fexctsuch as p53. Bax and BH3-only proteins
such as Puma and Noxa are thought to be the paltgaiscription targets for p53 (122-124).

For years GCs are known to invoke apoptosis andegyglarly used in treatments of acute
lymphoblastic leukaemia and related malignanci@$. (&1 some cases, cells may fail to respond
to GCs, the exact reason is unclear but there arg/rspeculations with genetic alterations being
one of the many possible reasons (125). The datailow GCs regulate apoptotic signalling is
not fully understood, it is thought that GCs indumgl death by either directly regulating

apoptosis associated genes or by acting as anaipogtimuli which perturbs gene network and
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causes cellular distress. Previous studies haveomkgnated that glucocorticoid regulates
apoptotic signalling pathways differently dependimg the cell types, cell cycling states and
extracellular supporting factors (126).

Several cell signalling pathways have been idedifn lymphoid cells and are thought to be
important in apoptosis. These include the MAPK patyy the cAMP/PKA pathway, the
hedgehog pathway (Hh), the mTOR system and the c-8§gtem. Many of these signalling
events rely on either the transcription, or thet p@slational modifications that are involved in
enzyme activities (127). In particular, the Bcldrily mediated apoptosis is thought to be one
of the crucial apoptosis signalling pathways. Asntiemed, GCs might induce cell death by
regulation of apoptotic genes or via perturbatibgene networks. In both cases, it is thought
that Bcl-2 members can either act as direct targetSCs, or as sensors to detect harmful GC
effects (128).

Affymetrix studies in lymphoblasts of patients (&duand children) with primary ALL
indicated that BH3-only molecules, in particulamBand Bmf are induced after GC treatment
(97). There are also other reported Bcl-2 regutatiaffected by GC such as the induction of
Bmf and Puma mRNA in thymocytes, and Bcl-2 and Bgclprotein repressions in children with
ALL, which suggest the importance of Bcl-2 rheostaGC response (97, 129). The full picture
of Bcl-2 rheostat influencing GC sensitivity is ngeét fully understood. Several possible
regulations have been considered. These incluaeapyiinduction, delayed primary induction,
and secondary response. Primary gene control isnib&t straight forward mechanism. The
ligand activated receptor binds directly to DNA aaffiects transcription either negatively or
positively. Details of delayed primary inductioneaunclear; it is thought that the process
requires chromatin modifications and protein complermations between GR and various
proteins. In comparison with these two mechanisimghvare direct and do not requate novo
protein synthesis, secondary mechanism is indaadt requires the production of the protein

induced by GR that then controls downstream reguyjdarget genes (Fig. 1.11) (127).
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Figure 1.11 Schematic diagram of possible transcrtpnal regulation by GR

Transcription upon binding of ligand activated gtoe to GRESs can be categorised into the
direct and indirect mechanisms. In the direct meidm, ligand activated receptor activates
regulatory genes by direct binding to its promotegions. In contrast, the indirect

mechanism is a two step transcription and requresein synthesis which is essential in

activating the second set of regulatory genes.
1.7.4 Bcl-X_

Bcl-X_ is a direct target of GR, which is one of the mvajor isoforms of Bcl-X (130). The
two isoforms were identified in human and mice, ehhinclude the anti-apoptotic Bcl:>and
the pro-apoptotic Bcl-X The larger isoform Bcl-Xshares a high homology with Bcl-2, Bcl-X
iscomposed of 233 amino acids and contains highlgemed BH1 and BH2 domains (131). It
is widely expressed in tissues containing longdip®st-mitotic cells such as the adult brain.
Unlike Bcl-X_ which has a functionality of inhibiting apoptosig;l-Xshas an opposite effect of
promoting apoptosis. Bcl¥encodes a protein which is short of a 63 amind aorresponding
with to BH1 and BH2 domains (132). Strong expreassad Bcl-Xs can be found in cells

undergoing a high rate of turnover, for instangmphocytes during the development (131).

The Bcl-X_gene was found to be dominantly expressed in emioryend postnatal organs,
including lymphoid tissue (133). As a result, Bgl-i8 thought to be a perfect candidate to study

the regulation of apoptosis in haematological nmaigcies. Primary and secondary resistance
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can be caused by long term treatment of ionizatamhation, chemotherapeutic agents, and
multi-drug treatment which leads to elevation of-Eg¢ transcription and promote cell survival
(108, 134, 135).

Primer extension analysis has identified multiplnscription initiation sites in the Bcl-X
gene (136). It is thought that each of these sitesed differentially depending on the cell type
and differentiation state, and possibly contributethe level of transcriptional regulation (137).
At this stage the Bcl-Xregulation is poorly understood, a number of tcapson factors has
been identified to be directly regulating the Bclg¥ne, including STAT, Rel/N#B, Spl, AP-1
Oct-1, Ets, and GATA-1 (136). Furthermore, recenestigations indicated that GR is related to
the repression of Bcl-Xin dexamethasone treated lymphoid cells by dib&utling to the P4
promoter of the Bcl-X gene (138, 139).

1.7.5 Bim

Bim is a potent apoptotic BH3-only member. It haany isoforms including Big, Bimg

and Bing. Bimsis known as the most potent pro-apoptotic membemnast cells, for instance, in
GC sensitive cells such as CEM-C7-14 (125, 140¢r@lare two possible interactions for Bim to
induce apoptosis, Bim can either bind to Bcl-2 mematlsuch as Mcl-1 to inactivate their anti-
apoptotic properties, or induce oligomerisatiorBafx and trigger caspases mediated apoptosis
(97, 108). Compared with what was found in the @@sgive ALL- CEM-C7-14, there was no
reported Bim induction in the GC resistant ALL cklle (CEM-C1-15) and was found to be
weakly induced in the lung cancer A549 cells, whechphasises the importance of cell specific

regulation (97).

The transcriptional regulation of Bim seems to ather complex. So far, no GREs were
identified in the promoter of Bim and different nesdof regulation have been reported possibly
due to its cell specific property. It was shownttgeowth factor withdrawal can lead to the
induction of Bim in various neuronal and hematopoieell types (141, 142). In particular, only
Bimg. was found to be notably up-regulated in nerve gnofactor deprived neurons (NGF)
(143). This finding suggests that an additionakleaf regulation of pre-mRNA splicing may
occur in addition to transcriptional induction.vas further shown that Bim upregulation is
achieved via c-Jun N-terminal kinase (JNK) actmatin NGF deprived neurons, but by the
forehead transcription factor FKHR-L1 in hematopicieells (118, 142, 143). It is important to
note that the gene regulating profile is also stimwependent, previous studies indicated that
cytokine (IL-3) stimulated hematopoietic cells deragulate Bim via activation of two major
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RAS pathways, Raf/mitogen activated kinase (MAPHKdhgvay and the phosphatidylinositol 3’
kinases (PI3K) (144). To this point, the relatiopstbetween dexamethasone and Bim
transcription is poorly understood. Microarray gsea and pre- treatment with the protein
synthesis inhibitor cycloheximide (CHX) revealedatthBim is not only induced by

dexamethasone in lymphoid cells, it is also anreuditarget of GR (96, 116, 145-147).

1.7.6 Bmf

Bmf, along with Bim is believed to be located oe ttytoskeleton to sense any intracellular
changes. In comparison with Bim, Bmf is a much veggbro-apoptotic member and cannot
induce apoptosis alone. It is thought that Bmf rmatuce apoptosis via inhibiting pro-survival
member Bcl-2, Bcl-X or Bcl-W, which subsequentlyesse pro-apoptotic member Bak from
being associated with Bcl{97). Bmf mRNA has been identified in various dales, which
include B- and T-lymphoid cells, myeloid, and in use embryos at all developmental stages
(118). Abundant protein expression was found in ynaouse organs such as pancreas, liver,
kidney and hematopoietic tissues (118). The exmessf Bmf was also dependent on the
culture condition, for instance, EGF withdrawalhaman mammary epithelial cells causes an
induction of Bmf but not upon serum withdrawal oW Urradiation (148). Two signalling
pathways that are related to epithelial tumourgenése ERK and AKT pathways were thought

to be linked to the matrix-mediated Bmf transcoptl regulation (148).

Functionality studies revealed that other than Baigo referred as Bmf-I), additional spliced
isoforms Bmf-11 and Bmf-IIl were found in human Buonic lymphocytic leukaemia cells (149).
In contrast to Bmf-I, Bmf-1l and Bmf-Ill do not havthe BH3 domain and do not function as
pro-apoptotic proteins. Different protein and mRMRpression were observed in each spliced
variants, which suggests that the events of trgstgmnal activation and alternative splicing are
crucial in Bmf expression. It is noteworthy thathet than these two mechanisms, post

translational regulation of Bmf is also importaat the Bmf apoptotic activity (149).

Microarray studies have shown that Bim and Bmf wedoeninantly expressed in acute
lymphoblastic leukaemia (97). However, the physitderaction between Bmf and GR is
uncertain. Previous studies indicated that CHX miidl affect HDAC inhibitors induced Bmf
transcripts in adenocarcinoma cells, which suggbstisBmf mRNA induction does not require
protein synthesis (150). Together with these figdint is highly likely that GR may be a direct
target of Bmf.
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1.8 The AP-1 complex: Jun and Fos

AP-1 (activator protein 1) is a family of heterodint proteins that contains a number of
leucine zipper proteins which consists of the basgion that is required for recognition of its
AP-1 binding site, the TPA (12-O-tetradecanoylplodii3-acetate) DNA response element
(TRE) (151). The AP-1 complex is composed of membecluding Jun (c-Jun, JunB, JunD),
Fos (c-Fos, FosB, Fral and Fra2), CREB/ATF familiekas been reported that AP-1 regulates
various cellular processes such as cellular groditifierentiation and death. Amongst various
AP-1 subunits, c-Jun is thought to be the most mamd transcriptional activator, with its
activity sometimes being antagonised by JunB. Ithisught that the composition of AP-1,
particularly regarding c-Jun homodimer and c-Jufos-complex, play an important role on
determining GR functions (152-154).

1.8.1 Jun

The Jun protein family consists of members of bémicine zipper proteins that act as the
components of AP-1 complex. The Jun proteins ale @bdimerise with other AP-1 subunits
such as the Fos proteins or the CREB/ATF protemspme cases the Jun family may bind to
others proteins, for instance Ets protein PU.1@Ad A protein GATAL possess a dimerisation

motif that can form interaction with c-Jun.

The c-Jun gene is located on chromosome 1, at j@81:s32 in human, which was originally
isolated from avian sarcoma virus 17 in 1987 amdiog of the retroviral oncogene v-Jun
(155). c-Jun protein is composed of 334 amino awids 3 well conserved domains that are
found among the Jun and Fos family. These areetingrie zipper domain, the basic region and
the transactivation domain (Figure. 1.12). It isiatnonless protein and immediate early gene
that responds to various environmental stressdsnadimerisation is important in many cellular
functions including embryonic development, cell Ifepation, tumourgenesis and apoptosis
(156-158). Such dimerisation is critical for DNAnMding (159) and also aids the nuclear
translocation (160), it is thought that c-Jun praiidy dimerises with the c-Fos proteins as c-Fos

cannot form a homodimer itself (161).

c-Jun expression is regulated at various leveldurc-contains two binding sites at its
enhancer regions, including one that has been texpto mediate c-Jun positive autoregulation
(162). On the other hand, post translational modiion such as phosphorylation is thought to be

crucial in c-Jun regulation. Phosphorylation by JNACtivates c-Jun transcription by
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phosphorylation at serines 63 and 73 in the trdivedion domain of c-Jun. In addition,

dephosphorylation of c-Jun also contributes torc-dctivation. For instance, it was shown that
glycogen synthase kinase 3 (GSK3) phosphorylatescat threonine 239 and serine 249 which
prevents binding of c-Jun to DNA (163). Other MARKthway such as p38 is also thought to

play a role in c-Jun phosphorylation at serine 168 23 and causes c-Jun induction (164).

Other Jun proteins such as JunB and JunD have ksea reported to play a role in
tumourgenesis. For instance, in contrast to c-Jhichwactivates its own transcription and
collagenase by binding to the TRE site at the ptemoegions of these genes, JunB in fact
inhibits the activation of these promoters (165h& Jun family members such as JunD also has
been implicated to have a growth suppressing vahere Weitzman et al. have found increased
proliferation in JunD deficient fibroblasts (16&).comparison with c-Jun, the functions of JunB

and JunD are less understood.

1.8.2 Fos

Similar to Jun, Fos is also an immediate early @rancogene with rapid transcriptional
activation when stimulated by mitogenic factors amdnvolved in cellular processes such as
proliferation, differentiation and apoptosis. Amotig Fos protein family only c-Fos and FosB
contain transactivation domains whereas others aschral and Fra2 do not (161). The gene
encoding human c-Fos is located on chromosome I#gin g21-31 (167). c-Fos protein
contains 381 amino acids and is usually expressdowaor undetectable levels in most cell
types in a tightly controlled manner (Figure 1.12pon external stimuli such as growth factors
or cytokines, c-Fos expression is induced and eggsilvarious biological processes. Fos protein
requires dimerisation in order to bind to DNA, hawe unlike Jun protein, Fos cannot form

homodimer and require heterodimerisation with offreteins such as Jun proteins.

The regulatory c-Fos promoter activity is contrdliga the presence of varioass inducible
elements. For instance, c-Fos containgsainducible enhancer that can be recognised by the
STAT transcription transcription factors which aegulated by ERKs (168). The regulation of
c-Fos is also controlled by the post translatianaldification such as phosphorylation. It has
been reported that p38 MAPKs phosphorylated c-Rafiraonines 232, 325, and 331 and at
serine 374 when exposed to UV (169). However, tidoisonal activation would require more

than one of the indicated phosphorylations.
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FosB behaves similarly to c-Fos, where FosB expess also induced by the exposure to
serum and mitogens and is able to form complex e4flan and JunB in vitro in NIH3T3 mouse
fibroblast cells (170). Other Fos proteins suchFesl and Fra2 were later shown to also be

involved in embryo development and were able tal litth Jun proteins during cell cycle (171).
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Figure 1.12 Structure of Jun and Fos protein

The three conserved domains of Jun and Fos arensh@amcine zipper (bZIP) is important
in dimerisation, basic domain for DNA binding (BDiransactivation domains (TAD) for
transactivation (172). Both Jun and Fos proteinragellated by kinases. In c-Jun, JNK binds to
the d domain thereby phosphorylates serine residuesstign 63 and 73 in the transactivation
domain. Whereas c-Fos protein contains the DEF dowmlaich is targeted by ERK (17.2)

1.8.3 Crosstalk between AP-1 and GR

As mentioned, AP-1 interacts with GR at multipledis by functioning as a competitor for
coactivators (see 1.3.3.Transrepression). TypicAlBr1 appears to be a tumour promoter and is
downregulated when treated with GCs. Several ssudéee demonstrated additional levels of
crosstalk between AP-1 and GR other than simplypmimg for interaction with transcription
factors such as CREB binding proteins (CBP) or ibigpdio target genes (152, 154). For instance,
GR function is determined by the composition of APBiamond et al. have shown that c-Jun
homodimer causes GC dependent stimulation in thesmproliferin gene, in contrast, c-Fos and

c-Jun heterodimer have the opposite effect (153).

In addition, the GR function is context dependantis also controlled by the type of
hormone response element on the target gene,areléyels and composition of AP-1 and cell
types. It has been previously shown that GC repeessllagenase-3 gene by modulating AP-1
binding to the target response element Col3A. Shiakding was however, not identified in
collagenase-1 gene in the same cell (173). Pearak lkave shown that different GR and AP-1
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DNA binding mechanisms occur depending on the degabetween the respective response
elements (154). GR has a synergetic effect withlAfhen GRE and the AP-1 site are separated
at least 26 basepairs (bps), whereas GR represBes domplex c-Jun-c-Fos but not c-Jun
homodimer when the two sites are around 14-18 ppd &154). Another possible mechanism is
that GC controls AP-1 transcriptional activity viggulation of JNK pathway. As JNK
phosphorylation is critical to Jun and Fos traqgmon and it has been demonstrated that GC
causes 50% reduction in JNK activity (174). Thiggests GR may modulate Jun and Fos at a
post translational modification level, howeverstunclear whether such effect can account for
the dramatic repression of AP-1 target genes sschoHlagenase (175). A recent study has
demonstrated that such JNK inhibition controlled 6 was greater in the nucleus in
comparison with the cytoplasm and that this washasied on the physical interaction between
GR and JNK, suggesting an additional level of aahityg mechanism to GC modulating JNK
activity (176).

A recent report highlights the role of AP-1 on GRding to target genes by facilitating
chromatin accessibility (177). Genome-wide analgsiswed that AP-1 occupancy prior to GC
treatment is important in acting as a pioneeringidia which mediates the chromatin to an
“‘open” state for GR recruitment. The mechanisms raydifferentiated by the GR binding
mechanisms either being composite or non-compasitemay require additional transcription
factor involvement such as the Ets protein famflystudy revealed the possible AP-1 and Ets
proteins cooperating mechanisms in regulating Rigme transcription in a Ras/MAPK
signalling dependent manner (178). Taken togetihesse findings suggest that GR and AP-1
crosstalk is controlled on multiple levels and edabtor results in alteration of the GR

transcriptional properties.

1.9 The Ets proteins: Erg and its relevance to GR in AL

The Ets proteins are a group of 28 transcriptioctof® that are categorised into 12
subfamilies, these are EIf , Elg, Erg, Erf, Eses, Bdef, Pea3, Er71, Spi, Tcf and Tel (184)
(Table 1-1). The protein structure is characterisgdhe conserved Ets DNA binding domain
consisting of around 85 amino acids; this regiaogaises the consensus Ets binding sequence
(GGAA/T) (179). A few proteins such as Etsl and Blgp contain the PNT domain which is
important for protein-protein interaction. It was@found that other Ets proteins contain other
functional regions. For example, some proteins agkhe Elg subfamily GABPmay contain

the OST domain, which plays a role in recruitindgactors. Ets proteins have been found to be
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associated with various biological processes sughcelular proliferation, differentiation,
haematopoiesis and apoptosis (179). Although Ebseimrs are structurally related, they are
functionally diverged, thus allowing them to regelaheir target genes both positively and
negatively. In addition, many Ets factors are iwedl in chromosomal translocation which is
related to cancer development. Ews-Erg and Ewsdflthe two common fusion proteins found
in Ewing’s sarcoma, which is a type of cancer tién occurs in bone and soft tissues (178,
180).

It has been well established that Ets transcripi®rregulated by phosphorylation via
mitogen-activated protein kinases (MAPK) such ds ENK and p38 in an Ets family dependent
manner. For instance, the Pea3 subfamily proteiBddhd Erm are phosphorylated by the Erk
signalling cascade whereas Spi family member Spiphosphorylated by both Erk and JNK
(179). In addition, the status of phosphorylatiowl ahe selection of Ets subfamily may have a
role in regulating Ets target genes. A chromatirmumoprecipitation sequencing (ChIP-Seq)
study in prostate cells identified Ets and AP-lesgrstically regulate their target gene Plau in a
MAPK signalling depending manner (181).

In acute lymphoblastic leukaemia, a high level aj Expression was found to associate with
leukaemia progression (182, 183). Ets proteins hHasen implicated in both positive and
negative GR transcriptional modulation. ChIP assiagwed that both GR and Spi subfamily
member Pu.l are recruited to the GR promoter inamumyeloma IM-9 B cells, which in turns
represses GR regulation (184). Such effect istgplk dependent, as Pu.l recruitment was not
found in T-ALL CEM-C7-14 cells, instead, anotheartscription factor c-Myb was found

recruited to the GR promoter and positively regdaBR autoregulation.
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Ets Mammalian family members

Spi Spil (Pu.l), SpiB, SpiC

Pea3 Etv4 (Pea3/E1AF), Etv5 (Erm), Etvl (Er81)
Er71l Etv2 (Er71)

Erf Erf (Pe2), Etv3 (Pel)

Elf Elf1, EIf2 (Nerf), EIf4 (Mef)

Tcf Elf1, EIf4 (Sapl), EIk3 (Net/Sap?2)

Ets Etsl, Ets2

Pdef Spdef (Pdef/Pse)

Erg Erg, Fli1, Fev

Ese Elf3 (Esel/Esx), EIf5 (Ese2), Ese3 (Ehf)
Elg Gabp

Tel Etve (Tel), Etv7 (Tel2)

Table 1-1 The human Ets protein family

The table illustrates 12 Ets subfamilies and thembers, Ets proteins are defined with their
well conserved Ets binding domain, with some pratexhibiting variation in their protein
structures, for example, Ets, Pdef, Erg, Ese, Bty Eel all consist of an extra protein-protein
interaction PNT domain.

1.10 Systems Biology: The integrated approach to studyeme network

Due to the advance in high throughput technologgrgists have designed novel approaches
to analyse large sets of data from various soufeasthis reason, systems biology has become a
popular concept, in which it symbolises the undermding of biology at the system level.
Systems biology can be described as a cycle, regjaftom the selection of biological data
obtained through laboratory based research andrédaion of the models. The models represent
a set of computable assumptions, which need te$ted against the established experimental
facts; models showing consistency with the estabtisfindings will become the studied subject
and the generated hypotheses would be tested meuslly. In contrast, the inconsistent
models will either be rejected or modified. Once tonsistent models are tested against the
"wet" lab experiment, improvement of models camizle to further generate new hypotheses.
The approaches for systems biology in general eadivided between being bottom-up or top-

down. Bottom-up systems biology starts with the enalar properties to construct models to
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predict systemic properties followed by experimentalidation and model refinement. In

contrast, top-down systems biology is systemic-diateen. It starts with experimental data to

discover or refine pre-existing models that desctlie measured data successfully. In this way,
previously unidentified interactions, mechanismd arolecules can be identified. Contemporary
bottom-up systems biology often considers kinetmdels whereas top-down systems biology
predominantly focuses on regulatory models to amalyata. Regardless of which approach is
adopted, the integration of experimental data aodeting are essential, and the selection of

approaches and tools vary depending on the questierseek to address (185).
1.10.1 Microarray, clustering and the identification of biomarkers

Since the invention of polymerase chain reactioB6)land the initiation of the human
genome project in the 1990s (187), the field of enalar biology has entered an “omics” era.
Microarray has become one of the most popular “drapproaches in experimental molecular
biology, such techniques allow us to study therergenome under various environments. This
breakthrough technology in turn furthered our ustierding towards various biological events
such as identifying subtypes of disease, predictisgase progression and assigning novel

functions to genes.

The core principle of microarray technology is tmgbridisation between two strands of
DNA; the mRNAs of interest are first extracted, eese transcribed to generate their
complementary DNAs (cDNAs). The cDNAs are then lglewith fluorescent dye such as Cy3-
dUTP and Cy5-dUTP followed by incubation with thieipc where they hybridise to the spot
which contains the immobilised complementary taigstA (188). Such microarray is referred
to as spotted cDNA microarray; there are many otiypes of microarrays such as the
Affymetrix GeneChip sharing the same basic prireciplit slightly different experimental design.
Different to spotted cDNA microarray, Affymetrix ilises the photolithographic synthesis
strategy which uses light to build sequence of psaihat can specifically match the target RNA;
more information about the design of Affymetrix daafound in (Figure 1.13).
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Figure 1.13 Schematic diagram of Affymetrix microaray experiment

The total RNA is first extracted from the subjetstudy, then being reversed transcribed to
cDNA and undergoes in vitro transcription to getecRNA. The cRNA is labelled with the
coenzyme biotin and is further fragmented. The rfragtated cRNA hybridises with its
complementary probes, which were generated viaofittaigraphy, and the unmatched
cRNA is then washed off. Finally, the array is geath with a laser and the information is
read and quantified by the computer (adapted froerntan Cancer Research Centre
http://www.dkfz.de/gpcf/24.html).

In order to transform the raw microarray data imtterpretable results, several levels of
analysis need to be performed. The procedure stattisthe initial quality check of the arrays
and the elimination of any potential outliers, dolled by normalisation, classification of genes
into groups and assessment of biological functidfm. gene group classification, clustering
analysis is a method that is commonly used in otderdentify gene expression patterns.
Currently there are many different clustering teghas and algorithms; clustering can be either
divisive or agglomerative, which refers to breakawyvn or building up clusters. Alternatively,
clustering can be supervised or unsupervised, dipgron whether a “reference” gene is used
as a guide to perform clustering (189). Base omgtlestion one would like to address, the choice
of the clustering technique may vary. For instaacelustering tool such as short time expression
miner (STEM) (190, 191) is specifically used foustiering short timecourse gene expression

data (190). This is achieved by assigning genes teeries of pre-defined kinetic profile
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individually and each gene kinetic profile is gredpinto clusters. The significance of the
profiles is estimated from the number of memberegenGene ontology analysis is also
implemented in the software for further functiomaklysis. The authors have shown that STEM
is a more robust algorithm in comparison with otti@e series data analysis algorithms such as

k-means and CAGED when selecting the gene expreksietics from a pool of noisy data.

Microarray clustering has been widely used for tdgimg biomarkers. It has for example
been applied in primary lymphocytes, where theypseth a supervised clustering method,
support vector machine (SVM) based clustering dlgor to identify bone morphogenetic
protein receptor, type Il (BMPRII) as a key genedetermining GC sensitivity (192). SVM is a
type of clustering that is commonly used for digealassification; it is able to group the genes
that belong together by taking the training dafarmation into account (188). Such approach
has also been used in acute lymphoblastic leukaemhiare authors identified common genetic
defect in ETV6 and RUNX1 genes amongst various Alubtypes (193). So far, there is a
limited amount of data on studying the gene expoaskinetics in acute lymphoblastic

leukaemia.
1.10.2 Overview: Gene network modelling

The inference of genetic regulation networks isiraportant aim in the field of systems
biology. Modern technologies allow more accurait@etefficient, high-throughput integrative
analyses of DNA, RNA, proteins and metabolites ialdgical systems. As a result, post
genomic research requires the use of simulationaaradlysis tools to gain understanding of the
dynamic and temporal characteristics of complexhways (194). One of the most common
approaches is to reconstruct the interaction nétwothe organism and to analyse this network.
This involves mapping the individual biomoleculesaobserving all the possible interactions.
Once a biological network is built, it allows thedividual branches of the network to be
analysed further. A detailed network should contalh the relevant interactions and the

associated parameters (195).

As mentioned, bottom-up and top-down approaches@manonly used in gene expression
modelling. In gene signalling network, the firsppapach is knowledge based and focuses on one
or few genes, referred as the “bottom-up” appro&eith models should include all the details
such as transcription, translation, mMRNA degradatiorotein activity, RNA processing and
RNA localisation (194). However, the downside akthpproach is that the kinetic parameters

are often difficult to obtain. Alternatively, theiie also the “top-down” approach, where the
58



models can be built from DNA arrays as it allowsubands of genes to be analysed
simultaneously. The gene expression profiles arige permit the search for their interactions
and relations with one another which may eventuddlgd to deducing their functional
correlations (196). So far, the biggest challesg® ideduce the function in relation to each gene.
Various modelling methods have been developed, winiclude Boolean networks, differential

equation descriptions and Bayesian networks (Fiigl)1(197).

A Boolean network is a simplified representation ggne expression dynamics. This
approach consists in modelling species by two discstates, on (1) and off (0), depending on
various regulatory processes and conditions. Sumtheis are also hamed as the “logical” or the
“binary” approach. It enables the control of thenawic by assigning a switch to each gene,

however, it is restrained in computing discreteaiyics only (198).

Biological processes can be described mathematidall sets of ordinary differential
equations. Mathematical formulations may vary dejpen on the type of bimolecular
interactions. For instance, a standard Michaeliswgle equation is used to describe enzyme
catalysed reaction whereas mass action equatiarsad for complex-bindings (Equation 1)
(194). Mass action kinetics is used for descriliimgydynamics of all reactants and products in a
chemical reaction, where the reaction rate is tirgoportional to the reactant concentration.
Mass action kinetics is commonly used and has pusly been successfully implicated in

glucocorticoid receptor transduction models (199).

For a mass action reaction with two substratasaf® 2) and two products @Pand R),

obeying first-order kinetics like:

v

S +S P+P2

The reaction rate is described by the followingimady differential equation (ODE):
- d[Sy)/dt = - d[Sy)/dt = +d[P4]/dt + d[P]/dt = k [S1] [S2] (Equation 1)

Where k is the net rate or the kinetic constant, the reactate is proportional to the
concentration of each of the reactanisaBid 2. d[ ]/dt represents the rate equation that
expresses the change of eitherd® S2 over time due to transcription, translatosrother
individual processes. Such reaction is commonlykmas bimolecular reaction.
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ODE models are commonly used to describe the fathange in species concentrations in a
continuous time frame. Many simulation softwareseh@een developed to model biological
systems by ordinary differential equations (ODEheMf the advantages of this approach is to
take detailed knowledge about individual interacsiadn gene regulation into consideration

(198). However, obtaining the kinetic constantsften a major problem.

An alternative method is Bayesian networks (alsovkm as Bayesian belief networks or
belief networks), which are forms of probabilistigaphical models. A Bayesian network
consists of two major components, the nodes, wtephesent variables i.e. genes, and the arcs
which represent statistical dependence relationsngnthe variables (200). Bayesian networks
are one of the most promising tools to be usecireganalysis because their probabilistic nature
is much more tolerant to the noise inherent in caoray measurements. In most cases, it is a
discrete model that can explain the probabiliseétationships between the variables. Such
approach offers a natural way for selecting the tnsostable sub-graph from the complete
network for data analysis. There are a few advastagcluding using the scoring metric to avoid
over-fitting data and handle the uncertainties athidvia prior distributions. Bayesian networks,
however, have a few prominent disadvantages. Thkisvark is only useful if the prior
knowledge is reliable and it is not practical f@ating with large numbers and combinations of
variables, which highlights the difficulties foriliging Bayesian network for scaling realistically
sized network (194, 200).
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Figure 1.14 Gene regulatory network representations

(A) Dependencies of translation of genes a-d and ttreeiscriptions in relation to proteins
A-D. (B) Directed graphs indicate all the connectivity. Hoer, they are not suitable for
dynamic predictions(C) Bayesian networks are based on representationdotet acyclic
graph and certain interactions are neglected (itiwbof b by c, activation of b by djD)
Boolean networks show all the logic control relaion gene network (adapted from (194)).

1.10.3 Systems biology approach and the kinetic modellingf GR

Many researchers have made contributions towarderatanding signalling pathways in
organisms from a systematic point of view. Smakllescmodels can direct towards specific
problems and focus on drug development and tredatsodreduling (201). A classic example for
this is the development of Hoffmannis-silico model based on a simpleB-NFxB signalling
pathway (202). This model has inspired many othalies and was later on adapted in Sung’s
model, where they discovered more knowledge abletdrug treatment schedules and an
alternative drug target in NB signalling (203, 204). In contrast, large scaledelling can
address a variety of problems, including predictsygtem behaviour, gaining understanding
towards the molecular mechanism and helping desigekperiments and interpreting results
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(205). An example for this is Jusko’s model focgsim GR regulation (199, 206). Jusko and co-
workers used a variety of techniques for modellogticosteroid genomics in rat liver. These
include the construction of schematic diagramsescdbe the molecular interactions in response
to corticosteroid treatments, possible receptoradyins, microarray and cluster analyses (199).
This work reveals the effect of corticosteroidsaset of functional gene regulations and also
generates new hypotheses regarding the understamdircorticosteroid receptor regulated

mechanisms (199).

As previously mentioned, the selections of the @rpental and bioinformatics approaches
are important when studying a particular biologisalie or to test the new generated hypotheses
from the models. Miller and co-workers have ideetifa set of genes which may be involved in
GC induced apoptosis (207). Diverse techniques weed for analysing GC signalling pathway,
including quantitative real-time polymerase chagmaation, microarray, spotfire statistical
software and ingenuity pathway analysis softwaratidus types of cell (leukaemia cells and
thymocytes) were used for functional gene iderdtfan and significance analysis of genes in
inducing GC sensitivity. Several genes (BCL2L11/BDDIT4, DSCR1, TXNIP, NFKBIA, and
TSC22D3/DSIPI/GILZ) were found in both human leukée cells and thymocytes, which
indicate that a fundamental network is involved3@-dependent apoptosis (207). In addition,
signalling networks in GC sensitive CEM cells halm®wn that genes that are associated with
the repression of MYC and the induction of NR3Che(IGR) may be the determinants of

promoting GC apoptosis in leukaemia cells (207).

Taken together, these findings emphasise the impoet of modelling different biological
processes with diverse approaches. For instanoe, rggulatory networks are often analysed by
Boolean logic assignment. In comparison, protenesusually characterised by a static view of
putative interactions therefore the yeast two Id/brichromatin immunoprecipitation techniques
are commonly used. In metabolic networks, vari@ehniques are used to determine catalysing
enzymes, their metabolic fluxes and intrinsic modfsegulations, one of the many techniques
including using carbon-13 isotopic labelling forlwan flux measurements. Currently a major
challenge for systems biology is to integrate diese techniques in order to create

comprehensive models of biological systems.
1.10.4 Modelling and Parameter Estimation tools

It has become increasingly popular to use SBML-danp software to model and analyse

biological systems. The System Biology Markup Leemgg (SBML) is a free and open XML
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based format for describing models in many areasoofputational biology. These include cell
signalling pathways, metabolic pathways, and gegealation (194). Many contemporary studies
demonstrated the importance of modelling biologicistems by integrating scientific
knowledge, mathematical theories, computing tearesgand experimental data to produce a
predictive model. SBML is a format that represeaidire computational models and allows
them to be exchanged by different software. By sujppg SBML as an input and output format,
various software tools for kinetic modelling andgraeter estimation can be utilised without
recoding, which in turns reduces the possibilityeafors in translation and assures a common

starting point for analyses and simulations (208).

Currently, there are large numbers of tools thapsu SBML and most of them are stand
alone and platform specific. Regarding the kinsimulation, the number of modelling tools has
increased significantly in the field of systemslbgy. For instance, CellDesigner is a tool for
modelling the structure and dynamics of gene régutaand biochemical networks. It consists
of a few important features, which cover constiuttdf network topology, detailed description
of reactants, integration with other SBML softwaed connection with databases (209). The
only downside is that it does not include a lisstz&ndard kinetic laws and requires manual input
of kinetic formulations. Other tools such as COPABé also widely used for analysing
biochemical network. In comparison with CellDesign€OPASI has the advantage of
generating reaction equations automatically, howeite becomes less user-friendly when
working with integrative systems (i.e. gene expmsaetwork with various GC chemical

reaction and GR translocation) (210).

The determination of kinetic parameters is impdrianbuilding a realistic model. Several
SBML-compliant tools have been developed to esegnmdrameters from experimental data.
Some modelling software tools such as COPASI algpart parameter estimations, however
the process for parameter estimation can be compiid). SBML-PET is a more
straightforward parameter estimation tool that slemith many events such as constraints for
parameters, measurement errors and data normatisain advantageous key feature of SBML-
PET is that it also allows information to be exalah with other SBML simulation software
(212).

1.11 Hypothesis and Aims

Despite intensive research efforts, GC-inducedhdeétwhite blood cells is still not fully

understood. Many patients suffering from leukaeama either resistant or develop secondary
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resistance to dexamethasone treatment. A majoitignas how GR regulates the transcription
of so many genes thereby deciding cellular fateer&his a critical need for building a

biologically realistic model that can quantitativehnd qualitatively connect GC-related cell
death on various scales and compartment levelsalistic model for GC-induced apoptosis
needs to include all the possible interactions glations. Unfortunately there are numerous
events that may be involved in GC-induced apoptasid the relevant mechanisms are still
unclear. Since the Bcl-2 family is a group of ambigtgenes that is crucial in mediating intrinsic
apoptosis and its members were found to be assdoweith GC sensitivity, this project will be

focusing on building models for glucocorticoid calied Bcl-2 genes in order to study GC

resistance.

The purpose of this work is to construct modelsetasn the kinetic descriptions of several
important Bcl-2 members (i.e. Bim, Bmf and Bcl)Xparticularly the potent pro-apoptotic Bcl-2
member Bim and GR, and to be further extended poesent GC sensitivity in ALL. Any
findings would be important to understanding GR cfion, including indentifying novel
regulatory mechanisms in GR induced apoptosispdneip the discovery of alternative drug

targets.
In order to build the models, several specific aaresdefined as follows:

* Measurement of gene expression and protein lev&dRaargets over time.

» Determine kinetic parameters from the experimedtth and build ODE models of
individual genes.

* Investigate GC sensitivity on a larger scale bylysnag timecourse microarray data,
enabling us to construct more detailed models.

» Construct an integrated model of GR-induced apapg#ne expression to extract more
information and derive new hypotheses.

» Test the model validity by various experimental raghes which include the use of

potential drug inhibitors.

By constructing the models, we hope that more lisefarmation will be extracted which

includes:

* Identify the similarity and difference of Bcl-2 gemxpression patterns in different cell
types in response to GCs.
* A better understanding of GR regulated apoptosishargsms.
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« Identify unknown genes and signalling pathways reit@ng GC resistance.

* More knowledge on the transcriptional regulatioBof-2 family genes.
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2 CHAPTER 2: Quantitative analysis of glucocorticoid controlled

genes

In Chapter 2, we describe how we study GR reguiatio several key Bcl-2 members by
building kinetic models based on ordinary differahéquations. This chapter also appeared in
“Chen DW-C, Lynch JT, Demonacos C, Krstic-Demonadds Schwartz J-M. (2010)
Quantitative analysis and modelling of glucocoiticocontrolled gene expression.
Pharmacogenomic41:11, 1545-1560" with modifications. All authors d¢dhuted extensively
to the work presented in this paper; D.W.C. perfadrthe experiments, ran the model, analysed
output data and wrote the manuscript; J.T.L. aridl. Gesigned the experiments; M.K-D. and J-

M.S. wrote the paper.
2.1 Abstract

Glucocorticoid hormones are used to induce apoptadi leukaemia cells through
glucocorticoid receptor (GR) signalling. Despitéeimsive research, the molecular mechanism
and the causes of patients developing resistarec@darfully understood. It is thought that the
Bcl-2 family, which is a group of GR target genbattare responsible for mediating apoptosis,
may play an important role in deciding cell fatattRvay modelling is emerging as a valuable
tool in understanding and treating diseases. Wesuned detailed kinetic pattern of GR effects
on its own expression as well as expression ofaitgets Bcl-X, Bim and Bmf and then we
constructed kinetic simulation models for hormonddced GR signalling to obtain further
insight into the molecular mechanisms in this pajwOverall, the models reflected well the
observed experimental data. The simulations sugdes$iat Bim was targeted by an unkown
gene that was induced between 4-6 hours in theepces of synthetic glucocorticoid
dexamethasone. Simulations and experimental realdts showed that Bmf induction did not
require novel protein synthesis and may possibly lakrect target of GR. These models have
demonstrated useful predictive characteristicsrapdesent a novel promising approach towards

better understanding of GR function.
2.2 Introduction

Computational modelling is becoming an increasimgiwerful and versatile methodology in

drug discovery, offering efficient and cost effgetialternatives to traditional experimental
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approaches (1). The mechanistic details of varmolgical processes derived from laboratory-
based analyses can be captured and embeddedilico models. These have the advantage of
integrating vast amounts of data, and informati@negated from modern post genomic
technologies, into comprehensive, quantitative @medictive representations. In addition,
modelling brings about a better understanding dhtibe mechanisms of drug action and the
biological basis of the disease. This in turn mayused to discover more effective drugs with
fewer side effects and in individualizing and op#img drug dosage and treatment procedures
(2, 3).

The important potential of applying computationabdelling to drug action and medical
research has been successfully illustrated by testedies. Hoffmann’s model of the NB
signalling pathway later led to a better understagnof the mechanisms of action of bortezomib,
which is a drug used in multiple myeloma, whiclg&s upstream events in the NB-pathway
(4). This ligand—receptor model has drawn muchnéitie and inspired studies in cancer,
apoptosis and other relevant subjects. A quantdatinetic model has been created to stratify
breast cancer patients for personalized therapypamdded an insight into the development of
the resistance to the monoclonal antibody trastaud). Gilchristet al. adopted a systems
approach to model the stimulation of macrophagesthiey Toll-like receptor (TLR) 4 and
predicted that the activating transcription facBois a negative regulator of the TLR-mediated
inflammatory response. This integrated approactealed that through the use of systems
biology tools, it is possible to identify novel rdgtory mechanisms and new potential drug

targets (6).

Glucocorticoids (GCs) are steroid hormones that \aigely used for the treatment of
numerous diseases including allergies, inflammatisgases and leukaemia. This is due to their
ability to suppress inflammation and induce progreed cell death (apoptosis). Most of the
responses induced by GCs are mediated by the efitrkes protein GC receptor (GR), which is a
member of the nuclear receptor superfamily. GR bieen a model factor for ligand-regulated
transcriptional control. Upon binding of GCs to ttezeptor, this complex translocates to the
nucleus and binds to target DNA sequences, alswhkras GC response elements (GRES). The
molecular mechanisms governing the GR-mediatedsdrgtional activation or repression are
dependent on the cell type, the sequence of GRiges,récruitment of cofactors and post

translational modifications (7—11).
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A large number of studies have been devoted tinthesstigation of GR-regulated apoptosis.
Previous reports indicated that a surprisingly $rrattion of genes are actually regulated by
GR in a similar manner in different cell types, lwithe majority of genes being controlled
selectively in a cell-specific fashion (12). Thetfthat GR inhibits apoptosis in some mammary
epithelial cells, but induces cell death in whiteda cells, raises the question of how GR-
selective modulation of the expression of genestrothimg cellular fate occurs (13, 14).
Therefore, further investigation is required toedetine the mechanistic details of the pathways

involved in GR-regulated apoptosis.

Gene-profiling studies in patients with primary secudymphoblastic leukaemia (ALL)
indicated that a common set of genes are regulatgaCs. These studies highlighted that some
of the apoptosis-regulating genes of the B cellgiioma 2 (Bcl-2) family, and in particular the
BH3-only molecules Bim and Bmf, as well as Bgl;>are crucial transcriptional GR targets by
direct and/or indirect mechanisms (9, 14-18). Ibéfieved that the Bcl-2 rheostat, which is a
ratio between pro- and anti-apoptotic Bcl-2 mempersa major determinant of GR-dependent
apoptosis in leukaemia cells, and that the actigftgach one of the Bcl-2 family members is
controlled in a cell-type- and stimuli-specific nmam (19). Bcl-2 family members, depending on
their function, are categorized into two distincbgps; the proapoptotic, such as Bim, Bax and
Bid, and the antiapoptotic for example Bal;X8cl-2 and Mcl-1. The cellular fate is determined
by the levels and ratio of free and heterodimerisgahponents of the Bcl-2 family members.
Another well-known GR direct target involved in tregulation of inflammation, GILZ, was also
markedly induced in human lung A549 and variousgdioid cells treated with synthetic GCs (9,
20). The control of GILZ transcriptional regulatiachieved by GR interaction with its GRE
sequences, and potentially accompanied by accessgwatory regions such as forkhead box
class O3 (FoxO3) binding sites (9, 20, 21).

A study has identified 71 direct GR target genetuman lung A549 cells, with 50 genes
being positively regulated and 21 genes being meggatregulated at the transcriptional level
(9). This study identified genes involved in thentol of inflammation, apoptosis, signal
transduction and metabolism as well as genes witnawn cellular functions. In addition,
thousands of potential GR target genes have bemmified with less stringent approaches in
other cell types. Nevertheless, quantitative dascdbing the molecular mechanisms of GR
action is still lacking. For instance, the kinefiarameters of GR-controlled gene expression,
defined by mathematical approaches, have beenibeddor only a small number of genes and

in a limited number of cell types. In order to julinderstand and exploit cellular systems
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influenced by GR, multidisciplinary approaches arecessary to integrate the existing
knowledge in GR biology regarding the role of ligaiREs and cofactors with mathematical
modelling (12, 22).

In this report we built a set of dynamic model<=d?-dependent transcription and translation
that quantitatively define the response of ALL satl GC treatment. We used a direct activation
mechanism for modelling Bcl-Xand GILZ gene expression as these have been isktablas
direct GR transcriptional targets. Conversely, Buas considered an indirect target to model
GCs dependent gene expression, whereas both dirdahdirect activation were used to model
Bmf since the hormone-mediated activation modehiss gene is unknown. We determined
detailed kinetic profiles of protein and mRNA exgs®n levels of these direct and indirect GR
target genes involved in the regulation of apogtosi dexamethasone (Dex; a synthetic GC)
responsive and resistant leukaemia cell lines. dJsystems biology tools we reconstructed GC-
induced gene expression silico and determined the kinetic parameters of the madeh
experimental data. We then used these models tolaenGR-dependent direct and indirect

transcription and tested their predictive potential

2.3 Material and Methods

2.3.1 Cell culture & treatments

GC responsive leukaemia (CEM-C7-14) and GC redistakaemia (CEM-C1-15) cell lines
(23) were cultured in RPMI-1640 medium supplementgtl 10% foetal bovine serum and 1%
penicillin and streptomycin (Cambrex, NJ, USA) amere seeded into 60mm plates for RNA
extraction and western blots. Prior to the hormtveatment the media was changed to RPMI-
1640 supplemented with 10% charcoal stripped fdmtgine serum (HyClone, UT, USA). Cells
were treated with 1uM Dex (Sigma, MO, USA) at iraded time points (for O, 2, 4, 6, 10, 14, 18
and 22 h). To determine whether Bmf is a diredndirect target of GCs, cells were treated with

1uM cycloheximide (Sigma) 1 h prior to Dex treatrinfem the indicated time points.
2.3.2 Immunoblotting

Cells were harvested by centrifugation, followed thyp washes with phosphate-buffered
saline and lysed in high salt lysis buffer (45mM MES pH 7.5, 400mM NaCl, 1mM
ethylenediaminetetraacetic acid [EDTA], 10% gly¢e@5% NP-40, 1mM DTT, 1mM PMSF,
protease inhibitor cocktail including 1pg/ml apnati, 1pg/ml leupeptin, 1pug/ml pepstatin,
20mM b-glycerophosphate, 5mM sodium pyrophosphate2anM sodium orthovanadate) (11).
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Protein concentration was determined by the Bradfassay (Bio-Rad (CA, USA) protein
assay), and equal amounts of protein were analyge®DS-PAGE, transferred to Immobilon-P
membrane (Millipore, MA, USA) and probed with indted antibodies. Blots were developed
with the enhanced chemiluminescence substrate dingorto manufacturer’s instructions
(Pierce, IL, USA) and the intensity of the bandswgaantified using ImageJ software. ImageJ is
a tool which can be used to compare the densitth@rintensity of the protein bands on the
western blot. With the use of the gel analysisaptit generates plot which gives the relative
location of each band and banding intensity. Thative protein expression was calculated by
normalising the intensity of the samples to therimal control (actin in this case) and to the
intital protein expression at time 0 (untreatedjisican then be used for the comparison between
samples. The antisera against the following preteiare used in the experiments: actin (Abcam,
Cambridge, UK), 2F8 was generously provided by [ax#s, Bim (Abcam), Bmf (AbD Serotec,
Oxford, UK), Bcl-X_ (Cell Signaling, MA, USA), and GILZ (Santa CruzZAQJSA).

2.3.3 Quantitative real-time PCR

Cells were harvested and the total RNA was extdagting the RNeaSyplus mini kit and
QIAshredder (Qiagen, Hilden, Germany), following matacturer's guidelines. RNA
concentration was determined by nanodrop measuteraed cDNA was synthesized using the
two-step protocol, with anchored oligos (Thermoe&tfic, MA, USA) and Reverse-iT™ RTase
Blend reverse transcriptase (Bioline, London, U&gne-specific cDNA was amplified in 20 pl
of master mix containing SYBRGreen (Sigma), Tag DNA polymerase (New Englanda®is,
MA, USA), and the reverse and forward primers faauwfitative real-time (qRT)-PCR. gRT-
PCR was then performed and standard curve analgsisarried out using the Opticon monitor
3.1 software. All values were normalised with RFA_dontrol. Primers used were RPL-19 (F:
ATGTATCACAGCCTGTACCTG, R: TTCTTGGTCTCTTCCTCCTTG), R (F:
GTTGCTCCCTCTCGCCCTCATTC, R: CTCTTACCCTCTTTCTGTTTCYA Bim (F:
GAGAAGGTAGACAATTGCAG, R: GACAATGTAACGTAACAGTCG), Bni (F:
ATGGAGCCATCTCAGTGTGTG, R: CCCCGTTCCTGTTCTCTTCT), BX
(F:GGAGCTGGTGGTTGACTTTC, R: TCACTGAATGCCCGCCGGTAQC),GILZ (F:
GGACTTCACGTTTCAGTGGACA, R: AATGCGGCCACGGATG).

2.3.4 Statistical analysis

Statistical analysis was carried out with the GRgudh (GraphPad Software, Inc., CA, USA)

and SPSS 15.0 software for Windows (SPSS Inc., USA). All protein and mRNA
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measurements for multiple time points were compdrgdhe Tukey—Kramer test, which is a
statistical test that allows a single-step multigdenparison between means in order to determine
which pairs of means have statistically significdifferences. The independent two-sample t-
test was carried out for Bim and Bmf mRNA expressipon treatment with cycloheximide and
Dex; this test was used to compare the mean safréso groups on a given variable. All

differences were considered statistically signific@the p-value was less than 0.05.

2.3.5 Model development

The classic cellular process of GR dynamics has Beestrated in a number of publications
(24, 25). Lipophilic GCs pass into the cytoplasmd amduce the nuclear localization of GR,
which in turn either activates or represses genesdell-specific manner. Other transcriptional
modes of action have also been identified, foranse¢, GR may bind with the DNA as a
monomer, or it may interact with other transcriptfactors to elicit the transcriptional response
without binding directly to the response elementited target gene (25). As the GR-induced
mechanisms are highly complex and target dependket.effects of GR dimerisation and
subcellular compartmentalisation were not takea aansideration. Two cell lines were chosen
for determining GC sensitivity in this study; thé&Ka-C7-14 cells and the CEM-C1-15 cells.
These CEM cells are the direct clones of from thgepts with acute lymphoblastic leukaemia,
with C7 being GC sensitive, C1 being GC resist@hey are used in the experiment due to their
long established specific steroid response of tlggn@l parental clones. For modelling, two
separate models were created to represent diffp@sgible mechanisms of GR regulation in
sensitive CEM-C7-14 cells and in resistant CEM-Gleklls: the direct model represents a
direct activation of the target, while the indirenbdel represents an indirect activation via an
unknown protein. The models in different cell typesfer by the nature of the positive
autoregulation of GR. It was found that GR autottohn is relevant to CEM cell lines and it
was believed that the rise in resistance to GCs Ineagissociated with the lack of GR-positive
autoregulation (26, 27). Although the exact mecsmmnior this remains uncertain, previous work
has demonstrated that GR is able to regulate itsexpression through binding to the half GRE
of the hGR 1A promoter in CEM-C7 cells (28). Theref we incorporated the GR
autoinduction mechanism in CEM-C7-14 cells onlyeThodels were built as sets of ordinary
differential equations (ODE) using mass action #ase following principles established by Jin
et al. (22). Our models encompass the reaction kinetfcbagal transcription, GR-induced

transcription, GR-positive autoregulation, transkatand degradation of Bim, BclpXBmf and
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GILZ, as well as GR. The parameters used in thesgefs were obtained either directly from

experiments, or indirectly via mathematical estiorat

2.3.6 Simulations

The simulations were based on a series of timesesunf experimental values of protein and
MRNA expression obtained from cells treated wittM1pex. All simulations were carried out
using the CellDesigner™ software (29, 30). Missijpgrameters were estimated using the
Systems Biology Markup Language-based Parametem&stn Tool (SBML-PET) (31). The
simulation process was divided into two parts;tfire initial state (nonstimulated system), and
second the system after stimulation by Dex. Withibet presence of Dex (at time point 0), a
steady state was expected, hence a first set afmaers could be obtained, ensuring that the
system remained stable without the addition of D&ke rates of basal transcription, GR
autoregulation and degradation could be obtainethis first stage, thereby decreasing the
complexity of parameter estimation in the dynantags. The overall simulations were then
compared with the experimental datasets, and &dgasre residual value)(was calculated to

determine the overall quality of the fit of the silation against the experimental data.

||I1 "y -Y ’
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wherecg is the residualn is the number of experimental data poiptsare the experimental

values andr; are the simulated values of the variable undesicenation.

2.4 Results
2.4.1 Analysis of GR-mediated gene expression in GC-setige cell line CEM-C7-14

In order to obtain detailed kinetic parameterste® GC-mediated regulation of GR target
gene expression, we employed western blot and qBR-&alysis to monitor GR, Bim, Bcl:X
Bmf and GILZ protein and mRNA levels in the GC-séws (CEM-C7-14) and -resistant
(CEM-C1-15) cells. To closely analyze the effectGR on its targets, we determined protein
and mRNA expression profiles upon treatment ofdlls with Dex at time points of 0, 2, 4, 6,
10, 14, 18 and 22 h. The time points were chossedan previous microarray studies, which
indicated that many molecular events, includingegerpression and protein synthesis, occur

within 24 h of treatment (16, 32). Actin was usedaa internal control for the measurements of
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protein levels, and RPL-19 as an internal gene knaat to be affected by GCs for mRNA

levels.

Western blot analysis was carried out in CEM-C7e®dls treated with 1uM Dex at the
indicated time points (Fig. 2.1A). The results skdvan induction of protein levels of GR, Bim,
Bmf and GILZ, whereas Bcl-Xprotein levels did not change significantly. OVer@R, Bim,
Bmf and GILZ proteins were found to be upregulaipdn treatment with hormone for 22 h. No
Bim induction was observed in the first 4 h follavBy a rapid induction after 6 h. A weaker
induction of Bmf was also observed at 14, 18 andh2after hormone addition. To obtain
statistically significant data, the experiments evegpeated four times (Suppl. Fig. 2.1) and all
the values of densitometrically quantified bandgemsormalised to those obtained for actin,
which was used as a loading control. Results weted as fold of induction over the value
acquired for the untreated sample (0 h) (Fig. 2.Hatistical analysis of protein quantification
based on four sets of experiments demonstratedtbig was a significant increase in GR (p =1
x 10%), Bim (p = 5 x 109, Bmf (p = 7 x 13% and GILZ (p = 0.014). In comparison with Bim,
Bmf protein levels increased more gradually (FidlB). GILZ protein levels were found to
increase rapidly 6 h after the addition of the homenand remained at the same level throughout.
The average change in Bcl-Xevels was not statistically significant, althougle did detect a
downregulation of Bcl-X expression in one set of experiments (Suppl. ELA).

To investigate whether these selected GR targéeipso(Bim, Bmf, Bcl-X and GILZ) were
regulated by GR at the transcriptional level, gROIRPwas performed in three independent
experiments to quantify the mRNA levels of each ohthem (Figure 2.2). The mRNA levels of
GR, Bim, Bmf and GILZ were upregulated following D&eatment. In particular, Bim mRNA
was elevated to greater than twofold and GILZ dvefold. The level of Bcl-X under the same
conditions remained constant. In contrast to GR Bnd, which both displayed a gradual
increase as the hormone incubation time increaBed, MRNA exhibited a sudden increase
between 6 and 10 h after hormone addition (p =2),0lvhereas GILZ mRNA expression
displayed a strong induction after 6 h of treatmgnt 0.014) and became more pronounced
throughout (Fig. 2.2). Statistical analysis indezhthat a significant induction was found in GR
(p = 0.047), Bim (p = 7 x 1¥), Bmf (p = 0.001) and GILZ (p = 7 x 1), in cells treated with
hormone for 22 h. There were no significant chargeserved for Bcl-X in these cells under

the experimental conditions used.
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Figure 2.1 Glucocorticoid receptor target gene angrotein expression in CEM-C7-14

cells

(A) Western blot analysis of the GR, Bcl;XBim, Bmf and GILZ protein levels, with actin

as a control in CEM-C7-14 cells cultured with 1uMeDfor the indicated times. One
representative western blot is showB) GR, Bcl-X_, Bim, Bmf and GILZ protein levels

were quantified by ImageJ, normalised to actin anesented as a histogram (see 2.3.2

Immunoblotting). Error bars represent standard atens of four independent experiments.

An asterisk indicates a significant difference &f p.05.
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Figure 2.2 Relative mRNA levels of glucocorticoid eceptor target genes in CEM-C7-14
cells

CEM-C7-14 cells were treated with 1uM Dex at thdicated time points and the mRNA levels
of GR, Bcl-X_, Bim, Bmf and GILZ (normalised to RPL-19) were el@iined by quantitative
real-time PCR. Error bars represent standard demmtof three independent experiments. An
asterisk indicates a significant difference of p.65.
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2.4.2 Analysis of GR-mediated gene expression in the GGsistant cell line CEM-C1-15

To investigate the possibility of differential GRedhated regulation of gene expression of its
target genes in the sensitive CEM-C7-14 versusréisestant CEM-C1-15 cells, the protein
expression of GR, Bim, BclsX Bmf and GILZ was analyzed in CEM-C1-15 cells tegbwith
Dex the same way as described before (Fig. 2.3A)inBrease was observed in the GR, BgJ-X
Bmf and GILZ protein levels within the first 6 h bbrmone treatment (Fig. 2.3A). Statistical
analysis of four independent western blot experisi¢Buppl. Fig. 2.2) indicated that GR is
significantly upregulated after 6 h (p = 0.007)ldaled by a minor downregulation that was not
statistically significant, although this observaticequires further investigation since the trend
was observed in several experiments (Fig. 2.3B gpEuUFig. 2.2). In hormone treated cells, the
level of Bcl-X_ protein increased upon 2 h of treatment, whereafwas downregulated after
22 h of treatment with the ligand. However, thelsanges were not statistically significant (Fig.
2.3A). A rapid (4 h of hormone treatment) signifitanduction was also found in Bmf (p =
0.032) and GILZ (p = 0.001), but no significant shas after longer hormone treatment were
observed in Bmf, Bim, Bcl-X (four independent experiments were taken into @tcdor
statistical analysis). Significant GILZ protein unttion was detected 4 h after treatment and
remained at a similar level at all later time psitgsted (p = 3 x 1Y) (Fig. 2.3B). The gRT-PCR
data indicated that the mRNA levels and the prokanetic profile did not correlate at all time
points (Fig. 2.4). GR protein levels were initiallpregulated at early time points after hormone
addition, and later downregulated, whereas no figmt change in the GR mRNA level was
identified at these time points. Statistical analyhowed that there was an upregulation of Bcl-
X MRNA within the 22 h time frame (p = 0.009 betwdeand 22 h, p = 0.01 between 6 and 22
h). However, no significant overall changes wersesbed in Bim and Bmf mRNA levels. A
strong induction (>20-fold) was seen in the GILZ NRexpression after 4 h (p = 1 x 1)) and
such pronounced expression remained more or lestard after prolonged hormone treatments.
These data, together with those obtained from CEMEE cells, further emphasize the need of
producing a quantitative dynamic model for analgzimormone-mediated changes in gene

expression.
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Figure 2.3 Glucocorticoid receptor target gene angbrotein expression in CEM-C1-15

cells

(A) Western blot analysis of GR, Bcl-XBim, Bmf and GILZ protein levels with actin as a
control. CEM-C1-15 cells were treated with 1uM Caxndicated time points for 22 h. One
representative blot is showfB) GR, Bcl-X_, Bim, Bmf and GILZ proteins were quantified
by ImageJ and normalised to actin. Error bars ssre standard deviations of four
independent experiments. An asterisk indicategrafsiant difference of p < 0.05.
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Figure 2.4 Relative mRNA levels of glucocorticoid@éceptor target genes in CEM-C1-15
cells

Quantitative real-time PCR results of relative mRM&els of GR, Bcl-X, Bim, Bmf and
GILZ in CEM-C1-15 cells treated with 1uM Dex at ioated time points and values were
normalised to the house keeping gene RPL-19. Bas represent the standard deviations
based on three independent experiments. An asiadstates a significant difference of p <
0.05.

2.4.3 Model simulations in CEM-C7-14

We builtin silico models of the GR-dependent direct and indirecistaptional activation in
CEM-C7-14 cells based on a survey of literatureardigg the classic cellular process of GR
dynamics, which is illustrated in Fig. 2.5A. Thasedels were used to simulate the effect of

Dex treatment on GR-induced activation of its targenes, including their transcription,
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translation, the degradation of the protein and rARINd also the GR-mediated regulation of its
own expression. Fig. 2.5B represents the directatain model, while Fig. 2.5C represents the
alternative indirect model, where GR induces tagggtes via regulation of an unknown protein.
The ODEs used are presented in Suppl. Table 2.tap@gmic-nuclear compartmentalization
was not considered in these models as a highysadt buffer was used to obtain the whole cell
extract. Fig. 2.6A shows the experimental data inbth from protein level quantification
(squares) together with the simulations (lines)in&ar trend of simulation was generated in GR
protein expression whereas a nonlinear trend wasroed in Bim simulation. The simulation
reveals no significant changes in Bal;)as it maintains a constant level up to 24 hhis tase,
the direct activation model was used, and the imdacarameter (Bcl-¥) was set to zero,
resulting in the model essentially simulating nduation. The simulation of Bim protein level
did not seem to reflect the sharp induction obskratter 6 h in the experimental data. In
addition, there was a minor difference betweenctlisad indirect simulation of Bmf data, with
the direct fitted simulation being closer to th@estimental data (with = 0.1335 for the direct fit
ande = 0.1347 for the indirect fit). Parameter estimatand simulation for GILZ were based on
the first four time points as the induction reaciisdnaximum level and saturated much faster in
GILZ compared with the other GR targets, possiblye dto the differences in the
assembly/disassembly mechanisms of preinitiatiomptexes (33). Overall, the fit between
simulations and experimental data points was gawtl the model accurately reproduced the
datasets, as indicated, with the relatively smadl aimilar residual values (0.3&> 0.1) (Fig.

2.6, least-square residual).

Based on quantification and modelling of proteivels only, we could not confirm whether
Bmf fits better with a direct or indirect activatianechanism, despite the fact that the direct
simulation showed a better fit. To further inveatey this question, simulations with mRNA
levels were carried out. Similar behaviours wersened in mMRNA simulations, where a linear
increasing trend was identified in GR, Bmf (direebdel) and GILZ, and a nonlinear trend in
Bim (Fig. 2.6B). The significant induction of BImMRINA levels that was observed between 6
and 10 h was not seen clearly in the simulatiol® fesidual value between experimental data
and simulation in GILZ was larger than othets=(0.2427), which was expected as expression
changes were the largest for GILZ. Both Bmf diractl indirect simulations showed a similar
behaviour, with the direct model of Bmf activatishowing once again a better fit with the
experimental data (= 0.1399) than the indirect model£ 0.1430).
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To test whether Bmf expression was induced dirdnylypex in leukemic cells, CEM-C7-14
cells were treated with Dex in the presence anderaies of protein synthesis inhibitor
cycloheximide, with Bim acting as a positive cohfar indirect activation by GCs. Inhibition of
new protein synthesis by cycloheximide should rfteca the Dex-activated induction of GR
direct targets, but should block the induction mdirect targets. The experiment was repeated
three times and an independent sample t-test waesataut (Fig. 2.7). The results demonstrated
that the mRNA level of Bmf was induced in the preseand absence of cycloheximide (p =
0.0115 and p = 0.0092, respectively), whereas Bipression appeared to be inhibited. In order
to provide further support for the notion that Bmay be a direct target of GR, we searched for
the existence of consensus GREs (ACANNNTGTTNT)w@hin Bmf. Indeed, two consensus
GREs were identified; one being 886 bps downstrésam the ATG start codon, and the other
one located at 4012 bps downstream from the ATG. firiding provides further experimental
support for the prediction that Bmf is a directgetr Taken together, both silico generated
model and experimental data, suggest thahovo protein synthesis is not required for Bmf
MRNA induction by GCs and that Bmf may be a ditaoget for GR.
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Figure 2.5 Topology of models in CEM-C7-14 cells

(A) GR dynamics. The figure summarizes the basic nmesfmeof gene regulation controlled

by GR. Once the glucocorticoid passes through #le membrane, it activates GR and
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causes the dissociation of the cytoplasmic HSP tamijpom the GR. This results in GR
dimerisation and translocation to the nucleus wliebénds to GREs of the target gene or
other transcription factors. This in turn eithertizates or represses gene transcription
depending on the target gene, cell type and cafatteraction(B) Direct model. The model
was constructed using CellDesignefSystems Biology Institute, Tokyo, Japan), based o
the known molecular mechanisms but without takinlge tcytoplasmic—nuclear
compartmentalization into account. Basal transompt GR autoregulation, mRNA
degradation, protein degradation and binding dynamare included in the model, and all
reactions were modelled by first order mass adtioetics. (C) Indirect model. The direct
and indirect models only differ by the nature oé timteraction between the GR and the
MRNA, as in the latter case, an extra step of pratgnthesis is required for targeting
downstream responsive gene. Kinetic equations iésgrGR mediated induction of GILZ

and the Bcl-2 family are described in detail in Slupable 2.1.
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Figure 2.6 Simulations in CEM-C7-14 cells

(A) Protein time course simulations in CEM-C7-14 cellbe expression dynamics were
simulated using the CellDesignermodelling tool and the parameters were fitted to
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experimental data using the Systems Biology Markaipguage based Parameter Estimation
Tool (SBML-PET). Solid squares are the mean ofrtbienalised protein experimental level
and bars are the standard deviations for fourcdfeggperiments. The solid line represents the
simulation by the direct model and the dotted liepresents the indirect simulatiofB)
Dynamics of the mRNA expression of the system vgeraulated via the same process. Solid
squares are the mean of the normalised mMRNA expatahdata and bars are the standard
deviations for three sets of experiments. The nedsl shown revealed the characteristic
kinetics of GILZ and the Bcl-2 family members irspense to dexamethasone in CEM-C7-
14 cells. The residual value was calculated tosasg®e quality of fit between the simulations

and the experimental data.
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Figure 2.7 Effect of cycloheximide on Bmf induction

(A) Bmf mRNA expression in Dex/CHX treated CEM-CZ-Lells. Quantitative real-
timePCR was performed by extracting RNA from CEM-CF cells treated with 1uM Dex
for 22 h in the presence or absence of 1uM CHXqudmf-specific primers(B) Bim
MRNA expression in Dex/CHX treated CEM-C7-14 ceB&n was used as a comparable
control in this study. The data was based on tlmdependent experiments. An asterisk

indicates a significant difference of p < 0.05.
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2.4.4 Model simulations in CEM-C1-15

The same modelling approach was employed when atinglgene expression in CEM-C1-
15 cells. The direct model was applied to Belaqd GILZ, the indirect model to Bim and both
models to Bmf expression (based on Suppl. Fig.. Z3R protein simulation indicated weak
hormone-dependent induction, whereas the preseihbermone did not affect Bim and Bmf
protein levels in these cells. Interestingly, Glpebtein simulation showed a strong induction
(Fig. 2.8A). The GR protein simulation indicatecithhe observed up- then down-regulation in
GR was not significant. As there were no dramalianges in Bmf expression in CEM-C1-15
cells over 22 h of hormone treatment, in silico eisectould not distinguish between direct and
indirect protein activationg(= 0.1573 in both models). The simulation of Bel-ptrotein level
indicated a relatively small linear increase afirh of Dex treatment. A larger variation in the
residual values were observed in the CEM-C1-15 kitimns compared with those in CEM-C7-
14 (0.7 >¢ > 0.1) (Fig. 2.8, least-square residual), andettveere not many alterations in the
kinetic profiles for most of the genes and protdiasides GILZ. This suggests that experimental
data was in better agreement withsilico simulations in CEM-C7-14. Together with the protei
expression, the mMRNA expression time course wadtored. The simulation of Bcl-Xprotein
and mRNA levels indicated that transcription doesreflect the level of translation in this case,
since Dex treatment resulted in a small increasgrofein level, whereas the mRNA level
remained constant (Fig. 2.8). The Bmf mRNA simuwlasi using the direct model fitted slightly
better in this case € 0.1213 in the direct model and 0.1208 in the indirect model).
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(A) Protein time course simulation in CEM-C1-15 cellse same process of simulation was

carried out in CEM-C1-15 cells as described in Ri§. Solid squares are the experimental

data and the error bars are standard deviation$otor sets of experiments. The residual
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value was calculated to assess the quality of thdetween the simulations and the

experimental datgB) mRNA time course simulations in CEM-C1-15 cells.
2.5 Discussion

In order to fully understand the complexity of lmgical processes, a combination of
experimentation and computational modelling is negh A qualitative model can trace
nonlinear information and predict the behaviouaafystem upon perturbations. In comparison, a
detailed quantitative model provides new testabgghts into the molecular mechanisms that
lead to observed phenotypes, enabling us to fughplain the failure of certain treatments and
identify alternative drug targets (2). Some presi@R kinetic models have adopted a top-down
approach to study the molecular mechanisms of gegalation by the use of microarray
analysis to identify target genes responsive to &X2s 34). In this study we have adopted a
bottom-up approach whereby we determined the @eltdinetic parameters of gene regulation
by GCs, focusing on five genes. The purpose ofghidy was to construct a model that is able
to represent the regulation of GR and its targaish as the Bcl-2 family of proteins with the
aim of providing new clues into the mechanisms ok tregulation. We hereby present
computational models based on ODE that integratgeraxental data and a mechanistic
representation of GR-mediated gene expression ukakmia cells. Overall, our models
accurately reflect experimental data and yield €lueo the understanding of GR effects on its

target genes.

In our study, we have determined detailed time sesiiof Bmf gene and protein induction.
We have detected that Bmf mRNA and protein levedsevsignificantly induced in CEM-C7-14
cells after 22 h of hormone treatment, with an lizorry trend visible in some experimental sets
(Fig. 2.1 & 2.2). GR-dependent regulation of Bmfshiaeen reported in other studies of
leukaemia (14). In CEM-C7-14 cells, Bim was sigrafitly induced over 22 h, in agreement
with previously reported observations (14, 16). éb&tantial induction of Bim protein and
MRNA was observed approximately 6-10 h after thattnent in CEM-C7-14 cells, perhaps due
to GR-mediated induction of an unknown protein taetivates Bim prior to 6 h of hormone
treatment (Fig. 2.1, 2.2 & Suppl. Fig. 2.1). Tmduction has also been shown in other studies of
human ALL, such as CEM-C7H2 cells and several Alatignts (14). This trend, however, was
not reflected well in the protein simulation of Blmetween 0 and 10 h, implying that better Bim
simulation may be carried out by breaking the irtiduncprocess into two time phases, possibly

between 0—6 h and 6—-22 h based on the observdtithe cimulation against the experimental
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data (Fig. 2.6). This observation also highliglits importance of performing the analysis with

close time points to obtain an accurate simulation.

Bcl-X . has been reported as a direct target of GR inr atblé types (17, 18). However, in
our experiments this gene did not show GR-depengieiein induction in CEM-C7-14 cells,
and therefore the induction parameter (Bg)-¥Was set to zero, resulting in the model simutatin
no induction, which is consistent with previousoep (14, 35). The experimental pattern for GR
expression indicated that the GR protein levels afRNA levels were both upregulated in
CEM-C7-14 cells as described before (36). Howeves, have also observed a difference
between the mMRNA and protein levels at some timetpoFor example, GR protein levels rose
sharply from 10 to 22 h after Dex treatment, bth@lgh a similar trend was observed for the
MRNA levels, values varied to a greater extent.(Rd & 2.2). Furthermore, GR protein
expression in CEM-C1-15 cells was initially inducéalowed by a minor downregulation
during the treatment, whilst no significant changese detected in the mRNA levels (Fig. 2.3 &
2.4). The process leading from transcription to gheduction of a protein is complex, and the
regulations of mMRNA and protein stability have ganampact on this process. Protein levels are
dependent on many factors, including not only protgability, but also the rate of mMRNA
degradation and synthesis (37). Individual mMRNAgG proteins may have their own unique rate
of degradation that may change depending on the cgele, nutritional needs or during
differentiation. For instance, the typical averagBNA half-life in mammalian cells is 24 h,
while short-lived mRNA such as c-Fos has a ha#f-bf only 20 min (37, 38). Although GCs
regulate gene expression mainly through transongati initiation, it is possible that steroid
hormones can modulate mRNA stability via post tcapsonal regulation (38, 39). For
example, it was found that GCs can affect mMRNA$1sag Cyclin D3 in murine T lymphoma
cells, emphasizing the importance of the contrah®NA and protein stability in GR regulation
(38, 40).

It has been suggested that GCs regulate GR mRNo#Hlist438, 41). However, the reported
information with regards to GR expression in leukaecells is limited, particularly with respect
to detailed quantification of GR protein and mRN&véls (42, 43). It has been shown that the
amount of GR does not account for the resistand@E-C1-15 cells to GCs, which indicates
that the quantity of GR does not correlate withléwel of gene expression of Bcl-2 family genes
and apoptosis (44). GCs regulate GR mRNA levels isimilar way in both sensitive and
resistant ALL cells (45). It was thought that thhopphorylation of GR is linked to the
accumulated but nonfunctional GR proteins in CEMABGIcells (46). However, other studies
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have shown that a significantly lower GR level i@snd in CEM-C1 cells in comparison with
CEM-C7 cell lines (43). In addition, it was fourftht in CEM-C1 cells, a small induction of GR
MRNA level was observed after treatment with Dax1f® h, though this was not detected at the
GR protein level (47). Additional research into @Rtein and mMRNA stability is required to

resolve these discrepancies.

As mentioned in method section (2.3.2 Immunoblgitiboth sets of protein and mMRNA
levels were normalised against not only to therimakcontrol, actin/RPL19, but also to its basal
protein or mMRNA level at time O (untreated). Thilows us to compare the induction trends
between the CEM-C1-15 cells and CEM-C7-14 cellgerkstingly, the induction of GILZ
protein and mMRNA expression in CEM-C1-15 cells wietend to be clearer than in CEM-C7-14
cells (Fig. 2.1, 2.2, 2.3 & 2.4). Such strong intilut was also identified in previous work in both
sensitive and resistant CEM cells, which suppdrsdonclusion that the loss of GILZ induction
may not contribute to the GR resistance (20). & Walieved that GILZ played a crucial role in T
lymphocytes by mimicking GC effects and that thoaild have been correlated with Bc|5X
however, the underlying mechanism remains unkno2i). (Another interesting fact is that
GILZ has been shown to exhibit a high basal exjpwass many cell types and organs, but the

functional significance of this is not known (48).

Microarray studies have shown that Bim and Bmf doeninantly expressed in ALL cells
treated with Dex (14). To date, the mechanism of Brgulation by GCs is poorly understood.
To test whether Dex directly induces Bmf expressoycloheximide was used to inhilok novo
protein synthesis in CEM-C7-14 cells. The simulasion CEM-C7-14 cells suggested that the
direct induction model of Bmf fitted better withethime course experimental data than with the
indirect model (Fig. 2.6). This results came to sumprise as it is known that models with higher
complexity (in this case the indirect model) dogeneral lead to better fit as the parameter
estimation process becomes more flexible. This shinat by dividing the parameter estimation
process as two; the system when in its steady @taeunstimulated system) and the system
when activated by Dex (as seen in 2.3.6 Simula}johsallows us to resolve the problem of
complexed model being more favourable. Furthermareaccordance with the prediction
obtained by simulations, the data indicated that BIRNA induction does not requige novo
protein synthesis (Fig. 2.7). These findings, thgetwith the fact that the Bmf gene contains
several potential GREs downstream of the ATG stadon, support the notion that Bmf fits
better with the direct GR activation model and ika direct GR target. However, this does not
exclude the possibility that such binding betweeR énd the enhancer region of Bmf may
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require additional cofactors for Bmf to be indudsdGCs. It has for example been reported that
acetylation modulates Bmf gene expression in adewowma cells treated with histone
deacetylase inhibitors. Since the presence of Gissbeen identified within the regulatory
promoter regions of both HDAC2 and Bmf, this indésathat the regulation of Bmf gene

expression by Dex is rather complex (49, 50).

In CEM-C1-15 cells, both simulations and experiraémtata showed that there was not
much induction of Bcl-X (Fig. 2.8), which is in accordance with previousbished
observations reporting that there was no induatioBcl-X, in primary ALL patients (51, 52). It
was thought that other Bcl-2 family members suclvak1l may play a more important role in
GC resistance (35, 46). Such findings correlaté wiir experimental data and simulations, and

further confirm the precision of our models.
2.6 Conclusion

In the present study we demonstrate that a smealkk €@DE model was able to provide useful
information and encompass detailed knowledge réggrdene regulatory mechanisms. This
model can be used to provide useful predictions &ndbetter understand apoptotic signal
transduction pathways. In addition, a potentialdidate protein that targets Bim may be induced
within first 6 h of Dex treatment in CEM-C7-14 celFinally, our results indicated that Bmf is a

potential direct target of GR.

This article highlights the need to focus on twesds in order to gain a better
understanding of biological systems in the fieldatology. A short and frequent time frame is
able to reveal any anomalous kinetic changes itepr® and genes, and hence provide more
insight into signal transduction. A longer time ipdrof simulation would allow us to identify
possible oscillation patterns and discover poténfg@dback mechanisms that are usually
associated with such oscillations. One of the ehglks we face is the determination of the
kinetic constants due to the imprecision of curetgerimental approaches, and the difficulty of
measuring absolute quantitative amounts of mRNAk@bnteins. As Klippet al. suggested, the
initial model rarely provides a full explanatiorr fine studied objects, and usually leads to more
open questions than answers; hence an iterativeegsoof model refinement is essential (53).
The present model represents a first step in thrative process. Additional experiments and
improvements will enable us to progress towardseaipe understanding of the mechanisms of
GR molecular interactions. To improve this modetvesal aspects may be taken into

consideration. These include the determinatiorhefrate of nuclear-cytoplasmic GR shuttling,
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cofactors, post translational modifications, pnotend mRNA degradation, the inclusion of more
GR target genes and the incorporation of the Ifalfef Dex (between 36 and 54 h) (54). Along
with qualitative experimental data, models will yide a better understanding of the molecular
basis of GR and its target gene regulation, antbeiluseful in unravelling the complexity of

GR signalling to improve treatments of leukaemia.
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2.7 Supplementary data

2.7.1 Supplementary Tables

M: k_basalR - [mRNA _R]kd _mR
%: [MRNA _ R]k _tdR = [R]kd _ PR covvvvvrs oo v CEM C1-15
%: [PRNA _ R]k _tdR - [R]kd _ pR - k _autoR ... ...... CEM C7-14

d[Bf _mRNA | _ [pe R]tk _ligand + k _basalBf - kd _mBmf Bt mRNA |

dt
_ Direct
d[Bmf _ protein ] - [Bmf _ mMRNA ]Ek_tsIBmf - kd _ pBmf E[Bmf __ protein ]
p model
d[Bmf d_tmRNA ] = k _basalBmf -kd _mBmf + [proteinX _ synthesis ]k _binding
d[Bmf atprOtan ] = k _tsBnf [[Bmf _ mMRNA ]_ kd _ pBmf . Indirect
model

d[BC'X'—dt— MRNA |\ pasiBoiXL -~ kd _mBaXL dBAXL _mRNA |+ [DexJAR] Tk _ngana

d[BcIXL _ protein ] _
dt

_tsiBaIXL [BcIXL _mRNA |-[BcIXL _ protein JCkd _ pBclIXL

d[Bim atmRNA l_ k _basalBim -kd _mBim +[proteinX _ synthesis |k _binding

d[Bim _dtprotein l_ k _tsdBim [JBim _mRNA |- kd _ pBim

d[ proteinX = synthesis ] _ [Dex JHR] Tk _ligandx - kd _ X

d[GILZ - mRNA | _ k_basalGILZ -kd _mGILZ GILZ _mRNA ]+ [Dex JJR]k _ligand

d[GILZ _ protein ] _
dt =k
Suppl. Table 2.1 Kinetic equations describing GR naiated induction of GILZ and the Bcl-

_tdGILZ GILZ _mRNA |-[GILZ _ protein |kd _ pGILZ

2 family. This system of ordinary differential equationsd#ées the GR regulatory kinetics
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implemented in our models. Here, the kinetics mersally the same in both cell types apart

from the rate of GR protein expressid).[kd_X represents the overall degradatikhinding is

the regulation between the unknoyroteinX and the target gené; ligand andk _ligandX are

the rates of complex association of dexamethasodeGR in the direct and indirect model

respectivelykd_m andkd _p represent the first order rate constants of theadtzgion of mMRNA

and protein respectively. The terfidl denotes translatiorhasal denotes basal transcription,

proteinX the unknown protein arfd the glucocorticoid receptor.

2.7.2 Supplementary figures
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Suppl. Figure 2.1 GR target gene and protein expregon in CEM-C7-14 cells

Western blot analysis of the GR, Bcl;X8im, Bmf and GILZ protein levels, with actin as a

control in CEM-C7-14 cells cultured withuld dexamethasone (Dex) for indicated time

points. A, B and C show independent experiments.
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Western blot analysis of the GR, Bc|;XBim, Bmf and GILZ protein levels, with actin as a
control in CEM-C1-15 cells cultured withuld dexamethasone (Dex) for indicated time
points. A, B and C show independent experiments.
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3 CHAPTER 3: Erg and AP-1 as determinants of glucoadicoid

response in acute lymphoblastic leukaemia

To gain a global view on GR resistance in ALL andektend the previously established
models, inChapter 3 we perform timecourse microarray analysis in uasitypes of ALL and
use experimental and clinical data. This chapt®y appeared in “Chen DW-C, Saha V, Liu J-Z,
Schwartz J-M and Krstic-Demonacos M. (2012) Erg ARdL as determinants of glucocorticoid
response in acute lymphoblastic leukemia. Oncogedoe, 10.1038/onc.2012.321 (In press)”
with modfications. In this part of work, D.W.C. pared the manuscript, conducted data analysis
and experiments with contributions from J-M.S. &hd-D., supervised its analysis and edited
the manuscript. S.V. and J-Z L. gathered the micayadata from patients with Philadelphia
positive (Ph+) ALL. This section of work was alsemaaded with the best poster prize from the
Childhood Cancer 2012 conference.

3.1 Abstract

Glucocorticoids (GCs) are among the most widelysgiibed medications in clinical
practice. The beneficial effects of GCs in acutephoblastic leukaemia (ALL) are based on
their ability to induce apoptosis, but the undertyitranscriptional mechanisms remain poorly
defined. Computational modelling has enormous gi@lem the understanding of biological
processes such as apoptosis and the discoverwefl regulatory mechanisms. We here present
an integrated analysis of gene expression kinetdiles using microarrays from GC sensitive
and resistant ALL cell lines and patients, inclgdimewly generated and previously published
datasets available from the Gene Expression OmniBysapplying time series clustering
analysis in the sensitive ALL CEM-C7-14 cells, wentified 358 differentially regulated genes
that we classified into 15 kinetic profiles. We mdiéed glucocorticoid response element (GRE)
sequences in 33 of the upregulated known or pategtucocorticoid receptor (GR) targets.
Comparative study of sensitive and resistant ALavetd distinct gene expression patterns and
indicated unexpected similarities between sengjtingstored and resistant ALL. We found that
AP-1, Erg and GR pathways were differentially reged in sensitive and resistant ALL. Erg
protein levels were substantially higher in CEM-T3 resistant cells, c-Jun was significantly
induced in sensitive cells, whereas c-Fos was egprkat low levels in both. c-Jun was recruited
on the AP-1 site on the Bim promoter whereas astesut Erg occupancy on the GR promoter
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was detected. Inhibition of Erg and activation & (&ad to increased apoptosis in both sensitive
and resistant ALL. These novel findings signifidtgnadvance our understanding of GC
sensitivity and can be used to improve therapgokédemia.

3.2 Introduction

ALL is the most common type of childhood cancer.sGte used for the treatment of ALL
because of their ability to induce apoptosis inte/lood cells whereas in other cell types they
have no effect or can increase survival (1). GGwvae GR, which is a transcription factor that
upon hormone binding translocates to the nucleub ragulates target gene expression by
binding to GREs (2). A better understanding of thechanism of action of the GCs could
identify more potent drugs to prevent resistanceeigment and eliminate side effects, thus

facilitating development of better treatment stgats.

GC-induced apoptosis (3) requires Bcl-2 family memband most importantly pro-
apoptotic Bim. Bim activates pro-apoptotic Bax thgh neutralization of pro-survival Bcl-2 like
members (3-8). The ability of GCs to selectivelgdune apoptosis in white blood cells is the
main factor contributing to their therapeutic ugéhe current concept for GC-dependent
apoptosis in leukaemia entails the presence ofaasdriptionally competent GR (2; 9). In
addition, GR auto-induction is specifically obsathia some sensitive leukaemia cells, whereas
in most epithelial cells GR displays hormone-deahalownregulation of its own mRNA and
protein (3; 5; 6; 10; 11). The mechanistic basetlits effect is not understood although c-Myb
and Ets transcription factors were reported toctielely regulate the GR promoter in different

leukaemia cell types (12).

Both activating and repressive functions of the lizéiRe been suggested to play a role in GR
mediated apoptosis. One of the major pathways itapbrfor GR function is the AP-1
transcription factor composed of the Jun/Fos familiijomo and heterodimers. Several levels of
control were reported for this crosstalk and baittdrs were found targeted for phosphorylation
by the JNK pathway (13-15). In addition, the int#i@n between GR, c-Jun and c-Fos is
important in determining GR function, as the c-g&dddn-GR complex causes GC dependent
stimulation whereas c-Jun-c-Fos-GR leads to GC riigo@ repression on the mouse proliferin
gene (16). The type of hormone response elementseaiarget gene, cellular levels of AP-1 and
cell types are other major determinants of regwatiactor activities (17). Therefore the
outcome of transcriptional regulation through AIBR/ crosstalk depends on the state of

signalling pathways, the response elements andaimgosition of the protein complexes.
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Several studies have successfully used microarrelysis to identify biomarkers or
signalling pathways for cancer classification (18). For instance, Segel al. have presented
an integrated analysis of microarrays in 22 differeypes of tumour and identified crucial
molecular modules whose activity is coordinategpecific types of tumour (20). A few studies
have focused on the analysis of kinetic profilesgehe expression in order to determine the
relationship between temporal features of transongpl control and gene function in relevant
signal transduction pathways and cellular proce&gs22). A microarray study in GC treated
T-lymphoblastic cells has shown that approximaiél{o of the entire genome is regulated upon
GC exposure (23). We have been studying the etfeGCs on the dynamics of downstream
targets and were able to construct a basic kimetidel of GR activation (4). The present study
of GC induced apoptosis was carried out with treeafsmicroarray time courses in the sensitive
ALL cell line CEM-C7-14. In addition, to further derstand the genome-wide regulation by GC
in ALL, we conducted an integrated analysis of 8 rand previously published arrays (5, 33)
derived from ALL patients and cell lines treated f@rious times with GCs. Together, these
analyses indicated a potential functional link bew the GR target Bim, AP-1 and the Ets gene
family member Erg that has recently been identifiesl a crucial factor in leukaemia
development (24-26). Our results suggest that &m®xpressed markedly in resistant but not in
sensitive cells, and that c-Jun is expressed diftaally in sensitive versus resistant cell lines.
Jun is recruited on the AP-1 site in the Bim prosnaind Erg is recruited on the GR promoter in
a transient fashion in sensitive cells. In contragth recruitments were not observed in resistant
cells, thus linking c-Jun and Erg to GC resistancéALL. Finally, we observed increased
apoptosis in ALL cells treated with YK-4-279, a @tional inhibitor of Erg, Flil and Etvl (27,
28). This approach of studying gene expressiontikmerovided a dynamic snapshot of most
genes related to GR function and led to identiiicatof a novel mechanism involved in GC

resistance that can be a target of future therapies

3.3 Material and Methods

3.3.1 Cell culture & treatments

GC responsive leukaemia (C7) and GC resistant &auka(C1) cell lines (64) were cultured
in RPMI-1640 medium supplemented with 10% foetaVibe serum and 1% penicillin and
streptomycin (Cambrex, NJ, USA) and were seededlGAtmm plates for RNA extraction. Prior
to the hormone treatment the media was changedP®IIRR640 supplemented with 10%
charcoal stripped foetal bovine serum (HyClone, UEBA). Cells were treated with 1uM Dex
(Sigma, MO, USA) at indicated time points (for Gard 10 h).
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3.3.2 RNA extraction

Cells were harvested and the total RNA was extdaoting the RNeaSyplus mini kit and
QIAshredder (Qiagen), following manufacturer’'s glides and RNA was quantified using a
NanoDrop ND-1000 spectrophotometer (NanoDrop Teldyies). RNA quality was determined
by means of an RNA 6000 NanoAssay on an AgilenDABidanalyzer.

3.3.3 Microarray and bioinformatics analysis

For each hybridisation, 100ng of total RNA was ugsedhe Affymetrix GeneChip Two-
Cycle Target Labeling kit and in the Ambion MEGAptrT7 kit before hybridizing to the
GeneChip human genome U133 Plus 2.0 array (Affym)etaccording to manufacturer's
instructions. Technical quality control was perfednwith the dChip software (65). Background
correction, normalization, and gene expressionyaisaivere performed using robust multiarray
average (RMA) analysis in the Bioconductor softwpexkage (66). Differential expression
analysis in C7 was performed using routine anaytinethods (67). GO mapping, statistical
analysis including significance analysis of micrags (SAM) and Limma t-test, and cluster
analysis were performed with the use of the TIGRig(Tinstitute for Genome Research)
MultiExperiment Viewer (MeV) program (68) and STEMersion 1.3.7 (Carnegie Mellon
University) (69). Potential GRE sites were idaatf using the Transcriptional regulatory
element database (TRED) (32) or via text mininggocoThe Champion ChiP Transcription
Factor Search Portal (CCTSF) from Qiagen SABiosmEeis database.

3.3.4 Quantitative real-time polymerase chain reaction

Quantitative real time PCR analysis was performenhgithe Bio-Rad Chromo4 system
(Opticon monitor 3 software version), SensiMix SYBR-ROX Kit (Bioline), and indicated
primer pairs. Relative quantification was performesing standard curves generated for each
gene-specific primer pair. Analysis was carried osing the Opticon monitor 3 software as
described previously (70). The primers wused in thstudy were: Rpl19:
F:ATGTATCACAGCCTGTACCTG; R:TTCTTGGTCTCTTCCTCCTTG;  i: F:
GAGAAGGTAGACAATTGCAG; R:GACAATGTAACGTAACAGTCG; GR: F:
GTTGCTCCCTCTCGCCCTCATTC; R: CTCTTACCCTCTTTCTGTTTCTA c-Jun:
F:ACTGCAAAGATGGAAACGAC; R: AAAATGTTTGCAACTGCTGC,; cFos:
F:-TCTCTTACTACCACTCACCC; R:TGGAGTGTATCAGTCAGCTC; Erg

118



F:CAATCTCGAGCTATGGCCAGCACTATTAAGGAAGC;
R:CAATCCCGGGTTAGTAGTAAGTGCCCAGATGAGAAG.

3.3.5 Immunoblotting analysis

Immunoblotting procedures were as described prelyo(#). In brief, cells were lysed in
HSL buffer (45mM HEPES pH 7.5, 400mM NaCl, 1mM d#mediaminetetraacetic acid
[EDTA], 10% glycerol, 0.5% NP-40, 1mM DTT, 1mM PMSIlprotease inhibitor cocktail
including 1pg/ml aprotinin, 1pg/ml leupeptin, 1ud¢/pepstatin, 20mMp-glycerophosphate,
5mM sodium pyrophosphate and 2mM sodium orthovaeadBqual amounts of protein were
loaded and resolved by SDS-PAGE, transferred to dbilon-P membrane (Millipore) using
western blot and probed with indicated antibodidg following antibodies were used: GR (H-
300), c-Jun (H79), c-Fos (H-125), Erg (D-3) weregmased from Santa Cruz Biotechnology;
Actin and Bim antibodies were purchased from Abc&ngspho-c-Jun (Ser63) was from Cell
Signaling Technology. Blots were developed with #@mhanced chemiluminescence substrate
according to manufacturer’s instructions (Pierceei@ital). The quantification of blots was
performed by using the ImageJ software. The radatitensity of c-Jun phosphoisoforms to the
total c-Jun was determined by the ratio againsttabe c-Jun versus actin as seen in Lyeth
al., 2010 (72).

3.3.6 ChIP Analysis

The procedure for chromatin immnoprecipitation veaspted from (72). Briefly, 5 x 10
cells from culture treated with 1uM Dex at indichtéme points were cross linked by adding
formaldehyddo achieve a final concentration of 1%. Cross-lthilhromatin was sonicated to
yield a size range from 200 16200 bps (Bioruptd!, Diagenode) and the debris was removed
by centrifugation. The chromatin solution was pieaced with protein G beads (Invitrogen) and
incubated with the indicated antibodies overnigt°€. The used antibodies were non-specific
IgG (GE healthcare, Bucks, UK), c-Jun (H79), c-H¢$125), Erg (D-3) (Santa Cruz
Biotechnology). Following washes and elution, crlisking was reversed by heating at 65°C
for 16 h; DNA was recovered after proteinase K tiremt, phenol extraction and ethanol
precipitation. Specific sequences in the immundpittes were detected by agarose gel
followed by gRT-PCR and the data obtained from dROR were normalised by the percentage
input method (Invitrogen). AP-1 binding sites in Bim promoter werdentified using the
Champion ChiP Transcription Factor Search Porta&adén), the sequences of the primers used

were: AP-1 binding site on Bim promoter F. GCAACCITQCCAACTTCAG; R:
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GCATCACTTGCTGAACCAAA; Erg binding site on GR1A prater F:
CTTGCTCCCTCTCGCCCTCATTC; R: CTCTTACCCTCTTTCTGTTTCTA

3.3.7 Fluorescence Activated Cell Sorting (FACS) analysiand Annexin V staining

CCRF-CEM cells were plated in six-well plates in N\PL640 supplemented with 10%
DCC-FBS and incubated overnight. 1uM Dex, 10uM YR or 10uM JINK inhibitor
(SP600125) were added to the medium and cells imerdbated for 48 hours. Apoptosis was
assessed using an Annexin V kit (AbD Serotec) abiogr to the instructions of the
manufacturer. Briefly, after washing in PBS, celsre resuspended in annexin buffer and
incubated with annexin V-FITC for 10 minutes folleavby incubation with propidium iodide.
All data were acquired on a CyAN ADP flow cytomegerd analyzed with the use of Summit
software (DakoCytomation).

3.3.8 Description of ALL types used in the analysis

The 63 selected array datasets described in (5(@B) accession numbers: GSE2677,
GSE2842- Suppl. Table 5) were categorized as sems#ensitivity restored and resistant ALL
including 3 GC-sensitive cell lines, 4 GC-resistegll lines, 2 GC sensitivity-restored cell lines
and 10-child-B-ALL and 3-child-TALL. 14 arrays frofhiladelphia positive (Ph+) ALL treated
according to the EsPHALL protocol were obtainedrfrBrofessor Saha. The patients received 8
days of Dex and 1 dose each of anthracycline, igtice and L-Asparaginase (36). 8 arrays from
CEM-C7-14/GC sensitive cell treated with 1uM Dex @p 2 and 10 hours were obtained using

the core facility in the University of Manchester.

3.3.9 Statistical analysis

All results are reported as meanstandard deviation (S.D) unless otherwise notdee T
Tukey's multiple comparison testgere carried out to analyze western, qRT-PCR, Gir@
Annexin V staining data using SPSS 16.0 (SPSSs8t).

3.4 Results
3.4.1 Genome-wide identification of GR target time seriesn CEM-C7-14/ GC sensitive

cell lines

Based on our previous study (4), we hypothesisatly identifying different kinetic modes

of GR dependent gene expression we could learn miooet mechanistic details of the main
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determinants of cellular sensitivity to GCs. TheMGE7-14 cell line sensitive to GC treatment
(indicated as C7) was incubated for 0, 2 and 10sh¢u) with synthetic GC dexamethasone
(Dex) to identify early and delayed GC responseeggd). Microarray analysis showed altered
expression of 2373 genes in total in GC treateld ¢el< 0.05) (1863 genes after 2 h, 2083 after
10 h). 358 genes were found to have greater tharfold-change (p < 0.05). The short time-
series expression miner (STEM) software was usedigtnguish between true and random
patterns using algorithms specifically designeddastering and comparing short time series of
gene expression data (29). Based on this methed33B genes mapped to 15 clusters (Suppl.
Table 3.1) with three profiles containing apoptasisted genes (profiles 8, 12, 13) (Fig. 3.1 &
Suppl. Table 3.1A & B). There were six profiles tthehowed gradual repression kinetics
(profiles 0-4, 7), while three other profiles shalen oscillatory kinetics (profiles 5, 6, 9). The
MYC (c-Myc) gene that is known to be represseddfy (6) was identified in profile 7, and
found to be downregulated at 2 h and 10 h of treatmNot many genes were repressed in C7
cells treated with Dex for 2 h and most of the degulation occurred when treated with Dex
for 10 h, suggesting that downregulation takes éontpan activation. The reason for this
phenomenon is unclear, one possible reason igp#ratps upregulating genes are more critical
for cells when reacting to the Dex stimulated emwinent, whilst other potential factors such as

the mRNA half life may also contribute to the tramgtion rate.

There were six profiles with steady activation kic& these are profile 8 and 11-15. Profiles
13 and 8 have a more pronounced induction aftexwbdreas profiles 11, 12 and 15 have more
linear induction. GR targets such as GR itself, RR3TSC22D3 (Gilz) and NFKBIA {Ba)
displayed such linear kinetics. The distributionapbptosis related genes in individual profiles
was determined using Gene Ontology (GO) mappingSUiEM and was indicated below each
profile (Fig. 3.1). In five profiles (0, 5, 6, 941labelled (-) ) we were unable to perform GO
mapping with STEM as there was no subset of 5 aergenes that belonged to a common GO
category at level 3 or below of the GO hierarchye ¥so did not identify any apoptotic genes
by direct search against the gene ontology. Intieigg, we only identified apoptosis related
genes in the GC activating profiles (8, 12, 13)ourd a third of the genes were clustered in
profile 13, which included 112 genes with a delayecrease in gene expression upon GC
treatment (Fig. 3.1 profile 13). Several known GiRgets (FKBP5, AKAP13 and ALOX5AP)
were also included in this profile. Profile 13 hhe highest percentage of apoptosis related
genes (17.8%), including BCL2L11 (Bim) and othaushsas Jun (c-Jun), RUNX2 and DUSP6
(Fig. 3.1 profile 13). Profile 13 also reflects elaled pattern of GC induced gene expression
which correlates with our previous data (4). It baen reported that c-Jun is induced by GCs in
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ALL cells and that it targets Bim for activation meuronal cells (30; 31). These data indicated a
potential functional link between the known andotall GR target Bim and the AP-1 family

member c-Jun.

We next examined these 358 genes for the preseh¢keoconsensus GRE using the
Transcriptional Regulatory Element Database (TREDPO base pairs (bps) up and downstream
from the known or predicted transcription staresitVe found that in total 33 genes contain the
indicated consensus GRE (9; 32) (Suppl. Table 8Mj.of these, 8 direct GR target genes were
previously identified (green) and 25 are potenjialovel targets (red). All 33 genes were
upregulated by Dex in the GC kinetic profiles 8 412d15.
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Figure 3.1 STEM clustering of differentially expresed genes in Dex treated C7/GC

sensitive cells

Kinetic profiles of significant GC regulated ger{(ps<0.05, fold-change >1.5) were obtained
by microarray analysis in Dex treated C7 cellstegéafor 0, 2, and 10 h. The x-axis
represents time points and the y-axis represeatgehe expression ratio. Red lines represent
gene expression kinetic profiles of individual genihe black line represents the reference
kinetic profile of each cluster; the percentaggsresent the number of apoptotic related
genes; (-) indicates that no subset of 5 or moregdelong to a common GO category at
level 3 (73). Known or potential GREs were ideetifiin 33 genes. Profile 10 does not

contain any genes was not included in the figure.
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3.4.2 Microarray analysis in GCs treated sensitive and rsistant ALL cell lines and

patients

To identify potential clinically relevant biomarlseeof ALL sensitivity to GCs, we analyzed
our microarray data from C7/GC sensitive cells tbge with data from the Gene Expression
Omnibus (GEO) (Suppl. Fig. 3.1 & 3.2) (5; 33). THata include GC sensitive, sensitivity
restored and resistant ALL treated with GCs atotaitimes from O h up to 24 h (with times
between 6-10 h categorized as a single time pfBuppl. Fig. 3.2). GC sensitivity was restored
in resistant CEM-C1°R and CEM-C7R1™"" cells by over expression of rat GR and human
GR™ mutant respectively; the details can be founduipptementary files in (33). In total, 63
arrays from two microarray studies (Affymetrix HGRBLplus 2.0) were combined with our own
data obtained from GC treated C7 cells (5 arraiis¢ data were pre-processed and normalised
based on cell subtypes by robust multi-array avega(RMA) using Bioconductor (34). The log
(base 2) of the expression value of genes in eaaly was calculated via RMA, and the list of
significantly altered genes was calculated by $icgmce analysis of microarray (SAM) by
grouping ALL data samples according to phenotypeble 3-1A & Suppl. Table. 3.2).

Hierarchical clustering was performed to provideview of the distances between gene
expression profiles in different types of ALL. Seivity restored ALL were not included in this
analysis as the hierarchical clustering showed thatoverall genomic profile of sensitivity
restored ALL was more similar to resistant thansgere cells (Suppl. Fig. 3.1). To take the
sequential nature of time series data into accomatperformed a comparative analysis of two
sets of data using STEM (Suppl. Fig. 3.2). We mtetee number of kinetic profiles (35) in
STEM, so as to obtain genes either being linegolpudownregulated by GC to achieve better

grouping of gene expression results (Table 3-1Auf®. Table 3.2).

An additional 14 arrays were obtained from 10 aleidwith Philadelphia positive (Ph+)
ALL treated uniformly. They were categorized as djosk if the marrow had <25% blasts after
8 days of therapy without imatinib and poor riskh& blast count was >25%. During this time
they received 8 days of Dex and 1 dose each ofaoytline, vincristine and L-Asparaginase
(36). The data was analyzed similarly and the Lintrest was used to determine significant

induction/repression (Table 3-1B & Suppl. Table)3.3

When the data obtained from the 68 arrays (63 plumrays as described above) was
compared with the 14 arrays obtained from the Phtiepts, only NFE2, BCL2A1, NCF2
(Ncf2), LGALS3, ERG (Erg) and GBP4 showed a coesistand significant differential
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regulation. (Table 3-1, Suppl. Table 3.2 & 3.3)Jurt was not identified as one of the
significantly regulated genes in this case (Tab¥).3In particular, only Ncf2 and Erg had a
steady regulatory dynamics, with Erg showing argjey differential regulation. Ncf2 was
upregulated in both sensitive ALL and patients Z1ldg2-fold) and in Ph+ ALL (1.76 log2-
fold). Erg was also identified as a significantljfetentially regulated gene between sensitive
and resistant cell lines (p < 0.05, fold-change)>a® well as between Ph+ ALL patients with
good or poor risk. Erg showed a consistent sigafiaepression in both sensitive cell lines (-
1.29 log2-fold) and in Ph+ ALL (-2.39 log2-fold) feents with good risk. Such repression was
not found in resistant cell lines or in Ph+ ALL jeaits with bad risk (Suppl. Table 3.2B, Suppl.
Table 3.3B). Given the consistency, the magnitudErg repression and its role in leukaemia
(24), Erg was chosen for further study.

3.4.3 Validation of microarray analysis identifies potental role of the GR/AP-1/Erg in
control of the GR and Bim expression

Our microarray analysis pointed towards c-Jun (Bid. & Suppl. Table 3.1A) and Erg
(Table 3-1) as potential biomarkers of GC respobs@ct interactions between Erg, the Jun/Fos
complex (also called the AP-1 complex) and variotier Ets proteins were shown previously
(37). GR auto-regulation in ALL is controlled bysEamily members such as PU.1, c-Ets-1 and
c-Ets-2, which downregulate GR auto-induction viacmposite hGR1A promoter element in
IM-9 B-cells (12). Given the well documented cradistbetween AP-1 and GR pathways (17)
and the importance of Erg in leukaemia developni24), we analyzed how these pathways
control GR and Bim function since these two genmesyaajor contributors to the GC response. In
order to test the predictions of the microarraylgsisa we determined the protein levels of
candidate genes in GC sensitive C7 and GC resi€fakt-C1-15 (indicated as C1) cells treated
with GCs (Fig. 3.2 & Suppl. Fig. 3.3). We have d#tel GC dependent induction of both GR
and c-Jun protein levels in C7 but not in C1 céfgy. 3.2, lane c-Jun). In contrast, JNK
dependent Ser63 phosphorylation that activatesncd@greases with hormone treatment in C7
cells (Fig. 3.2A & Suppl. Fig. 3.3, lane p-Jun).résistant cells the phosphorylation level of c-
Jun was generally low with no significant changesormalised values (Fig. 3.2B and Suppl.
Fig. 3.3, lane p-Jun). c-Fos expression was vew &md did not change much with GC
treatment, whereas the Bim protein level was et/at sensitive cells treated with Dex but did
not change significantly in resistant cells (Fig2 & Suppl. Fig. 3.3). Importantly, Erg protein
levels were markedly higher in C1 cells than in&@fis (Fig. 3.2 & Suppl. Fig. 3.3-3.4). In C1
cells treated for 24 h with Dex, an upregulatiorEod protein level was found (Suppl. Fig. 3.4).
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c-Fos expression was not detected with longer Deatrnent in CEM cells, but was clearly

identified in A549 lung cancer cells using the sangbody (Suppl. Fig. 3.4).

To investigate whether the identified changes otgin levels were due to effects on gene
expression we determined mRNA levels using qRT-REI& 3.3A & B). The results confirmed
that Bim, c-Jun and GR were differentially expresgeC7 cells (Fig. 3.3A). mMRNA expression
levels of Bim and c-Jun were significantly upregetaby >4-fold 10 h after Dex treatment in
GC sensitive C7 cells. Similar analysis in Dex tieeaGC resistant C1 cells indicated an increase
in Erg mRNA that was not significant after 10 hti@fatment (according to Tukey’s test) and a 4-
fold significant upregulation in Erg after 24 hatment, which is much higher than in C7 cells
(Fig. 3.3 & Suppl. Fig. 3.4A). Overall, the validat of microarray data pointed to c-Jun and Erg

as potentially important biomarkers of GC sendiyiun ALL.
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Figure 3.2 Validation of microarray analysis in CEM cells through determination of

candidate protein levels

Western blot analysis of GR, c-Fos, Erg, c-Junup{Ber 63) and Bim protein levels, with
actin as a control in C{A) and C1(B) cells cultured with iM Dex for the indicated times.
Protein levels were quantified by ImageJ, normdligeactin and presented as a histogram.
Error bars represent standard deviation of three or more independergements
(additional western blot see Suppl. Fig. 3.3). Q@apresentative blot is shown. Asterisk

indicates a significant difference akp.05.
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Figure 3.3 Validation of microarray analysis in CEM cells through determination of

candidate mRNA levels

C7/GC sensitiv€A) or C1/GC resistar(B) cells were treated withuM Dex at the indicated

time points and the mRNA levels of GR, c-Fos, Ecglun, p-Jun (Ser 63) and Bim
(normalised to Rpl-19) were determined by gRT-P@&Ror bars represent standard

deviation of three independent experiments. Adtandicates a significant difference akp

0.05.
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3.4.4 c-Jun and Erg occupy Bim and GR promoters respectely in GC sensitive C7 cells

We have identified a potential AP-1 response elénrethe Bim promoter (Suppl. Table.
3.4A) (38). Chromatin immunoprecipitation (ChiPyags were performed to determine whether
Dex affect the c-Jun, c-Fos and Erg occupancy erBim promoter at AP-1 site. Dex treatment
induced c-Jun binding to the Bim gene after 10ehtinent (Fig. 3.4A), but did not induce c-Fos
binding to Bim. As Erg has been found to interadhvithe AP-1 transcription factor (37), our
next aim was to analyze if Erg occupies the APtd an Bim. The result indicated that Erg was
not recruited in a hormone dependent manner o\ binding site in Bim in sensitive cells
(Fig. 3.4B).

It was previously shown that Ets family membersyparole in GR auto-regulation (12).
Based on the previous previoD®A footprinting results, we have identified an Ethsensus
sequence near the GR binding site (39). DNA prgnisna method of investigating the sequence
specificity of DNA-binding proteinsin vitro and that protein bound DNA regions can be
identified when running on a polyacrylamide gelisTts also called the the "footprint”, where
the DNA has been protected from the cleavage adenthis case, the Ets family member
consensus sequence GGA(A/T) was found in footdriht(FP12), which is adjacent to a half
GRE (FP11), and both sites are important for dateng hGR1A promoter responsiveness.
Here we identified an Erg consensus sequence (GBBAA(G/A) (39) at the same site at
footprint 12 (261bps downstream of hGR1A) (Supphblé 4B). Erg was efficiently and
transiently recruited on the GR1A promoter in sevesicells (Fig. 3.4C). However, AP-1 and
Erg were not efficiently recruited on Bim and GRmoters in resistant cells (Fig. 3.5). Overall,
we identified hormone dependent recruitment of -dn the Bim promoter AP-1 site and a

transient recruitment of Erg on the hGR1A onlya@nsitive but not resistant cells.
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Bim promoter occupancy by AP-1 complex on
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Bim promoter occupancy by Erg on AP-1
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Figure 3.4 ChIP analysis of GR and Bim promoters irGC sensitive C7 cells

We identified a potential AP-1 binding site on Bien promoter and analyzed c-Jun and c-

Fos(A), or Erg(B) occupancy on this site in C7 cells treated witM1pex for the indicated

times. Similar analysis was performed to deterning recruitment on GR1A promotér).

Error bars represent standard deviation of three independent qRT-PQbemxents with

triplicates measurements in each experiment. Asténidicates a significant difference at p <

0.05.
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Figure 3.5 ChIP analysis of GR and Bim promotersn resistant C1 cells

ChIP analysis was carried out in resistant C1 @dlslescribed in Fig. 3.4 to analyze c-Jun
and c-FogA), or Erg(B) occupancy on the potential AP-1 binding site anBliim promoter.
Analysis of Erg recruitment on the GR1A promo(€). Error bars represemit standard
deviation of three independent qRT-PCR experimeiiits triplicates measurements in each

experiment. Asterisk indicates a significant difiece at p < 0.05.
3.4.5 Erg inhibition increases ALL cell death

Our results indicated that Erg and c-Jun are piaignimportant molecules in regulating GR
gene expression and GC sensitivity. Since the JaliKvay is involved in regulating activity of
both GR and AP-1/Erg proteins (40; 41), the JNKbitbr SP600125 was used to investigate its
effects on cell fate. In addition, the YK-4279 cayupd that inhibits Erg subfamily of proteins
(28) was used individually or in combination witleXoto analyze its effects on ALL cellular fate
(Fig. 3.6). Dex treatment increased the percentdggoptotic cells in C7/ GC sensitive but not
in C1/GC resistant cells, whereas treatment wighBhg inhibitor caused an increase in apoptotic
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cells in C1 but not C7 cells. Combination of DexdanK-4279 treatment increased apoptotic
cell death in both cell lines. Treatment of C7 &idlines with JNK inhibitor resulted in a minor
but insignificant increase in apoptosis, whereassignificantly increased apoptosis when
combined with Dex in C7 cells. These results inidahat inhibiting Erg and JNK pathways in
hormone treated cells displays selective effectapmptosis of sensitive and resistant cells. More
importantly, the results showed that Erg have a&moapoptotic effect with and without Dex
treatment in CEM cells and that the inhibition a§Enay have a role in restoring GR sensitivity

in resistant C1 cells.
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Figure 3.6 Differential effect of Erg and JNK inhibitors on cell fate in glucocorticoid

sensitive versus resistant cells

The number of viable and apoptotic Dex sensi@#and resistant C1 cells in the presence
of indicated compounds was measured by annexin $tdfing using FACS analysis. Cells
were treated individually or in combination withNMipDex, 10uM Erg inhibitor (YK-4279),
10puM JINK inhibitor (SP600125) for 48 h. Error baepresent: standard deviation of three
independent experiments. Asterisk indicates a Bogmit difference at p < 0.05.
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3.5 Discussion

The molecular basis of glucocorticoid-induced apsist and resistance is not fully
understood. Our microarray analysis identifieddblsociation between AP-1, c-Jun and Erg in
relation to GR function in leukaemia. As the prajpjotic Bim gene is a crucial node in GR
mediated apoptosis and a known c-Jun target inonalcells (31), we analyzed the interplay
of these factors in the control of Bim function.iFkvas also applied to the control of GR auto-

regulation (12).

15 kinetic profiles of GR regulated genes were tbunGC treated C7/GC sensitive cells
for 0, 2 and 10 h. 268 out of 358 genes were aied/by the GR, suggesting that activation is
more prevalent in leukaemia. The analysis alsotified sets of early and delayed responsive
genes to GCs (Fig. 3.1). These findings highlidte importance of studying the kinetics of
gene expression and suggest that GR utilizes diffeal regulatory mechanisms to control
target gene transcription. GRE containing (9) apdp#otic genes were exclusively found in
GC activated clusters (Fig. 3.1), suggesting th@s @ctivate rather than repress most of the
apoptotic genes in C7 cells.

We have identified c-Jun as a crucial target in&@ Bim regulation (Fig. 3.2 and Fig. 3.3)
(30; 31). This result was supported by the obsamadhat c-Jun is induced by GCs in leukaemia
and targets Bim in neuronal cells (29, 30). We mheiteed that c-Jun is recruited to the Bim
promoter in C7 cells only (Fig. 3.4-3.5). A receastudy indicated that AP-1 facilitates cell
specific GR recruitment by maintaining chromaticessibility. The complex crosstalk between
GR and AP-1 transcription factors involves both ualitactivation and inhibition (17), but our
data indicate that the major regulatory effect es¢hrough GR dependent c-Jun upregulation,
which then selectively activates Bim gene expressiaa cell specific manner (Fig. 3.2-3.5). On
the other hand, there was virtually none or vemy Expression of the AP-1 subunit c-Fos in
CEM cells and no relevant recruitment was obsewedhe Bim promoter (Fig. 3.2-3.5). It is
thought that the c-Jun-c-Fos heterodimer leadsGad€pendent repression and that the c-Jun-c-
Jun homodimer causes GC dependent stimulationnme garget genes (42). We did not observe
c-Fos level increase/recruitment on Bim promotethia resistant C1 cells. It should be noted
that the arrangement of GR and AP-1 binding sitesanother major determinant of the
regulatory factor’s activities (43Jor instance, when two sites are not closely judapg, GR
and AP-1 act synergistically regardless of the cositpn of AP-1, however, if the two sites are

close to each other (14-18bps) then they behaeecasposite GRE where activation/inhibition
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occurs in a context dependent fashion (44; 45}heumore, the interaction of AP1 and GR with
other transcription factors such as the glucocoidienduced leucine zipper (Gilz) can influence
the GC response (46). Taken together, the interattetween GR, c-Jun and c-Fos is regulated
at multiple levels including AP-1 composition, DN#inding specificity and interaction with
other transcription factors. Precise details of ttriosstalk and the role of c-Fos in GC response

require additional research.

The activity of c-Jun is regulated by the JNK patlgwin T-ALL, the c-Jun/JNK pathway
has been implicated in both pro- and anti-apoptetiects (47; 48). However, c-Jun induction
was observed in C7 cells and in T-ALL patientsra@€ treatment and a higher basal expression
of c-Jun was detected in sensitive than in thestasi T-ALL (30; 49). A recent study indicated
that c-Jun may potentially be activated through p38PK as well thereby regulating Bim and
inducing apoptosis (50; 51). JNK dependent c-Jursphorylation at Ser63 and Ser73 has been
linked to c-Jun activation (52). The change in Sggbosphorylation in c-Jun has been shown to
correlate with protection of BimEL from degradeti(48). c-Jun phosphorylation at Ser63 has
also been implicated in nitric oxide induced apsan neural tumours (53). In addition, JNK
targets GR for phosphorylation and this is propdseihhibit GR activity at certain promoters.
Therefore JNK could have a dual role in apoptobi®ugh stimulation of c-Jun and Bim
phosphorylation and inhibition of GR activity. Hoet investigations of the role of c-Jun

phosphorylation in GC induced apoptosis of ALL selte thus required.

Microarray analysis of patients’ and cell line daganerated by this and previous studies (5,
33) (Table 3-1 & Suppl. Table 3.2) identified Erg aseoaof the significant differentially
regulated genes between sensitive and resistant Ahls is consistent with results found in
children with Philadelphia positive (Ph+) ALL whelseg repression was found in patients with
good risk (Suppl. Table 3.2B & 3.3B). This repressiwas however not identified in GC
sensitive C7 cells, though there was a marked réifttal Erg expression compared to the
resistant CEM cells (Fig. 3.2 & Suppl. Fig. 3.4As the microarray analysis was based on the
phenotypes only, various subtypes or other faatway introduce noise in the analysis, which

also explains why Jun was not identified.

Erg belongs to an Ets transcription factor famigredjulated in prostate cancer and fused to
Ewing's sarcoma (EWS) family members (54). The irtgod role of Erg in cell proliferation in
leukaemia has been found in many recent studieg§4where high Erg expression is an

adverse prognostic factor in adult T-ALL patien&b;( 56). Our results suggest that Erg is
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expressed markedly in resistant cells only (Fig. &d 3.3) and that prolonged Dex treatment
for 24 h differentially induces Erg protein and mRM resistant cells (Fig. 3.2 & 3.3; Suppl.
Fig. 3.4A).

Crosstalk between Ets family and GR has been destpreviously (12). In GC responsive
T cells, the c-Myb transcription factor increase® @uto-regulation, whereas Ets family
members such as PU.1 have repressive effect ineSiStant B lymphocytes. However, Ets1-2
factors, which suppress Dex induction of the hGRiAmoter, also cause a large increase in
basal promoter activity. In addition, the authorsgwsed that other Ets factors may be involved
in earlier hGR1A transcriptional control in T ce(62). Our data identified Erg as a potential
candidate for such a function, either through besgllation or as a pioneer factor. However, we
could not detect any Erg occupancy that is hornaepgendent on the hGR1A promoter in C1
cells despite high Erg protein levels in thesesc@fig. 3.2, Fig. 3.5B & Suppl. Fig. 3.4). It is
possible that unlike PU.1, Erg does not play a moleepressing the GR promoter in C1 cells or
that it binds somewhere else on the promoter.

It seems that Erg and c-Jun have opposite expregsitierns (Fig. 3.2, 3.3 & Suppl. Fig.
3.4). Crosstalk of AP-1 and Ets transcription dasthas been described (57), showing that they
regulate gene transcription in a sequence, positmding affinity and stimulus dependent
manner. A genome-wide analysis of Erg occupancytified an overlap with AP-1 at
prototypical Ras responsive elements, but Erg aiesstranscription from these elements in a
Ras/MAPK independent manner (45). Thus it is pdsditat overexpression of Erg in C1 cells
reflects disturbed feedback loops between AP-1, BAPK pathways and GR. The importance
of this balance is reflected in other studies whare1l was found to facilitate chromatin
accessibility and GR binding (44).

An anti-apoptotic effect of Erg has been identifiadumbilical vein endothelial cells (58)
corroborating our results where the inhibition afyEubfamily members increases apoptosis
(Fig. 3.6). Such effect is GC dependent in sersiimd GC independent in resistant cells. The
anti-apoptotic role of Erg may be due to varioustdes. Firstly, it has been found that siRNA
specific for Erg directly downregulates c-Myc iroptate epithelial cells (59). The repression of
c-Myc is known to be important in initiating apopi® in GC treated CEM cells (60), which
indicates a potential role of Erg in inhibiting @posis via regulation of c-Myc. However, such
regulatory mechanism remains questionable as lr¢#flal. demonstrated that the repression of

c-Myc is not critical for cell death (61). In leukaia, an association between Erg and Notchl
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mutations was identified. As Notchl is importantdonferring GC resistance, this suggests
another possible mechanism through which Erg catraoGC dependent apoptosis (24). Other
roles such as fusion with Ewing's sarcoma (EWS)ilfaprotein members (62) and potential
regulation of anti-apoptotic Bcl1X(63) may also be considered. Although our studlights
the anti-apoptotic effect of Erg (as shown in Bd), we observed a transient Erg recruitment on
the GR promoter in GC sensitive C7 cells. Since réq@essive role of Ets proteins in GR
regulation has been proposed (12), the effect gftiansient recruitment on GR promoter in GC

induced apoptosis of C7 cells remains to be detexchi

To summarize, we propose that GC sensitivity in AisLcontrolled through a series of
feedback loops operating in differential temporattgrns that will at least in part determine
cellular levels of GR, AP-1, Erg and Bim, ultimat&ontributing to cell fate. In GC treated C7
cells, GR becomes activated and alters Bim and r@mseription, potentially through AP-1 and
Erg recruitment respectively. Such recruitmentsewsst seen in C1 cells. Other factors such as
MAPK signalling and c-Myb may play a role in regirtig GR, AP-1 and Bim, possibly through
binding to the GR promoter. These relations co@dibed for improvement of current therapies

and provide the basis for potential differentiaktiment of leukaemia.

3.6 Tables

Table 3-1List of statistically significantly expressed germ&r time in both sensitive ALL and
(Ph+) ALL patients with good risk

STEM analysis of 68 microarrays obtained from deles and ALL patients. The lists of
significant genes were clustered to identify theegethat showed a consistent and significant
differential regulation throughout the analysis.eTtable indicates the mean difference (log2
scale) between sensitive and resistant ALL. (B) BTdahalysis of 14 microarrays obtained from
Philadelphia positive (Ph+) ALL treated accordingtihe EsphALL protocol at Day 0 and Day
17 (36). The table shows the correlated gene esiore®f the candidates obtained from Table
1A. All human gene symbols indicated here are atadtaccording to the Gene Ontology

database.
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3-1A Sensitive ALL: cell lines and patients

Consistently upregulated genes (log2 fold)

Gene Symbol Oh 6-10h 24h
NCF2 0 0.69 1.42
BCL2A1 0 1.06 0.63
NFE2 0 1.21 0.52
LGALS3 0 1.04 0.47
Consistently downregulated genes (log2 fold)

Gene Symbol Oh 6-10h 24h
ERG 0 -1.06 -1.29
GBP4 0 -1.36 -1.17

3-1B: Philadelphia positive (Ph+) ALL patients showng good risk

Consistently upregulated genes (log2 fold)

Gene Symbol Day O Day 17
NCF2 0 1.76
BCL2A1 0 2.33
NFE2 0 1.91
LGALS3 0 2.78
Consistently downregulated genes (log2 fold)

Gene Symbol Day 0 Day 17
ERG 0 -2.39
GBP4 0 -2.79
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The heatmap was generated via MeV with hierarcluleetering of our own and published data

similarities identified in the expression pattebetween sensitivity restored and resistant ALL.
Comparing sensitive to resistant ALL, 3537 genesewgpregulated (left panels), whereas 607

genes were downregulated (right panels). Propodfogenes displayed in the outer panels was

differentially regulated in the sensitive ALL (S), sensitivity restored (C) and resistant
(5, 33). Differential patterns were observed ins#re versus resistant cells with surprising

ALL(R)
magnified and displayed in the middle panels farit}.
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Suppl. Figure 3.2 Summary of the comparative expreson profiling strategy and work

flow

The details of the summary of work flow are desadlilin the results section. A number of

ALL subclones (CCRF-CEM and preB697) and patiefitsgnd B-ALL) microarray data

were chosen from published reports (5, 33) anddata (Suppl. Table 3.1). ALL samples

were categorized by phenotypic traits and furthealyzed. Additional data obtained from
children with Philadelphia positive (Ph+) ALL weaso used for analysis (36).
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Suppl. Figure 3.3 Validation of microarray analysisin CEM-C7-14 and CEM-C1-15 cells
through determination of candidate protein levels

Additional western blot analysis was performed @scdbed in the Fig. 3.2, thus providing three
independent experiments in total. Protein levelsewguantified and results were included in
histograms as shown in the Fig. 3.2. GR, c-Fos, &dun, p-Jun and Bim protein levels were
normalised using actin as a control in CEM-C7-14 &EM-C1-15 cells cultured withuM

dexamethasone (Dex) for the indicated times.
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Suppl. Figure 3.4 Effect of prolonged treatment orprotein and mRNA levels of candidate

genes in CEM-C7-14, CEM-C1-15 and in epithelial A5 cells
140



(A) GR, c-Fos, Erg, c-Jun and Bim protein levels werayzed using western blot, with actin as
a control in CEM-C7-14 and CEM-C1-15 cells cultureith 1uM dexamethasone (Dex) for the
0 and 24 h. Erg mRNA level was also determined WwRT-PCR.(B) c-Fos, and Erg protein
levels were measured using Western blot analysik, agtin as a control in A549 cells cultured
with 100nM dexamethasone (Dex) for the 0, 2 andhl@®rotein levels were quantified by
ImageJ, normalised to actin and presented as aeghash. Error bars represent mean valties
standard deviation of three or more independeneémx@nts. One representative blot is shown.

Asterisk indicates a significant difference at p.85.

3.7.2 Supplementary Tables

Suppl. Table 3.1 The table indicates all the signdant GC regulated genes that were
clustered using STEM in Dex treated CEM-C7-14 cells

(A) Using TRED, regions between -2000 and 2000 dbasktive from the known or predicted
transcription start site (TSS), were scanned. Kn@#targets were identified according to So
et al., 2007 (9). Potential GREs were identifieckmown GR targets (green) and potential novel
GR targets (red). Asterisk indicates the geneswaie assigned under the GO term apoptosis.
(B) The significant GC regulated gene list in CEM-T4 cells with their affymetrix accession

numbers and the fold changes in log2 scale.

Suppl. Table 3.1ADescription of gene expression kinetic profiles itime course Dex treated
CEM-C7-14 using STEM. The table indicates all theignificant GC regulated genes that
were clustered using STEM in Dex treated CEM-C7-14.

Cluster ID Gene Symbol
ADAM TGFB
Profile 13 HIPK1 9 ABCA1 NINJ2 R2 FKBP5 TSHZ3
AKAP
2 n
BCL2L PALM2- C180
11 ARSK AKAP2 IRF9 ZFPM2 RF1 ISG20 HEMGN
ADAM PALM SLC1
TS19 VCL 2-AKAP2 USP20 CAMKID A4 CD79A CHFR
ccbDe STIM STK1
141 TXNIP 1 RNF144A ELMO2 6 LY96 LMBR1
CHD2 JUN HKDC1 PRKCA OCR1
C100 ALOX5A PFKF
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Profile 15

ASXL2

WFS1

PIK3IP

LEF1

FGFR1

GABA

RAPLL /Il

GABARAPL3

KIR2D
S2

EWSR
1/ FLI1

CABIN

SLFN5

FIP1L1

HERP

ubD2

NUCB

ITGAG

CPD

TRIB1

DUSP6

NPNT

ELL2

SFXN5

GATSL3
/I TBC1D10A

LOC6415
18

BTG1

NR3C1

DDIT4

TLN1

RF26

CD93

KIF3C

CD53

RSAD
2

HIST1
H2BC

KIR3
DL3

RUNX
2

CCDC
92

C70R
F38

NFIL3

ARHG
AP29

SMAR
CA2

TSC2

C70RF2

FLI1

C90RF1

PLXND1

PIK3R1

TUBA4A

PBXIP1

AIM1

IPO11 /il
LRRC70

ATP2A3

CXCR4

TRAPPC
10

CD69

09

LBH

PLXNA1

FAIM3

KLHL24

UBE2H

AFF3

PTRH1

GRASP

PRAGMIN

ST3GAL6

TAF6L

C140RF1

RNASET2

B2

HAU
S3

SYNJ
2

LAIR
1

MCA
M

TNKS
2

ARH
GEF3

SPO
N2

LZTS
1

JAM3

MED
28

GRA
MD3

KLF1
3

MST1

TNFSF8

KIR3DL2

/Il LOC727787

IL10

AKAP13

CCR4

CLEC16A

NEK1

UBASH3

ZNF438

RSPRY1

FLJ36031

LOC1001

32884

NCRNAO

CDH23

TMEM17

C1QTNF
9 /// SPATA1L3

STK11IP

RCSD1

SH3TC1

KLF2

PRDM1

TAGAP

BIVM

SYNJ2BP

ZNF805

PSMG4
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Profile 2

Profile 11

A44

SLC25

PHTF2

HES1

LIG4

CAMK

RBBP6

YOD1

MAPK6

MEF2C

KCTD15

ZFP36L2

2D3

-1

F30

F108

RPL1

NKX6

C50R

C60R

RPRDI1A

RGMA

LOC1002
93563

PRKCE

GNAQ

C200RF1
12

ARLG6IP6

HNRNPU
L1

50 0081

LON

RF1 LYSMD2
SPSB

1 KLHL8
STAR

D4 SFRS1

GTF2
H5 CALR

ISYNA1

MBLAC2

TMEM65

HCG_177
4568 i
LOC100291311
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SMAD C60R
4 CEP170 F62

MCOL SLC25A3 REX
Profile 1 KRT5 FOLR1 N3 MALAT1 0 o1 MUC20

C50RF3
Profile 9 PTPN2 3 HPDL

Suppl. Table 3.1B Significant GC regqulated genes dnthe corresponding Affymetrix 1D

and fold changes in Dex treated CEM-C7-14 using ST#

Gene Symbol Affyt ID Profile ID Oh 2h 10h
(Log2-fold)

HIPK1 1552516_A_AT;212293 AT 13 ) 0B

1553096_S_AT;1555372_AT;1
558143_A_AT;208536_S_AT;222343

BCL2L11 _AT;225606_AT 13 0 1 191

ADAMTS19 1553179_AT;1553180_AT 13 D 0.75

CCDC141 1553645_AT 13 0 0 0.89

CHD2 1554014_AT 13 0 0 0.62
1555266_A_AT;218659_AT;:

ASXL2 6251_AT 13 0 0 0.89

WFS1 1555270_A_AT;202908_AT 18 D o 1.21

1555632_AT;221756_AT;2217
PIK3IP1 57_AT 13 0 0 1.62
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1556402_AT;1556462_A_ AT
556777_A_AT;1557174_A_AT;15651
05_AT:1568682_A_AT;1570439_AT;
202648_AT;212952_AT:213048_S_A
T;213747_AT;215147_AT;220494_S|
AT;222968_AT;224989_AT;226458_
AT;226725_AT;226821_AT;228443 _
S_AT;229359_AT;229670_AT;22973
3_S_AT;229934_AT;230003_AT;230
053_AT;230161_AT;231083_AT;231
310_AT;232125_AT;232431_AT;232
576_AT;234032_AT;234111_AT;234
326_AT;235207_AT;235428_AT;235
735_AT;235962_AT;236395_AT;236
934_AT;236999_AT;237009_AT;237
018_AT;238281_AT;238826_X_AT;2
39105_AT;239328_AT;239571_AT:2
39817_AT;240015_AT;240118 AT;2
40195_AT;240237_AT;241617_X_A
T;241925_X_AT;242406_AT;242494
_AT;242568_S_AT;242929_AT;2430)
39_AT:243495_S_AT;243509_AT;24
3868_AT;244665_AT 13 0.4
1569132_S_AT,;1569133_X_
ARSK T 13 0.72
vCL 200931_S_AT 13 0.64
201008_S_AT;201009_S_A1
TXNIP 01010_S_AT 13 1.32
201464_X_AT;201465_S_AT
JUN 01466_S_AT 13 1.76
ITGA6 201656_AT;215177_S_AT 1 1.85
CPD 201940_AT;201942_S_AT 1 0.96
TRIB1 202241_AT 13 3.79
ADAMO 202381_AT 13 0.89
AKAP2 il
PALM2-AKAP2 202759_S_AT;226694_AT 1 0.97
PALM2-AKAP2 202760_S_AT 13 1.09
STIM1 202764_AT 13 1.03
C100RF26 202808 AT 13 0.78
CcD93 202878_S_AT 13 0.8p
KIF3C 203390_S_AT 13 0.89
CD53 203416_AT;242946_AT 13 1.21
ABCAL 203504_S_AT;203505_AT 13 1jo
IRF9 203882_AT 13 0.61
USP20 203965_AT 13 0.81
RNF144A 204040_AT 13 0.64
ALOX5AP 204174_AT 13 0.64
C7ORF23 204215 AT 13 0.67
FLIL 204236_AT;210786_S_AT 1 0.45
C9ORF16 204480_S_AT 1 0.75
204560_AT,224840_AT,224t
FKBPS 6_AT 13 2.48
ISG20 204698_AT;33304_AT 13 2.68
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CD79A 205049_S_AT 13 0.6p
LY96 206584_AT 13 1.66
PRKCA 206923_AT 13 0.82
TNFSF8 207216_AT;241819_AT 1 2.84
KIR3DL2 I 207313_X_AT;207314_X_AT;

LOC727787 211688_X_AT;216907_X_AT 13 0.77
IL10 207433_AT 13 1.72

208325_S_AT;209534_X_AT

21718_S_AT;222024_S_AT;224884

AKAP13 AT 13 1.27
CCR4 208376_AT 13 1.2
DUSP6 208893_S_AT 13 0.63
TGFBR2 208944_AT 13 1.03
C180RF1 209573_S_AT;209574_S_AT ] 0j92

209610_S_AT;209611_S_AT;2
SLC1A4 12810_S_AT;212811_X_AT 13 0.68
STK16 209622_AT 13 1.02
PFKFB2 209992_AT;226733_AT 1 2.43
HAUS3 210054_AT 13 0.64
SYNJ2 210612_S_AT;212828 AT 1 0.84
LAIRL 210644_S_AT 13 0.64
MCAM 210869_S_AT 13 0.74
LEF1 210948_S_AT;221557_S_AT 1B 1.21
FGFR1 210973_S_AT 13 o
GABARAPLL /I/

GABARAPL3 211458 S_AT 13 0.97
KIR2DS2 211532_X_AT 13 0.6
EWSRL /// FLI1 211825 S_AT 13 0l8
PLXND1 212235 AT 13 0.61
PIK3R1 212239 AT 13 0.92
TUBA4A 212242 AT 13 1.49
PBXIP1 212259 S_AT 13 0.7p
AlIM1 212543_AT 13 1.7
CLEC16A 212786_AT 13 0.66
NEK1 213331_S_AT 13 0.6
RSAD2 213797_AT;242625_AT 1 1.02
HIST1H2BC 214455 AT 13 0.92
KIR3DL3 216676_X_AT 13 0.64

216994_S_AT;232231_AT;2
RUNX2 858_S_AT 13 2.19
CCDCY2 218175_AT 13 0.9
TNKS2 218228_S_AT 13 0.8p
ARHGEF3 218501_AT 13 0.93
SPON2 218638_S_AT 1 0.91
LZTS1 219042_AT;47550_AT 14 0.98
SH3TC1 219256_S_AT 13 1.07
KLF2 219371_S_AT 13 1.1
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NINJ2 219594 AT 13 0.61
ZFPM2 219778_AT 13 0.95
CAMK1D 220246_AT;235626_AT 13 0.7p
ELMO2 220363_S_AT;55692_AT 13 0lo
HKDC1 220585_AT 13 0.89
LBH 221011_S_AT 13 0.64
PLXNAL 221538_S_AT 13 0.62
FAIM3 221601_S_AT 13 0.1

221985_AT,221986_S_AT;2
KLHL24 158_AT 13 1.01
UBE2H 222420_S_AT 13 0.76
TSHZ3 223392_S_AT;223393 S_AT 13 0.b5
HEMGN 223669_AT;223670_S_AT 1 1.48
CHFR 223931_S_AT 13 0.6
LMBR1 224036_S_AT 13 0.84
OCR1 224270 AT 13 0.59
CDH23 224527_AT 13 1.19
TMEM173 224916_AT 13 0.74
CIQTNF9 il

SPATA13 225564_AT 13 1.23
STK11IP 225713 AT 13 0.63
RCSD1 225763_AT 13 0.83
NPNT 225911_AT 13 1.03
ELL2 226099_AT 13 1.14
SFXN5 226373_AT 13 0.68
GATSL3 1T
TBC1D10A 226613_AT;233528_S_AT 18 1.32

AFF3 227198_AT 13 0.66
PTRH1 228014_AT 13 0.98
GRASP 228263_AT 13 1.32

228353_X_AT;228359_AT;2:
UBASH3B 462_AT;238587_AT 13 1.7
PRDM1 228964_AT 13 1.86
TAGAP 229723 AT 13 1.45
ZNF438 229743 AT 13 0.77
JAM3 231721_AT 13 0.92
PRAGMIN 235085_AT 13 1.36
IPO11 /// LRRC70 238488 AT 13 0.65
C70RF38 238609_AT 13 0.61
LOC641518 243363_AT 13 1.03
CABIN1 37652_AT 13 0.61
SLC18A2 1553328_A_AT;205857_AT 1.48
MGC2848 1553935_AT 8 1.29

1554569_A_AT;202156_S_A

202157_S_AT;202158_S_AT;22717¢

CUGBP2 _AT 8 1.04
PTPRM 1555579_S_AT;203329_AT B 1.42
SPATA13 1556601_A_AT 8 0.83
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MACROD2 1563209_A_AT;235278_AT 2.97
LOC100130872 1569496_S_AT 0.88
201539_S_AT;201540_AT;2
298_X_AT;210299_S_AT;214505_S|
FHL1 AT 0 1.57
SRGN 201858_S_AT;201859_AT 1.02
RASAL 202677_AT;210621_S_AT 0.99
ANK2 202920 AT 0 1.42
PRKAR2B 203680_AT 0 1.22
DFNA5 203695_S_AT 0 1.93
203748_X_AT;207266_X_AT;
RBMS1 209868_S_AT;225269_S_AT 0.47
DNAJB4 203810_AT 0 0.72
TSNAX 203983_AT -0 0.75
LCMT2 204013_S_AT 0 0.66
PTEN 204053_X_AT;211711_S_AT 1.06
SAP30 204899_S_AT;204900_X_AT 0.79
205315_S_AT;226685_AT;2
SNTB2 312_AT;238925 AT 0 0.97
SCRG1 205475_AT 0 1.51
IL7R 205798_AT;226218_AT 3.18
JAK2 205842_S_AT 0 1.24
DISC1 206090_S_AT -0 1.39
CROCC 206274_S_AT 0 1.48
GLRX 206662_AT;209276_S_AT 1.01
FAM65B 206707_X_AT;209829_AT 1.2p
KLRC1 /// KLRC2 206785_S_AT -0 0.85
CH25H 206932_AT 0 2.54
DLX2 207147_AT 0 0.9
METTL7A 207761_S_AT 0 1.79
RCAN1 208370_S_AT;215253 S_AT 2.03
ABCC5 209380_S_AT;226363_AT 1.18
209676_AT;210664_S_AT;210
TFPI 665_AT;213258_AT;215447_AT 1.06
BIRC3 210538_S_AT 0 2.35
MYO1B 212364_AT 0 1.96
LBAL 213261_AT 0 1.07
TRAF3IP2 215411_S_AT 0 0.86
KIR2DS4 216552_X_AT 0 0.63
PTEN /// PTENP1 217492_S_AT 0 1.28
218043_S_AT;222498_AT;223
AZI2 846_AT;227904_AT;227905_S_AT 1.74
SESN1 218346_S_AT 0 0.85
CXORF57 219355_AT 0 1.57
COROI1C 221676_S_AT;222409_AT 1.34
ELK3 221773_AT 0 0.88
C4ORF34 224990_AT 0 0.62
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CAMK1D i
LOC283070 226382_AT;226959_AT 3 0|8
PAQRS 226423_AT;227626_AT g 1.1
230083_AT,231817_AT,237-
USP53 5_AT 8 0 1.71
ROR1 232060_AT 8 0 1.35
PAX6 235795_AT 8 0 0.71
LOC389043 240546_AT 8 0 3.11
ZFPM1 242282 AT 8 -0 0.65
PIGV 51146_AT 8 0 0.84
SEPSECS 1553167_A_AT 1P 0.63
APHIA 1554417_S_AT 12 0.71
KLHL18 1557165_S_AT 12 0.6
TBC1D1 1568713_A_AT;1569566_AT 12 0.99
PTPRC 1569830_AT 12 0 0.65
200648_S_AT,215001_S_AT
GLUL 17202_S_AT 12 1 1.56
BTG2 201235_S_AT 12 0.8
OTUB1 201246_S_AT 12 0.6
NFKBIA 201502_S_AT 12 1.34
FAT1 201579_AT 12 0 0.94
201732_S_AT,201734_AT;2l
CLCN3 735_S_AT 12 0 0.83
TRAM2 202368_S_AT 12 0.62
SPOCK?2 202524_S_AT 13 111
CLPP 202799_AT 12 0 0.65
FAM13A 202973_X_AT 12 0 0.62
CDK9 203198_AT 12 0 0.65
DGKA 203385_AT;211272_S_AT 12 0.67
SLA 203760_S_AT;203761_AT 13 1.38
PITRM1 205273_S_AT 12 0.7y
uGP2 205480_S_AT 1 0.78
FLJ10038 205510_S_AT 12 0.96
YAF2 206238_S_AT;244783_AT 13 0.71
GRAP2 208406_S_AT 17 1.1p
GABARAPL1 208869_S_AT 12 0.72
DEGS1 209250_AT 12 0 0.66
SWAP70 209307_AT 12 0 0.84
socsi 209999_X_AT;210001_S_AT 12 2.p5
ITK 211339_S_AT 12 0 0.64
NBEAL2 212443 AT 12 1 1.09
NUMA1L 214251_S_AT 12 0 05
cb7 214551_S_AT 12 0.79
DSTYK 214663_AT 12 0 0.63
PLCH1 214745_AT 12 0 0.64
DUSP10 215501_S_AT;221563_AT 12 1.6
TUBA3D 216323 X_AT 12 0 0.6
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CRISPLD1 223475_AT 12 0 1 2.36
KATNAL1 223790_AT 12 0 1 0.87
C100RF104 224665_AT 12 0 0 0.61
DAB2IP 225020_AT 12 0 0 0.85
RAPH1 225188 AT 12 0 0 0.77
SMAP2 225282_AT 12 0 1 1.3
LOC150166 229101_AT 12 0 0 0.66
TBCD 229192_S_AT 12 0.79
TAF8 229412 _AT 12 0 0 0.59
SERAC1 232183_AT 12 0 0 0.63
WDR6 233573_S_AT 12 0.59
BHLHE23 234045_X_AT 12 0.67
C200RF196 243507_S_AT 1P 0.67
TRPV6 1559405_A_AT 7 -0.4
MXI1 202364_AT 7 0 -0 -0.6
MYC 202431_S_AT 7 0 -0 -1
SATB1 203408_S_AT 7 0 0 -0.6
SOX12 204432_AT 7 0 0 -0.6
SASH3 204923 _AT 7 0 -0 -0.6
SERPINI1 205352_AT 7 0 0 -0.9
207057_AT,210807_S_AT;2:
SLC16A7 866_AT 7 0 -0 0.7
LTB 207339_S_AT 7 0 0 -1
RPGR 207624_S_AT 7 0 -0 0.7
CBFA2T3 208056_S_AT 7 0 0 0.7
PAK2 208876_S_AT 7 0 0 -0.6
RGS16 209325_S_AT 7 0 0 0.7
PPAT 209433_S_AT;209434_S_AT 7 -0.7
SLC19A1 211576_S_AT 7 0 -0 -0.6
MAK16 211686_S_AT 7 0 -0 -0.6
ENDOD1 212570_AT;212573_AT 7 N
PCSK5 213652_AT 7 0 -0 0.7
C190RF6 213985_S_AT 7 0 -0 0.7
TMEM38B 218772_X_AT 7 0 -0 -0.6
NOTCH1 218902_AT 7 0 -0 0.7
TMEM120B 219154 AT 7 0 0 0.7
BATF3 220358_AT 7 0 0 -0.6
C100RF92 220539_AT 7 0 0 0.7
APLN 222856_AT 7 0 -0 -1.3
LYAR 223413 S_AT;223414_S_AT 1 08
SLC16A9 227506_AT 7 0 -0 -1
NDUFAF4 227559_AT 7 0 -0 0.8
ccbeel 228475_AT 7 0 -0 -0.6
ZNF280B 230789_AT 7 0 0 -0.9
MIR17HG 232291_AT 7 0 -0 0.7
NUDT19 235384_AT 7 0 -0 0.7
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LOC440900 243795_S_AT 7 -0 -0.6
SLFN5 1553055_A_AT 15 0.78
FIP1L1 1554424 AT 15 1 0.96
HERPUD2 1558699_A_AT 15 0.7
NUCB1 200646_S_AT 15 0.6b
BTG1 200920_S_AT;200921_S_AT 16 25
201865_X_AT;201866_S_AT;2)
NR3C1 11671_S_AT;216321_S_AT 15 1.43
DDIT4 202887_S_AT 15 1 1.
TLN1 203254_S_AT 15 q 0.59
NFIL3 203574_AT 15 1 1.97
ARHGAP29 203910_AT 15 1 1.06
SMARCA2 206542_S_AT 15 0.6p
TSC22D3 207001_X_AT;208763_S_AT 15 2.83
ATP2A3 207521_S_AT;213042_S_AT 16 0.67
CXCRA4 209201_X_AT;211919_S_AT 16 o9
TRAPPC10 209412_AT 15 0 0.59
CD69 209795_AT 15 1 1.87
ST3GAL6 210942_S_AT;213355_AT 16 1.74
TAF6L 213211_S_AT 15 q 0.4
C140RF109 213246 AT 15 0 0.59
RNASET2 217983_S_AT 14 0.68
MED28 218438_S_AT 15 0.64
GRAMD3 218706_S_AT 15 1.18
KLF13 219878_S_AT;225390_S_AT 15 1.83
MST150 223276_AT 15 1 1.8
RSPRY1 225774_AT 15 1 0.9
FLJ36031 227883 AT 15 0 0.68
LOC100132884 228899_AT 15 1 0.7
NCRNAO0081 232885_AT 15 0 0.59
BIVM 233255_S_AT 15 0 0.64
SYNJ2BP 235722 AT 15 0 0.76
ZNF805 238437_AT 15 1 0.76
PSMG4 242055_AT 15 1 0.92
SLC25A44 32091 AT 15 0 0.71
PHTF2 1554822_AT 2 -0 0.6
HES1 203394_S_AT;203395_S_AT ) -15
LIG4 206235_AT 2 -0 -0.9
MAPK6 207121_S_AT 2 -0 -0.6
MEF2C 209199_S_AT 2 -0 0.8
KCTD15 218553_S_AT 2 -0 -0.6
RPL14 219138 AT 2 -0 -0.6
NKX6-1 221366_AT 2 -0 -0.6
C50RF30 221823_AT 2 -0 0.7
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RPRD1A 222559 _S_AT 2 0 -0 0.8
RGMA 223468_S_AT 2 0 -0 0.8
LOC100293563 224375_AT 2 0 -0 -0.6
GNAQ 224862_AT 2 0 -0 -0.6
C200RF112 225224 AT 2 0 -0 0.7
ARLG6IP6 225711_AT 2 0 -0 0.7
LONRF1 226038_AT 2 0 -0 0.8
SPSB1 226075_AT 2 0 -0 0.8
STARD4 226390_AT 2 0 -0 0.8
LYSMD2 226748_AT 2 0 -0 0.7
KLHL8 226874_AT 2 0 -0 -0.6
SFRS1 227164_AT 2 0 -0 0.8
ISYNAL 228552_S_AT 2 0 -0 0.7
MBLAC2 230298_AT 2 0 -0 0.7
TMEM65 241342 _AT 2 0 -0 0.7
CAMKA4 241871_AT 2 0 -0 0.8
IGSF10 1556579_S_AT 3 08
AHCTF1 1560224_AT;226115_AT 3 -0
RPL27A 212044_S_AT 3 0 -0 0.9
RPS11 213350_AT 3 0 -0 0.7
LOC100133109 213826_S_AT 3 0 -0 0.8
YRDC 218647_S_AT 3 0 -0 0.7
ELOVL4 219532_AT 3 0 -0 0.7
CAMSAP1 220409_AT 3 0 -0 0.7
COL4A3BP 223465_AT 3 0 -0 -0.9
ZIC2 223642 _AT 3 0 -0 -0.6
STAMBPL1 227606_S_AT 3 0 -0 -0.6
DDIT4L 228057_AT 3 0 -0 0.7
C210RF45 229671_S_AT 3 0 -0 0.7
NEO1 220877_AT 3 0 -0 -0.6
ETV5 230102_AT 3 0 -0 0.8
FBX045 242294 AT 3 0 -0 0.7
0STM1 243287_S_AT 3 0 -0 -0.6
RBBP6 1552329 AT 11 0 1 0.64
201367_S_AT,201368_AT,;2!

ZFP36L2 369_S_AT 11 0 1 1.39
C60RF108 204238_S_AT 1 0.59
PRKCE 206248_AT;226101_AT 1 0.2
HNRNPUL1 209675_S_AT 11 0.6R
GTF2H5 213357_AT;232905_AT 1 0.49
CALR 214315_X_AT 11 0 1 0.97
HCG_1774568 /I

LOC100291311 220354_AT 11 0 1 0.62
YoD1 227309_AT 11 0 1 1.02
KRT5 201820_AT 1 0 -1 0.4
FOLR1 211074_AT 1 0 -1 05
MCOLN3 220484_AT 1 0 -1 0.4
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MALAT1 223578_X_AT 1 0 -0.5
SLC25A30 226782_AT 1 0 -0.3
REXO1 233939_AT 1 0 -0.4
MUC20 243774_AT 1 0 -0.4
ATP2B2 211586_S_AT 4 0 -0.5
MSL3 214009_AT 4 0 -0.6
CYP3A5 214235_AT 4 0 -0.5
POLR3K 222766_AT 4 0 -0.6
TMEFF2 224321_AT 4 0 -0.7
ZNF836 1569076_A_AT 14 g 0.3
BACH1 204194_AT 14 0 0.35
C120RF35 218614_AT 14 0 0.49
ALS2CR8 219834_AT 14 0 0.37
STYX 235180_AT 14 0 0.3
APOF 207262_AT 0 0 -0.7
PSMB4 228204_AT 0 0 -1.1
MTPAP 229676_AT 0 0 -0.8
SMAD4 1565703_AT 5 0 -0.2
CEP170 207719_X_AT 5 0 -0.1
C60RF62 213872_AT;213875_X_AT 0

PTPN2 204935_AT 9 0 -0.6
C50RF33 228594_AT 9 0 -0.6
HPDL 229332_AT 9 0 -0.6
UTRN 225093_AT 6 0 0.69

Suppl. Table 3.2 GC regulated genes in the ALL & dElines using STEM

GC regulated genes were identified using SAM witeMp < 0.05, fold-change 2-fold & 1
log2-fold)) followed by STEM to identify up and dowegulated gene kinetic§A) Statistical

analysis and time course clustered GC induced géenesensitive ALL & cell lines.(B)

Statistical analysis and time course clustered 1@Qded genes in resistant ALL & cell lines.

Suppl. Table 3.2A GC regulated genes in the sensé ALL & cell lines

Uprequlated genes

Gene Symbol Affyt ID Oh 6-10h 24h

(Log2-fold)
SESN1 218346_S_AT 0.57 1.64
SIK1 208078_S_AT 1.03 1.55
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FzZD8 227405_S_AT;224325_AT 0.84 1.46
NCF2 209949_AT 0.69 1.42
SNX9 223028_S_AT;223027_AT 1.14 1.36
209116_X_AT;217232_X_AT;211696
HBB _X_AT 0.61 1.35
DFNAS5 203695_S_AT 0.65 1.33
METTL7A 207761_S_AT 0.39 1.25
CA2 209301_AT 0.51 1.24
RPS6KA2 212912_AT 0.75 1.22
LILRB2 207697_X_AT;210146_X_AT 1.17 1.2p
211102_S _AT;211101_X_AT;211100|
LILRA2 X_AT,;207857_AT 1.02 1.21
PRDM1 228964_AT 0.05 1.16
GALNT13 243779_AT 0.49 1.11
P2RX1 210401_AT 0.26 1.1
SPOCK2 202524_S_AT 0.7 1.09
PCLO 213558_AT 0.57 1.09
211699 X_AT;209458_X_AT;2117.
_X_AT;204018_X_AT;217414_X_AT;21441]
HBA1 //l HBA2 4 X_AT 0.64 1.09
1556472_S_AT;1563542_A_AT;156
SCML4 25_A_AT;1556471_AT 0.87 1.0
AMY1A /Il AMY1B
/Il AMY1C /Il AMY2A [II
AMY2B 208498_S_AT 0.43 1.05
BIRC3 210538_S_AT 0.37 1.05
RNASE6 213566_AT 0.59 1.01
BCL2A1 205681_AT 1.06 0.63
NFE2 209930_S_AT 1.21 0.52
LGALS3 208949_S_AT 1.04 0.47
Downregulated genes
Gene Symbol Affyt ID Oh 6-10h 24h
(Log2-Fold)
PDE4B 203708_AT;211302_S_AT -2.24 -1.
ASPM 219918_S_AT -1.52 -1.66
FAM72A /Il FAM72B
/Il FAM72C /Il FAM72D 225834_AT -1.13 -1.54
HMMR 209709_S_AT;207165_AT -1.21 -1.5
KIF4A 218355_AT -0.98 -1.51
SHCBP1 219493_AT -0.9 -1.51
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DTL 222680_S_AT;218585_S_AT -0.6P -1.46
GINS2 221521_S_AT -0.65 -1.44
TOP2A 237469_AT;201291_S_AT;201292_AT -1. -1B5
C4ORF46 235088_AT -0.38 -1.31
KIF11 204444_AT -0.54 -1.31
241926_S_AT;211626_X_AT,22207
ERG AT;213541_S_AT -1.06 -1.29
CEP55 218542_AT 0.3 -1.29
DLGAP5 203764_AT -1.82 -1.28
oIP5 213599 AT -0.92 -1.28
CCNB1 228729 AT;214710_S_AT -0.98 -1.37
KIF20A 218755_AT -1.09 -1.23
CDKN3 1555758_A_AT;209714_S_AT -0.6b -1.42
NUSAP1 218039_AT;219978_S_AT -0.75 1.1
CENPF 207828_S_AT;209172_S_AT 1.1 -1Ji9
IGFBP2 202718_AT -0.28 -1.18
GBP4 235574_AT;235175_AT -1.3p 197
CCNA2 203418_AT;213226_AT 0.7 -1.1j
KIF15 219306_AT -0.28 -1.14
KIF14 206364_AT;236641_AT -1.04 -1.1B
CENPE 205046_AT -0.88 11
IL1B 205067_AT;39402_AT -0.07 -1.09
CCNB2 202705_AT -0.92 -1.09
TYMS 1554696_S_AT;202589_AT -0.68 -1.49
SFRS12 243361_AT -0.32 -1.08
UBE2T 223229 AT -0.72 -1.08
MELK 204825_AT -0.84 -1.08
231534_AT,203214_X_AT;210559_

cbe2 AT;203213_AT -0.45 -1.07
RAD51AP1 204146_AT -0.44 -1.07
TMEM97 212281_S_AT;212282_AT;212279_AT -0.4 eLp
MND1 223700_AT 0.6 -1.05
ZWINT 204026_S_AT 0.3 -1.03
PBK 219148 AT -0.43 -1.01
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MAD2L1

1554768_A_AT;203362_S_AT

y

Suppl. Table 3.2B GC requlated genes in the resistbALL & cell lines

Uprequlated genes

Gene Symbol Affyt ID Oh 6-10h 24h
(Log2-Fold)
FAM49A 209683_AT 0.81 2.32
C40RF34 224990 _AT 0.45 1.1
RPS27 236621_AT 0.64 1.08
PLAC8 219014_AT 1.25 1.17
SOCS2 203373_AT;203372_S_AT 0.97 1.9
STAG3 219753_AT 1.11 1.66
RASEF 1553186_X_AT 0.51 11
METTL7A 207761_S_AT 0 1.06
TMEM106B 222787_S_AT 0.26 1.41
HIPK1 212291 AT 1.3 0.88
RNF125 235199_AT 1.92 1.44
MST150 223276_AT 1.1 1.18
CD69 209795_AT 1.21 0.4
1559975_AT;200920_S_AT;200921_$
BTG1 _AT 1.13 1.54
C90RF95 219147_S_AT 0.24 1.09
1ISG20 204698_AT;33304_AT 1.95 2.33
SLFN5 243999_AT 0.97 1.98
TSC22D3 208763_S_AT;207001_X_AT 1.95 1.y2
SLC7A11 217678_AT 1.24 1.51
PRSS3 213421 _X_AT 1.51 1.75
FUS /Il NR1H3 1565717_S_AT 1.09 0.4
Downregulated genes
Gene Symbol Affyt ID Oh 6-10h 24h
(Log2-Fold)

RIT1 239843_AT;236223_S_AT;236224_AT -0.17 -1l
GJA3 239572_AT -0.39 -1.18
BBS7 219688_AT -0.09 -1.23
PTPN2 204935_AT -0.18 -1.27
DOCK4 205003_AT -0.21 -1.11

156



TFDP1 242939_AT 0 -0.1 -1.27
DAB1 228329 _AT 0 -0.87 -1.1
EPCAM 201839_S_AT 0 -1.14 -1.5

Suppl. Table 3.3 GC regulated genes in the Philag#iia positive (Ph+) ALL patients using
STEM.

Significant GC regulated genes were identified gs$AM with MeV (p < 0.05, fold-change
2-fold > 1 log2-fold)) followed by STEM to identify up ardbwnregulated gene kinetics. (A)
Statistical analysis and clustering according toekc features of GC induced genes in the
Philadelphia positive (Ph+) ALL patients showingodaisk to the ESPHALL protocol (36). (B)
Statistical analysis and clustering according toekc features of GC induced gene in

Philadelphia positive (Ph+) ALL patients showingpask to the ESPHALL protocol (36).

Suppl. Table 3.3A Analysis of genes from the Philadphia positive (Ph+) ALL patients

with good risk

Uprequlated genes

Gene Symbol Affyt ID Day0 Dayl17
(Log2-Fold)

CLECI12A 1552398_A_AT 0 3.24
GPBAR1 1552501_A_AT 0 1.09
COP1 1552701_A_AT 0 1.89
CD300LF 1553043_A_AT 0 1.41
CSF3R 1553297_A_AT;203591_S_AT| 0 1.38
SIRPB1 1554624_A_AT 0 1.94
CLEC7A 1555756_A_AT;221698_S_AT 3.47
MTMR11 1556034_S_AT;205076_S_AT D 1.19
JMJID3 1556066_AT 0 1.19
SIRPB2 1559034_AT 0 1.85
LRRC25 1559502_S_AT 0 2.04
VPS37C 1560060_S_AT;219053_S_AT| 0 143
LOC284837 1563088_A_AT 0 2.14
CTSA 200661_AT 0 1.25
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200678_X_AT;211284_S_AT

GRN 16041_X_AT 1.43
HK1 200697_AT 1.46
NPC2 200701_AT 1.42
CTSD 200766_AT 2.03
MCL1 200797_S_AT 1.12
ZYX 200808_S_AT;215706_X_AT 1.7
200838_AT;200839_S_AT;2
274_S_AT;213275_X_AT;227961_A
CTSB T 1.02
PSAP 200871_S_AT 1.43
S100A10 200872_AT 1.35
CKAP4 200998_S_AT 2.28
STOM 201061_S_AT 1.4
PXN 201087_AT 1.37
ATP6V1B2 201089_AT 1.33
LGALS1 201105_AT 1.53
ATP1B1 201242_S_AT;201243_S_AT 2.1
APEH 201284_S_AT 1.06
VAMP3 201336_AT 1.11
CST3 201360_AT 3.41
IVNS1ABP 201362_AT;201363_S_AT 1.1
IFI30 201422_AT 1.64
ALDH2 201425_AT 1.59
SCRN1 201462_AT 1.59
QSOX1 201482_AT 1.4
PPIF 201489_AT 1.44
PRCP 201494_AT 1.11
TGFBI 201506_AT 3.09
OAT 201599 AT 1.05
MARCKS 201670_S_AT 1.64
SGK 201739_AT 1.75
cD14 201743_AT 4.28
CDC25B 201853_S_AT 11
EXT1 201995_AT 1.02
NID1 202007_AT 1.33
CTsL1 202087_S_AT 1.6
TSPO 202096_S_AT 1.4
BLVRB 202201_AT 1.66
TRIB1 202241_AT 2.06
CTSH 202295_S_AT 2.2
LEPROT 202377_AT 1.36
ADAM9 202381_AT 1.6
GNPDA1 202382_S_AT 1.49
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RXRA 202426_S_AT 1.6
PRKCD 202545_AT 1.55
LYN 202625_AT 2.16
202687_S_AT;202688_AT;214
TNFSF10 329 X_AT 2.08
LTBP1 202729_S_AT 1.32
ITGB2 202803_S_AT 1.3
SLC16A3 202856_S_AT 1.42
IL8 202859_X_AT 2.35
CD93 202878_S_AT 2.71
ANPEP 202888_S_AT 2.14
SIRPA 202896_S_AT;202897_AT 1.3
CTSS 202901_X_AT;232617_AT 1.9p
FHL2 202949_S_AT 1.39
202972_S_AT;202973_X_AT;2)
FAM13A1 17047_S_AT 1.66
PAPSS2 203058_S_AT;203060_S_AT 1h2
IMPA2 203126_AT 1.31
RHOG 203175_AT 1.15
S100A4 203186_S_AT 1.55
ATXN1 203232_S_AT;242230_AT 1.0
UPP1 203234 _AT 1.86
PDLIM5 203243_S_AT:212412_AT 1.8p
203455_S_AT;210592_S_AT:2
SAT1 13988_S_AT 1.41
PLEK 203471_S_AT 1.07
RTN1 203485 _AT 2.52
cD68 203507_AT 1.24
cb4 203547_AT 1.22
FCGR2A 203561_AT 2.73
SULT1A1 203615_X_AT:215299_X_AT 1.49
CD163 203645_S_AT;215049_X_AT 2.28
HMOX1 203665_AT 2.08
SLA 203760_S_AT;203761_AT 1.6p
203771_S_AT;203773_X_AT;2)
BLVRA 11729 _X_AT 1.1
CD302 203799_AT 3.23
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WIPI1 203827_AT;213836_S_AT 1.7
LOC729144///MAP3K5 203837_AT 1.27
GCLM 203925_AT;236140_AT 1.5]
USP20 203965_AT 1.13
CEBPD 203973_S_AT 3.29
CEBPA 204039_AT 1.15
PLCB2 204046_AT 1.05
PHACTR2 204048_S_AT 1.13
FRY 204072_S_AT;214318_S_AT 1.1
NRGN 204081_AT 2.66
HNMT 204112_S_AT;228772_AT 1.8
GNG11 204115 AT 1.69
TYROBP 204122_AT 2.82
TUBB2A 204141_AT 2.57
KIAA0999 204157_S_AT 1.33
TCIRG1 204158_S_AT 1.22
SLC31A2 204204_AT 2.43
RAB32 204214_S_AT 1.7
FCER1G 204232_AT 2.29
VDR 204254_S_AT;204255_S_AT 1.0
KIF21B 204411_AT 1.09
IFI44L 204439 _AT 1.7
TBC1D8 204526_S_AT 1.53
CXCL10 204533 AT 1.24
KIAA0513 204546_AT 1.29
SLC7A7 204588 _S_AT 2.37
204619_S_AT;204620_S_AT:2
VCAN 15646_S_AT;221731_X_AT 4.
204629_AT;216253_S_AT;379
PARVB 65_AT;37966_AT 1.44
IFIT3 204747_AT;229450_AT 1.2
PTGS2 204748 AT 3.14
MAL 204777_S_AT 1.61
ECGF1 204858_S_AT;217497_AT 2.4
TLR2 204924_AT 1.09
MX2 204994 AT 1.3
ARHGAP26 205068_S_AT 1.3
CCR1 205098 _AT;205099_S_AT 3.4
CSF2RB 205159 AT 2.56
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SCo2 205241_AT 2.28
KCNH2 205262_AT 1.12
SPI1 205312_AT 1.41
CFD 205382_S_AT 2.57
ISG15 205483_S_AT 1.03
AOAH 205639_AT 2.25
OASL 205660_AT 1.08
BCL2A1 205681_AT 2.33
CD86 205685_AT 1.05
ITGAM 205786_S_AT 1.74
CD1D 205789 _AT 3.31
SLC22A4 205896_AT 2.06
HK3 205936_S_AT 2.08
IL6R 205945_AT;226333_AT 1.74
CD33 206120_AT 1.32
ASGR2 206130_S_AT 1.05
IL18 206295 _AT 1.54
CFP 206380_S_AT 2.41
PF4 206390_X_AT 3.17
IGSF6 206420_AT 2.91
ITGA2B 206493 _AT;206494_S_AT 1.9
APOBEC3B 206632_S_AT 2.78
GP1BB///SEPT5 206655_S_AT 2.75
CLEC10A 206682_AT 1.47
TFEC 206715_AT 2.68
LILRA3 206881_S_AT 1.54
CCR2///LOC729230 206978_AT 2.8
207002_S_AT;207943_X_AT:2
PLAGL1 09318_X_AT 2.57
SIGLEC7 207224 _S_AT 1.08
MITF 207233_S_AT;226066_AT 1.1
KIAA1539 207765_S_AT;211433_X_AT 1.1p
LILRAL 207872_S_AT;210660_AT 1.1
HCK 208018_S_AT 2.53
208248_X_AT;208702_X_AT;
208703_S_AT;208704_X_AT;211404

APLP2 _S_AT;214875_X_AT;228520_S_AT 1.4
FGR 208438_S_AT 2.01
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LOC729659///LOC730278

208540_X_AT

1.42

208791_AT;208792_S_AT;222

cLu 043_AT 2.03
NADK 208918_S_AT 1.06
LGALS3 208949_S_AT 2.78
TUBB6 209191_AT 1.45
ENTPD1 209473_AT 1.11
TNFSF12-TNFSF13///TNFSF13 209500_X_AT;210314_X_AT 1.49
FBP1 209696_AT 1.78
FRAT2 209864_AT 2
SELPLG 209879_AT 1.76
LEPR 209894_AT 1.39
209901_X_AT;213095_X_AT;
AIF1 215051_X_AT 1.13
C3AR1 209906_AT 1.89
NFE2 209930_S_AT 1.91
NCF2 209949 AT 1.76
CASP1 209970_X_AT;211368_S_AT 1.2
Mar-02 210075_AT 1.44
TLR5 210166_AT 1.48
ITGAX 210184_AT 1.15
SLC11A1 210423_S_AT 1.89
VEGFA 210512_S_AT 2.86
210542_S_AT;219229_AT;227
SLCO3A1 367_AT 1.41
210980_S_AT;213702_X_AT;2|
ASAH1 13902_AT 1.93
TPM1 210986_S_AT;210987_X_AT 2.2
PSTPIP1 211178 S_AT 1.2
CSF2RA 211286_X_AT 1.26
SERPINAL 211429 S_AT 3.47
FCERIA 211734_S_AT 2.05
UBE2D1 211764_S_AT 1.11
FYB 211794 AT 2.15
RHOQ 212119 AT 1.15
KCTD12 212188_AT;212192_AT 2.6
CAMKK2 212252_AT 1.13
GALNT10 212256_AT 1.44
QKI 212263_AT;212636_AT 1.4
GNS 212334 AT 1.77
MICAL2 212472_AT;212473_S_AT 15
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CEBPB 212501_AT 2.23
CENTD2 212516_AT 1.15
ILLRN 212657_S_AT 2.79
GM2A 212737_AT;35820_AT 1.1
MKL1 212748_AT 1.07
212769 AT;212770_AT;22834
TLE3 0_AT 1.11
DMXL2 212820 AT 1.85
SLC30A1 212907_AT;228181_AT 1.3p
SLCIA8 212947 AT 1.43
SGMS1 212989_AT 2.05
SLC36AL 213119 AT 1.43
PLXNC1 213241_AT 1.67
TMEM158 213338_AT 1.41
MLC1 213395_AT 1.35
HSPAG 213418_AT 2.01
G0S2 213524 S AT 3.18
SECTM1 213716_S_AT 1.49
MYOLF 213733_AT 1.69
DOK2 214054_AT 1.18
MYCL1 214058_AT 1.14
MTMR6 214429 AT 1.05
IFI44 214453_S_AT 1.47
RIPKS 214663_AT 1.14
MGC14376 214696_AT 1.45
FLNA 214752_X_AT 1.05
GLUL 215001_S_AT 1.84
LILRAS 215838_AT 2.77
KYNU 217388_S_AT 2.49
S100A6 217728_AT 1.82
TMBIM1 217730_AT 1.16
RAB31 217762_S_AT;217764_S_AT 2.4
217800_S_AT;222422_S_AT;2

NDFIP1 22423 AT 1.82
RNF130 217865_AT 1.01
TPCN1 217914 AT 1.4
FAM129A 217966_S_AT 13
SQRDL 217995 AT 1.04
HGSNAT 218017_S_AT 15
SCPEP1 218217_AT 1.36
NAGK 218231 _AT 1
SNX10 218404_AT 1.97
KIAAL797 218503_AT 1.57
MAFB 218559 S AT;222670_S_AT 24
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FLJ11151 218610_S_AT 1.72
FNDC3B 218618_S_AT;225032_AT 17
PDGFC 218718_AT 3.03
FCGRT 218831 _S AT 1.19
GALNACT-2 218871_X_AT 1.21
GALNT11 219013 AT 1.58
BIN2 219191_S_AT 1.37
HPSE 219403_S_AT 1.29
TREM1 219434 AT 1.65
RIN3 219457 _S_AT;60471_AT 141
CECR1 219505_AT 1.23

Mar-01 219574_AT 1.62
NINJ2 219594 AT 13
RAB20 219622_AT 1

219666_AT;223280_X_AT;223
922_X_AT;224356_X_AT;230550_A
MS4ABA T 2.71
FAM105A 219694_AT 1.81
FRAT1 219889 AT 1.38
APOB48R 220023_AT 17
NOD2 220066_AT 1.98
C5AR1 220088_AT 3.93
CARD9 220162_S_AT 1.2
COoTL1 221059_S_AT;224583_AT 2.1B
NPL 221210_S_AT;223405_AT 1.8p
TPK1 221218_S_AT 1.22
FFAR2 221345 AT 1.14
BAGALTS 221485 AT 2
CORO1C 221676_S_AT;222409 AT 1.45
EHBP1L1 221755_AT 1.45
JHDM1D 221778_AT;225142_AT 1.0
KIAA1598 221802_S_AT 3.03
FAMA45A///FAMA5B///LOCT73183
221804_S_AT;222955_S_AT .00

KLF4 221841 S AT 1.16
TBC1D2 222173_S_AT 1.46
PILRA 222218 S AT 2.12
CYBRD1 222453 AT 1.14
EFHD2 222483_AT 1.16
PHCA 222687_S_AT;222688_AT 1.6t
SDPR 222717_AT 3.27
TRMT6 222768_S_AT;233970_S_AT 147
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OBFC2A 222872_X_AT;233085_S_AT 1.99
TMEM40 222892_S_AT 1.14
SLC40A1 223044 AT 2.35
EML4 223068_AT 1.31
FUCA2 223120_AT 1.67
RHOU 223168 _AT 1.97
C4ORF18 223204_AT 4.54
DUSP23 223402_AT 1.11
TMEM120A 223482_AT 1.15
TNFSF13B 223501_AT;223502_S_AT 2.42
ccDC8sB 223663_AT 1.03
RGS18 223809 AT 2.49
TLR4 224341_X_AT;232068_S_AT 2.5B
EMILIN2 224374 S_AT 2.09
224451_X_AT;226906_S_AT:2
ARHGAP9 32543_X_AT 1.15
MAG1 224480_S_AT 2.42
RP5-1022P6.2 224826_AT 1.26
CPEB4 224829 AT;224831_AT 1.38
SLC35C2 225037_AT 1.18
AGTRAP 225059 AT 1.1
ARHGAP18 225171_AT 1.32
RABL1FIP1 225177 _AT 1.18
SRXN1 225252 AT 1.32
RBMS1 225269 _S_AT 1.43
FAM45A 225351_AT 1.11
C100RF54 225372_AT;225373_AT 16
C1ORF85 225401_AT 1.09
SLC45A4 225597 AT 1.23
C9ORF19 225602_AT;225604_S_AT 1.46
JAZF1 225798 _AT 1.52
C20RF59///LOC541471 225799_AT 1.53
AADACL1 225847 AT 1.94
ATG16L2 225883 _AT;229389 AT 1.1
KIAA1450 225022 AT;226460_AT 1.0
STEAP4 225087 _AT 1.68
PPM1M 226074_AT 1.41
SuSD1 226264 _AT 1.1
MXD1 226275_AT;228846_AT 2.84
LACTB 226354_AT 1.59
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ARRDC1 226405_S_AT 1.32
RASSF4 226436_AT 1.48
MGC70857 226710_AT 1.1
IFIT2 226757_AT 1.87
STXBP5 226794_AT 1.03
MPEG1 226818 AT;226841 AT 3.8p
ACPL2 226925_AT 1.12
SGMS2 227038_AT;242963 AT 1.1
AKAP13 227039_AT 1.07
CORO2A 227177_AT 1.76
FGL2 227265_AT 3.23
NAPSB 228055_AT;228056_S_AT 1.7
AMICA1L 228094_AT 2.72
FCHO2 228220 AT 1.52
SLC22A15 228497_AT 1.55
C1O0RF162 228532 AT 2.29
HOXA2 228642_AT 1.21
RAB27B 228708_AT 1.89
LOC150166 229295 AT 1.03
TLRS 229560_AT 3.54
LRRK2 229584 AT 2.76
GLT1D1 229770_AT 1.29
230206_AT;230207_S_AT;230

DOCK5 263_S_AT 2.33
NFAM1 230322_AT;243099_AT 1.1
TUBB1 230690_AT 3.55
PNKD 233177_S_AT 1.19
LDLRAD3 234985 _AT 111
SLC8AL 235518_AT 1.87
SCLT1 236487_AT 1.43
PTPN22 236539 AT 1.08
RBP7 238066_AT 1.91
TMEM71 238429 AT 17
PRRG4 238513_AT 1.53
MPP7 238778_AT 2.08
PRAM1 241742 AT 2.6
TFDP1 242939_AT 1.05
PBEF1 243296_AT 3.21
GAS2L1 31874_AT 1.58
EHBP1L1/MGC15523 91703_AT 1.17
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Downrequlated genes

Gene Symbol Affyt ID Day0 Day17
(Log2-Fold)
1007_S_AT;207169_X_AT;210
DDR1 749_X_AT 0 -1.5
1552627_A_AT;217936_AT;23
ARHGAPS 3849_S_AT 0 -1.61
C50RF22 1552660_A_AT 0 -1.26
TIGD1 1553099 AT 0 -1.07
CNOT6L 1553267_A_AT 0 -1.02
1553336_A_AT;1554449 AT;2
MIER3 28961_AT 0 -1.01
ZMYND11 1554159 _A_AT 0 -1.21
PACSIN2 1554691_A_AT 0 -1.05
1555106_A_AT;223270_AT;22
CTDSPL2 3271_S_AT 0 -1.06
CD79A 1555779_A_AT;205049_S_AT D -3.64
LOC284952 1557267_S_AT 0 -2.23
LOC400238 1557657_A_AT 0 -1.73
LRRC8C 1558517_S_AT;228314_AT D -1.35
1558662_S_AT;219667_S_AT]
BANK1 222915_S_AT 0 -2.97
1559072_A_AT;1560713_A A
LRRC62 T 0 -1.68
BCL11A 1559078_AT 0 -1.52
1559159_AT;207971_S_AT;21
CEP68 2675_S_AT 0 -1.79
PPIL4///ZC3H12D 1559263_S_AT 0 -1.52
LOC144481 1559315_S_AT 0 -3.51
DNTT 1566362_AT 0 -1.45
XBP1 200670_AT 0 -2.5
SPTBN1 200671_S_AT;200672_X_AT P -1.91
LAMC1 200770_S_AT;200771_AT q -1.2
PAFAH1B1 200813_S_AT 0 -1.19
CCND2 200951_S_AT;200952_S_AT 0 -1.44
TSPAN3 200972_AT;200973_S_AT D -1p
CD9 201005_AT 0 -3.4
EIF1AX 201017_AT 0 -1.32
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CD99

201028_S_AT;201029_S_AT

-2.

SF3B1 201070_X_AT;214305_S_AT -1.4

BTG2 201235_S_AT -1.22
201328_AT;201329_S_AT;241

ETS2 193_AT -2.84
201416_AT;201417_AT;20141

SOX4 8_S_AT;213668_S_AT -2.68

CNN3 201445_AT -1.47

RCN2 201485_S_AT;201486_AT 1.9

TSN 201504_S_AT -1.12

NCBP2 201521_S_AT -1.05
201539_S_AT;201540_AT;210

298_X_AT;210299_S_AT;214505_S|

FHL1 AT -2.43
201635_S_AT;201636_AT;201

FXR1 637_S_AT -1.01

API5 201686_X_AT;214959_S_AT -1
201688_S_AT;201689_S_AT;?)

TPD52 01690_S_AT;201691_S_AT -1.46

AEBP1 201792_AT -1.39

FAM3C 201889_AT -1.46

EFNAL 202023_AT -1.34

RAI14 202052_S_AT -1.89

SNX2 202113_S_AT;202114_AT -1

ABL1 202123_S_AT -1.82

BLMH 202179_AT -1.02

TSPAN7 202242_AT -3.73

CPSF6 202470_S_AT -1.01
202519_AT;211789_S_AT;225

MLXIP 157_AT 1.4
202547_S_AT;202548_S_AT;2)

ARHGEF7 35412 AT 11
202551_S_AT;202552_S_AT;?)

CRIM1 28496_S_AT -1.97

MYLK 202555_S_AT;224823_AT 2.2

S100A13 202598_AT -1.45

NRIP1 202599_S_AT;202600_S_AT 2.1

STK39 202786_AT -1.02
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DBN1 202806_AT -1.17
PRDM2 203056_S_AT -1.26
GALNACA4S-6ST 203066_AT -2.14
RB1 203132_AT;211540_S_AT -1.5p
203223_AT;214552_S_AT;225
RABEP1 064_AT -1.25
HS2ST1 203284_S_AT 121
LMAN1 203293_S_AT;203294_S_AT -1.5p
DCK 203302_AT -1.14
203346_S_AT;203347_S_AT;?)
MTF2 09704_AT -1.45
PSD3 203354_S_AT;218613_AT -2.08
SOCs?2 203372_S_AT;203373_AT -4.35
MME 203434_S_AT;203435_S_AT -3.98
MAP4K5 203553_S_AT -1.64
ALDH5A1 203608_AT -1.65
PKD2 203688_AT -1.09
PPFIBP1 203735_X_AT;203736_S_AT 1
203753_AT;212382_AT;21238
5_AT;212386_AT;212387_AT;21389
TCF4 1 S AT;222146_S_AT -2.96
SSBP2 203787_AT;210829_S_AT 341
NT5E 203939_AT;227486_AT -1.41
SPRY2 204011_AT 251
SCHIP1 204030_S_AT -2.79
TCEAL1L 204045_AT 13
WASF1 204165_AT -2.43
C70RF23 204215_AT -1.09
PIK3CA 204369_AT -1.55
GAS1 204457_S_AT 217
SLC16A2 204462_S_AT -1.57
PIK3C2B 204484_AT -1.15
C120RF24 204521_AT -1.41
204581_AT;217422_S_AT;385
CD22//IMAG 21_AT -1.67
ADA 204639_AT;216705_S_AT 1.2
RIMS3 204730_AT -1.22
TCFL5 204849 AT -1.38
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PHF16 204866_AT -1.83
POU2AF1 205267_AT -2.64
CD79B 205297 _S_AT -3.22
ATF2 205446_S_AT -1.07
ZNF107 205739_X_AT -2.05
NOLC1 205895_S_AT -1.03
DPEP1 205983 AT 1
ZNF91 206059 _AT -1.21
ELK3 206127_AT;221773_AT -1.89
SCML2 206147_X_AT 117
BLK 206255_AT -1.66
HLA-DOA 206313_AT;226878_AT -1.03
PIK3CG 206369 _S_AT -1.07
cD19 206398_S_AT 2.31
PRMT1 206445_S_AT -1.28
ZNF43 206695_X_AT;222136_X_AT -1.4p
CSRP2 207030_S_AT;211126_S_AT 4
MED6 207079_S_AT -1.22
GAB1 207112_S_AT;225998_AT 2.7p
207117_AT;207605_X_AT;235
ZNF117 408_X_AT;235564_AT -1.19
207143_AT;224847_AT;22484
8_AT;224851_AT;235287_AT;24300
CDK6 0_AT -2.07
BLNK 207655_S_AT -3.82
207968_S_AT;209199_S_AT;2)
MEF2C 09200_AT 2.14
208328_S_AT;212535_AT;214
MEF2A 684_AT -1.05
TTC3 208661_S_AT;208664_S_AT -1.1
PRDX1 208680_AT -2.02
NONO 208698_S_AT;210470_X_AT -1.5f
PRPF6 208879_X_AT -1.23
IFI16 208965_S_AT -1.23
CTGF 209101 AT -5.59
TCF3 209153_S_AT 2.43
HBS1L 209316_S_AT -1.21
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FBXW11 209456_S_AT -1.44
GNAIL 209576_AT;227692_AT -3.07
CD200 209583_S_AT -2.29
SEDLP//ITRAPPC2 209751_S_AT 1.4
KHDRBS3 209781_S_AT 25
210356_X_AT;217418_X_AT;
MS4A1 228599 AT -3.61
GPR125 210473_S_AT -1.78
NRP1 210510_S_AT;212298_AT 1.4
GTF2I 210892_S_AT 2.46
210048 _S_AT;221557_S_AT;2
LEF1 21558_S AT -1.56
CLIP2 211031_S_AT 273
MSH6 211450_S_AT -2.07
LRIG1 211596_S_AT -1.57
ERG 211626_X_AT;241926_S_AT 2.39
TOP2B 211987_AT -1.01
SMARCE1 211988_AT;211989_AT -1.24
PXDN 212012_AT;212013_AT -2.85
UNCB84A 212074 _AT -1.27
DHX9 212105_S_AT;212107_S_AT 2.41
ZMIZ1 212124 AT -1.26
KIAA0692 212201_AT -1.04
MYO1B 212364 _AT;212365_AT -2.66
MXRA7 212509_S_AT -1.31
LSM12 212529 AT 117
SPRY1 212558 AT 171
ARID5B 212614 AT -1.51
DENND3 212974 AT -1.89
UTRN 213023 AT -1.45
OLFML2A 213075_AT -1.18
SLC5A3 213164 _AT -1.29
FLJ35348 213788 S_AT -2.02
YPEL1 213996_AT;228788 AT -1.12
MTMR1 214975_S_AT 1.4
215028_AT;220454_S_AT;223
SEMABA 449 AT;225660_AT -1.82
ITGAG 215177_S_AT 2.97
TPR 215220_S_AT -1.75
RCAN1 215253 S_AT -1.36
TRAF3IP2 215411_S_AT 15
cD72 215925 S_AT -1.16
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HHEX 215933_S_AT -1.52
LOC285412///TOX4 217448_S_AT -1.11
C170RF60 217513_AT -1.25
ZNF675 217547_X_AT -1.03
PRMT5 217786_AT 11
SPIN1 217813 S_AT;222431_AT -1.7
SLC39A9 217859_S_AT -1.33
KCTD3 217894 AT 13
CCNB1IP1 217988_AT -1.17
ZNF22 218005_AT;218006_S_AT -1.6
SAV1 218276_S_AT;222573_S_AT -1
RCBTB1 218352_AT 212
P2RY5 218589_AT -2.01
ARMCX1 218694 _AT -1.62
NARG2 218713_AT;235189_AT -1.34
EXOC5 218748_S_AT -2.31
SMC6 218781_AT -1.14
LIMD1 218850_S_AT;222762_X_AT 2.0
MYO5C 218966_AT -2.37
SLC35E3 218988_AT -2.49
OSBPL10 219073_S_AT 212
219312_S_AT;222863_AT;233
ZBTB10 899_X_AT -1.4
NEIL1 219396_S_AT -1.26
C140RF139 219563_AT -1.56
C1ORF165 219670_AT -1.62
STK32B 219686_AT -1.94
GAL3ST4 219815_AT -1.05
CYTL1 219837_S_AT -2.28
FCF1 219927 _AT -1.47
VPREB3 220068_AT -2.36
FAM108B1 220285_AT;227551_AT -2.01
HCG_1778643 220450_AT -1.55
C170RF48 220606_S_AT -1.42
SETD2 220946_S_AT -1.14
MGC29506 221286_S_AT;223565_AT -1.6
VPREB1 221349 AT -4.06
221497 _X_AT;223046_AT;224
EGLN1 314_S_AT -1.19
LAT2 221581_S_AT -1.52
PIGP 221689_S_AT 1.3
MAN1A1 221760_AT 11
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GUCY1A3 221942_S_AT -1.55
PAX5 221969_AT -2.45
PNRC2 222406_S_AT -2
FLJ10154 222508_S_AT;227448_AT -1.4
MKRN2 222510_S_AT -1.01
DHX40 222574_S_AT -1.24
GALNT? 222587_S_AT -1.53
TIAM2 222942_S_AT -1.99
C90RF5 223005_S_AT;223007_S_AT

FAM60A///LOC650369///LOC728

115 223038_S_AT -1.94
GLS 223079_S_AT 2.07
LONP2 223098 S_AT -1.46

223245 _AT;223246_S_AT;233
STRBP 252_S AT -2.19
MST150 223276_AT 2.45
KBTBD4 223765_S_AT 12
223847_S_AT;224576_AT;224
ERGIC1 577_AT 13
DLL1 224215_S_AT -1.06
RP6-213H19.1 224407_S_AT 2.75
C100RF58 224435 AT -1.01
C120RF23 224759 S_AT 2.04
224772_AT;224773_AT;22477
NAV1 4_S_AT;233870_AT -1.83
UBTD2 224834 AT -1.15
SCD5 224901_AT -1.22
CHD6 225026_AT -1.73
C160RF63 225088_AT -1.42
225233 AT;225237_S_AT;225
MSI2 240_S_AT;239232_AT;243010_AT -1.7]
SH3RF1 225589 AT -1.16
225622_AT;225626_AT;22735
PAG1 4 AT -1.75
UHRF1 225655_AT -2.53
PRKCE 226101_AT -1.59
CHML 226350_AT -1.05
LOC400027 226413_AT -1.15
ZCCHCT 226496_AT 2.4
ANKRD10 226663_AT -1.16
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AFF3 227198 AT -1.79
SMAD1 227798_AT 2.42
228353_X_AT;238462_AT;238

STS-1 587_AT 26
UNK 228357 AT -1.09
GNG7 228831_S_AT -1.97
FAMG9B 229002_AT -1.06
FAMS0B 229344_X_AT;242870_AT 15
LOC283454 229552 AT -1.14
NRXN3 229649 AT -2.46
TERF2 229790_AT -1.55
CIRH1A 230656_S_AT -1.32
EDEM1 230659 AT 2.46
FLJ20309 231152_AT -1.34
LOC440345///LOC641298///LOCT]

30099 231989_S_AT -1.43
AGPAT5 232007_AT -1.08
EBF1 232204_AT;233261_AT -3.28
HCG_2024094 232239 AT -1.14
DKFZP56400523 232661_S_AT -1.34
SUPT16H 233827_S_AT -2.95
DKFZP547E087 235167_AT 2.75
GBP4 235574_AT 2.79
CDK9 236023_AT -1.58
TMEM156 241844 X_AT -1.28
LASS6 242019_AT -1.63
SDK2 242064_AT 25
LOC641518 243362_S_AT -1.97
LOC651466 244042_X_AT -1.26

Suppl. Table 3.3B Analysis of genes in the Philag®iia positive (Ph+) ALL patients with

poor risk

Uprequlated genes

Gene Symbol Affy ID Day0 Dayl17

(Log2-fold)
TACSTD2 202286_S_AT 0 1.06
PCOLCE2 219295_S AT 0 1.65
GGTA1///LOC731515 228376_AT 0 1.54
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Downrequlated genes

Gene Symbol  Gene Symbol Affy ID Day0 Day17
(Log2-fold)

ITGB2 1555349_A_AT;202803_S_AT -
FLNA 200859_X_AT 0 -1.11
MME 203434_S_AT 0 2.2
NRGN 204081_AT 0 -1.42
CCL5 204655_AT 0 -1
F5 204714_S_AT 0 -1.52
DNTT 210487_AT 0 -3.62
UBE2D1 211764_S_AT 0 -1
MYO1B 212364_AT 0 -1.3
MXRA7 212509_S_AT 0 -1.15
PPBP 214146_S_AT 0 -1.64
ZNF423 214761_AT 0 -1.27
PDGFC 218718 _AT 0 -1.53
BCL11B 219528_S_AT 0 -1.04
MGC29506 221286_S_AT;223565_AT 0 -1.39
RHOU 223168_AT 0 -1.14
MIRN21 224917_AT 0 -1.44
ACPL2 226925_AT 0 -1.24
MPP7 238778_AT 0 -1.34

Suppl. Table 3.4 Location and sequence of bindingtass in the regulatory regions of the

indicated genes

(A) Location and sequence of potential AP-1 bindingssin Bim.(B) Location and sequence of
Erg binding sites in GR1A (12). Consensus bindiequences are taken from the following
references: Erg binding site: (39); AP-1 binding s{38)

Suppl. Table 3.4A

Transcription Factor | Binding position in Bim Sequence

regulatory reqgion

AP-1 chr2: 111875749-111875760 CGGTGACTCACA
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Suppl. Table 3.4B

Transcription Factor Binding position in  GR Sequence

requlatory region

Erg chr5: 142657758-142657770 | ACGGAAGCACTGG

Suppl. Table 3.5 List of microarray data obtained fom GEO records GSE2677 (A) and
GSEZ2842 (B) (5, 33)

Array samples were classified as three sets of poiets: TO (prior to GC treatment), T6-T10
(6-10 h of GC treatment) and T24 (24 h of GC tresatth The first column indicates the patient
identifier (ID) or cell line. The second column iodtes the array names used in Suppl. Fig. 3.1;
the third column indicates the corresponding GE©ession number for each array sample
(GSM). The detailed subject description can be inbthvia GEO using the specified GSM
number. (A) GSE2677 consists of 10 sets of timatpairays from 10 child-B-ALL and 3 sets
from child-T-ALL. (B) GSE2842 consists of arraystained from GC sensitive cell-lines, GC-
resistant cell lines and GC sensitivity-restorelll loges. Resistant cells are characterized by the
lower expression of GR (CEM-C1), lack of functior@R (CEM-C7R1), low levels of the
human GR™ mutant (CEM-C7RY™") or are GC-resistant subclone of PreB697 (Pre®). G
sensitivity was restored by constitutive high esgien of rat GR or the human &Rmutant
(labelled as CEM-CT®R CEM-C7RE™ ") (also see Suppl. Fig. 3.1 & 3.2).

Suppl. Table 3.5A

GSE2677
Patient ID Array names GEO accession numbers
24 Sensitive/T24 (B-ALL) GSM51674: B-ALL-24-24h
Sensitive/T6-T10 (B-ALL) GSM51675: B-ALL-24-6h
Sensitive/TO (B-ALL) GSM51676: B-ALL-24-0h
17 Sensitive/T24 (B-ALL) GSM51680: B-ALL-17-24h
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Sensitive/T6-T10 (B-ALL) GSM51681: B-ALL-17-8h
Sensitive/TO (B-ALL) GSM51682; B-ALL-17-0h
13 Sensitive/T24 (B-ALL) GSM51677: B-ALL-13-24h
Sensitive/T6-T10 (B-ALL) GSM51678: B-ALL-13-8h
Sensitive/TO (B-ALL) GSM51679: B-ALL-13-0h
31 Sensitive/T24 (B-ALL) GSM51683: B-ALL-31-24h
Sensitive/T6-T10 (B-ALL) GSM51684: B-ALL-31-6h
Sensitive/TO (B-ALL) GSM51685; B-ALL-31-0h
32 Sensitive/T24 (B-ALL) GSM51686: B-ALL-32-24h
Sensitive/T6-T10 (B-ALL) GSM51687;: B-ALL-32-6h
Sensitive/TO (B-ALL) GSM51688: B-ALL-32-0h
33 Sensitive/T24 (B-ALL) GSM51689: B-ALL-33-24h
Sensitive/T6-T10 (B-ALL) GSM51690; B-ALL-33-6h
Sensitive/TO (B-ALL) GSM51691: B-ALL-33-0h
37 Sensitive/T24 (B-ALL) GSM51692: B-ALL-37-24h
Sensitive/T6-T10 (B-ALL) GSM51693: B-ALL-37-6h
Sensitive/TO (B-ALL) GSM51694: B-ALL-37-0h
38 Sensitive/T24 (B-ALL) GSM51695: B-ALL-38-24h
Sensitive/T6-T10 (B-ALL) GSM51696: B-ALL-38-6h
Sensitive/TO (B-ALL) GSM51697;: B-ALL-38-0h
40 Sensitive/T24 (B-ALL) GSM51698: B-ALL-40-24h
Sensitive/T6-T10 (B-ALL) GSM51699: B-ALL-40-6h
Sensitive/TO (B-ALL) GSM51700: B-ALL-40-0h
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43 Sensitive/T24 (B-ALL) GSM51701: B-ALL-43-24h
Sensitive/T6-T10 (B-ALL) GSM51702: B-ALL-43-6h
Sensitive/TO (B-ALL) GSM51703: B-ALL-43-0h
25 Sensitive/T24 (T-ALL) GSM51707: T-ALL-25-24h
Sensitive/T6-T10 (T-ALL) GSM51708: T-ALL-25-6h
Sensitive/TO (T-ALL) GSM51709: T-ALL-25-0h
20 Sensitive/T24 (T-ALL) GSM51704: T-ALL-20-24h
Sensitive/T6-T10 (T-ALL) GSM51705: T-ALL-20-8h
Sensitive/TO (T-ALL) GSM51706: T-ALL-20-0h
2 Sensitive/T24 (T-ALL) GSM51710: T-ALL-2-24h
Sensitive/T6-T10 (T-ALL) GSM51711: T-ALL-2-8h
Sensitive/TO (T-ALL) GSM51712: T-ALL-2-0Oh

Suppl. Table 3.5B

GSE2842
Cell line Array names GEO accession numbers
Pre-B ALL Sensitive/TO (Pre-B) GSM60545: S-Line-PreB-6h-EtOH
(GC Sensitive/T6-T10 (Pre-B) GSM60546: S-Line-PreB-6h-GC
sensitive)
Sensitive/T24 (Pre-B) GSM60547: S-Line-PreB-24h-GC
CEM-C7H2 Sensitive/TO (C7H2) GSM60542: S-Line-C7H2-6h-EtOH
(GC Sensitive/T6-T10 (C7H2) GSM60543: S-Line-C7H2-6h-GC
sensitive)
Sensitive/T24 (C7H2) GSM60544: S-Line-C7H2-24h-GC
CEM-C1 Resistant/TO (C1) GSM60560: R-Line-CEMC1HHi®H
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I

(GC Resistant/T6-T10 (C1) GSM60561: R-Line-CEMC1-6h-GC
resistant)
Resistant/T24 (C1) GSM60562: R-Line-CEMC1-24h-GC
CEM-C7R1 Resistant/TO (C7R1) GSM60564: R-Line-C7R1-6h-EtOH
(GC Resistant/T6-T10 (C7R1) GSM60566: R-Line-C7R1-6h-GC
resistant)
CEM- Resistant/TO (C7R1dim low) GSM60576: R-Line-C7R1dim-low-6H
C7Rfim—low EtOH
Resistant/T6-T10  (C7R1dim
(GC low) GSM60578: R-Line-C7R1dim-low-6h
resistant) GC
Resistant/T24 (C7R1dim low)
GSM60579: R-Line-C7R1dim-low-24f
GC
PreB697 Resistant/TO (pre-B) GSM60581: R-Line-PreB-6h-EtOH
ALL
Resistant/T6-T10 (pre-B) GSM60583: R-Line-PreB-6h-GC
(GC
resistant) Resistant/TO (pre-B) GSM60584: R-Line-PreB-24h-EtOH
Resistant/T24 (pre-B) GSM60586: R-Line-PreB-24h-GC
CEM- Converted/TO (C1l-ratGR) GSM60548: C-Line-CEMC1-ratGR-6H
C1@eR EtOH
Converted//T6-T10 (Cl-ratGR
(GC GSM60549: C-Line-CEMC1-ratGR-6}
sensitivity Converted//T24 (Cl-ratGR) GC
restored)
GSM60550: C-Line-CEMC1-ratGR
24h-GC
CEM- Converted//TO (C7R1dim high GSM60551: C-Line-C7R1dim-high-6H
C7RL™hien EtOH
Converted//T6-T10 (C7R1dim
(GC high) GSM60552: C-Line-C7R1dim-high-6k
sensitivity GC
Converted//T24 (C7R1dim
restored)
high) GSM60553: C-Line-C7R1dim-high
24h-GC

Il

Il
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4 CHAPTER 4: Modelling the mechanism of GR/c-Jun/Erg

crosstalk of acute lymphoblastic leukaemia

By taking the models and the findings from Cha@end 3, inChapter 4 we are able to
further extend the models and make new predictibhis Chapter has appeared in “Chen DW-C,
Krstic-Demonacos M and Schwartz J-M, Modeling thechranism of GR/c-Jun/Erg crosstalk of
acute lymphoblastic leukemia, Frontiers in Physiglodoi: 10.3389/fphys.2012.00410”, with
modifications. All authors contributed equally tost work. D.W.C. built the model, performed

the experiments and wrote the manuscript. M.K-[lL 34M.S. supervised this project.
4.1 Abstract

Acute lymphoblastic leukaemia (ALL) is one of th@shcommon forms of malignancy that
occurs in lymphoid progenitor cells, particularlg ichildren. Synthetic steroid hormones
glucocorticoids (GCs) are widely used as part & &LL treatment regimens due to their
apoptotic function, but their use also brings abaarious side effects and drug resistance. The
identification of the molecular differences betwettre GCs responsive and resistant cells
therefore are essential to decipher such complexity can be used to improve therapy.
However, the emerging picture is complicated asattivities of genes and proteins involved are
controlled by multiple factors. By adapting thetsyss biology framework to address this issue,
we here integrated the available knowledge togettitdr experimental data via the building of a
series of mathematical models. This rationale ethhis to successfully unravel molecular
interactions involving c-Jun in GC induced apopaand to identify Erg as determinant for GC
resistance. Furthermore we demonstrated the impmataf using a systematic approach to
translate human disease processes into computativodels in order to derive information-

driven new hypotheses.
4.2 Introduction

Acute lymphoblastic leukaemia (ALL) refers to a pkesm of T- or B- lymphoid progenitor
cells, which is found to be the most common chitsthanalignancy (1). Despite the 85%-90%
cure rate in children (2), a quarter of the caséfeisrelapse, with drug resistance being a major
cause (3). Glucocorticoids (GC) have been usedaass gi the treatment of many diseases

including ALL, owing to their anti-inflammatory arahti-cancerous actions (4). One of the main

186



causes for resistance to GC is the defective diggabf GC to target genes in relation to

apoptosis.

The principle of GC therapy in ALL is GC inducedogposis, whereby GC activates the
glucocorticoid receptor (GR) that upon hormone Ingdranslocates to the nucleus and targets
the apoptosis mediating family, the B-cell lympho@gBcl-2). The Bcl-2 member Bim is
known to be an essential initiator of apoptosi8%nd an indirect GR target (8). The GR
regulation of Bim in ALL is however not fully defd; it was reported that c-Jun may be a
potential candidate for targeting Bim activation1@®). Apart from the Bcl-2 family members,
we and other recently reported that the Ets protéig is induced by GC in the resistant ALL
CEM-C1-15 cells and may be a crucial GR targetifsiermining GC resistance (13-16).

Although recent high through-put technologies hagreanced the understanding of complex
gene regulatory mechanisms, it is important to misé¢ complex molecular mechanisms cannot
be deciphered using experimental data alone. Cenisglthe wide range and large volume of
presented data and information about GR, Bim ang, Eomputational modelling can be
considered as an effective strategy for the in&tgion of such data from various sources (17-
19). In addition, modelling using timecourse datd anly raises the prospect of inferring the
existence of causal relationships between geneéslsw of identifying the direction of causality
from the regulated genes (20). Among various mouglapproaches, ordinary differential
equations (ODE) have been widely used for studttegdynamics of gene networks. They offer
the advantages of maintaining the quantitativea@sscausality inherent in dynamical systems

equations while being computationally manageahierieall systems.

Recently we have proposed a series of ODE kinetidats for GR regulation by integrating
time series of gene and protein expression dath Witetic modelling through information
theory (17). We identified crucial time points tliis$tinguish early GC and delayed GC response
genes. To develop a more global understanding of &Ron, we have extended this
investigation to new time points and examined tohependent GR regulated genes with gene
expression microarray. Timecourse gene expresdigtecing led to further identification of

crucial genes c-Jun and Erg (Ets-related genedt@npal biomarkers for GC resistance (9).

Here we present extended models of GR regulatiairJai, Bim and Erg based on a set of
ordinary differential equations (ODE) (17). Sevegrassibilities for interactions between GR and
the selected genes were analysed and the moddldethdo the best agreement with the
experimental response were identified. We soughshtow how our models can be further
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adapted to integrate and study the analysis of &flilated gene expression time series and
obtain better understanding towards the regulatghanisms between GR, c-Jun, Bim and Erg

in leukaemia.

4.3 Material and Methods

4.3.1 Protein and mRNA expression measurements

Timecourse protein and mMRNA measurements were ipeefth according to the methods as
described previously (17). In brief, CCRF-CEM cellsre plated in six-well plates in RPMI-
1640 supplemented with 10% DCC-FBS and incubategrnght. 1uM of dexamethasone
(Sigma, MO, USA), 10uM YK-4-279 or 10 uM JNK inhibi Il (SP600125) were added to the
medium and cells were incubated for 0, 2, 10 andhd&s accordingly. The relative protein
expressions were then measured and calculatednwumo-blotting and ImageJ software, with
actin as a control. GR (H-300), c-Jun (H79) and @9¢8) were purchased from Santa Cruz
Biotechnology (Santa Cruz, CA, USA.); Actin and Bamtibodies were purchased from Abcam
(Cambridge, UK). The relative mRNA levels were mgad using quantitative real time PCR
analysis with Bio-Rad Chromo4 system (Opticon mmni@ software version 3.1) using the
standard curve method with RPL-19 as the contrstl @f primer sequence can be found in (9).
All results are reported as meanstandard deviation unless otherwise noted. Theeyak
multiple comparison test was carried out to analyestern, gRT-PCR using SPSS 16.0 (SPSS
Statistics).

4.3.2 Signalling network representation

To construct the GR/c-Jun/Bim and GR/Erg pathwéiysrature information was used to
assemble the signalling topologies. As describealipusly and in (12), GR activates Bim
through an indirect mechanism in C7 cells, potdgtidarough either direct or indirect c-Jun
activation. Two models were built to represent GRIno/Bim in C7 cells, which differ by the
involvement of an extra set of unknown protein Xteesis (Models 1-2). We have previously
identified an increase in Erg expression in GCstesit C1 cells in response to GC treatment,
and this was not found in GC-sensitive C7 cell€CIncells, GR/Erg models were defined as Erg
being either a direct or an indirect GR target (Elsd3-4); a potential glucocorticoid response
element was identified via the champion ChiP trepson factor search portal which is a text
mining tool based on SABiosciencs’ database Decipbet of DNA element (DECODE). In C7
cells, although there were no significant changis Brg expression, we did find a transient Erg

recruitment on the GR promoter after 2 h of GCttrent. This highlights the potential role of
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Erg in regulating GR transcription. For this reasanconstructed two models, one includes only
GR autoregulation in C7 cells (21; 22), the otheeludes both GR autoregulation and Erg
regulation of GR transcription (Models 5-6). Theref, we present six models, including two
models representing GR regulation on c-Jun and iBi@7 cells, two models for the control of
Erg on GR autoregulation in C7 cells and two modd#lewing Erg being either a direct or
indirect GR target in C1 cells. The network modskre implemented using the CellDesigner
software (www.celldesigner.org) (23; 24). Protend anRNA degradation and basal synthesis
rates were included in all models using mass adtioetics, without taking cellular translocation

into consideration.
4.3.3 Parameter estimation and simulation

All parameter estimations were performed using Slystems Biology Markup Language-
based parameter estimation tool (SBML-PET) (25),cwhrelies on the sets of ordinary
differential equations (ODE) associated to modeaktiensand on the obtained experimental
data. As shown in (26), GR has a relatively slow-lfa between 27-42 h in the absence or
presence of Dex, with a kinetic parameter of 0.0i6%0 0.0257 H. For this reason, parameters
were constrained between 0.01 and 1 for the estmatocess. Once the estimated parameters
were obtained, model simulations were then camigtdusing the CellDesigner software. Least-
square residual values) (were calculated as seen in (17) in order to detex the quality of the

fit between simulations and experimental data.

=

wheree is the residualn is the number of experimental data poigtsre the experimental

values and; are the simulated values of the variable underidenstion.

4.4 Results

4.4.1 Modelling GR regulation of Bim via c-Jun activationin GC sensitive C7 cells

GR induced apoptosis occurs through an intrinsitochondria dependent pathway via
regulation of BCL-2 family proteins. In particulathe pro-apoptotic member Bim (BCL-2
interacting mediator of cell death) is known to lpgregulated in sensitive ALL cells upon
treatment with Dex through an indirect mechanismd plays a crucial role in apoptosis (6; 8;

17). However, the molecular mechanism for Bim irtebucby GR is unclear. We and other have
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previously identified that c-Jun may be involvedtive upregulation of Bim by GR (17; 27).
Compared to the known direct GR target Bel-Koth c-Jun and Bim were induced by GR much
later, as a dramatic induction was observed betw&&0 hours (h), suggesting a potential
delayed and indirect GR induced activation mecman(it7). However, we cannot rule out the
possibility that GR may induce c-Jun directly, gsugative glucocorticoid response element was
found at -1.6 kilo-basepairs from the c-Jun promd@g8). We also found two potential GR
binding sites with the use of DECODE (Suppl. Tahlk). A schematic diagram of GR inducing
c-Jun is presented in Suppl. Fig. 4.1.

To model GR induced Bim activation, we considened scenarios, involving either c-Jun
being directly activated by GR before activatingnBi(Model 1), or c-Jun being indirectly
activated througlde novo protein synthesis of an unknown protein X (Mode{Fg. 4.1A & B).
The experimental data used for parameter simulatene taken from previous results (9), where
protein and mMRNA expression series were obtaintsl atkatment with 1uM Dex for 2 and 10 h
in addition to the control (O h). Model topologiegre constructed via CellDesigner, with the
inclusion of basal synthesis, protein and mMRNA ddgtion which were described by mass
action kinetics; the equations used in the modelpagesented in Table 4-1. Cellular translocation
and compartmental levels were not taken into adcouthe models. The unknown parameters
were estimated from the defined topologies andettgerimental data in combination with the
use of SBML-PET. Due to the absence of quantitadiaa of most signalling components, we
carried out the parameter estimation procedurevim parts: GR basal synthesis, protein and
MRNA degradation were estimated firstly, followedtbe rest of unknown parameters. Fig. 4.2
shows experimental and simulated time courses Wdodgls 1-2 of GR, c-Jun and Bim protein
and mRNA levels. All mMRNA and proteins show indaoatibut the simulation with Model 2
exhibited a more similar trend to our previous hss(9; 17), where a logarithmic tendency was
seen. This observation is crucial since we haveigusly shown that direct and indirect GR
targets can be distinguished based on the simaolatend, where direct GR targets exhibit a
linear trend and indirect GR targets behave cltsarlogarithmic function, due to the time delay
required for the upstream pathway to be activaéédhe protein level, Bim simulation seemed
to fit better with Model 2, with an increase of tp7.4-fold at 24 h and a smaller least-square
residual valueg = 0.2605) compared to Model 1 (17.18-fold at 24 h,0.6969) (Fig. 4.2A). In
contrast, c-Jun protein simulation with Model & fitetter (13.9-fold at 24 ka,= 0.4997) than
Model 2 (28.1-fold at 24 k, = 0.8338), particularly after 10 h of treatmento@é| 1: 4.5-fold at
10 h; Model 2: 6.2-fold at 10 h). Compared to thewdations of protein levels, mRNA
simulations with both Model 1 and Model 2 seemefittbetter with the experimental data (Fig.
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4.2B). A logarithmic shaped mRNA simulation of b&mm and c-Jun was seen with Model 2

only, in contrast an almost linear increase of BMRNA simulation was observed with Model 1.

Least square residual values in both models werehnaloser to each other for mRNA than
proteins (Model 1: c-June£0.3241), Bim £=0.1471); Model 2: c-June£0.2276), Bim

GR protein

(6=0.1891)).
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Schematic representation of GR inducing Bim viaug:-JThe figure summarizes the basic

mechanism of Bim regulation controlled by GR. Thedel topology was based on (9; 17),

where glucocorticoid passes through the cell mendracauses GR activation by
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genes or via the recruitment of other transcripfiactors. All models were constructed by

CellDesigner, based on the known or potential mo&amechanisms but without taking the

cytoplasmic-nuclear compartmentalization into aectouBasal transcription, GR auto-

regulation, mMRNA degradation, protein degradatind kinding dynamics were included in

the models and the reactions were described usisgdrder mass action kinetics. The
details of the kinetic equations in all models described in Table 4-1(A) Model 1
represents GR induces Bim activation via directlivig to c-Jun(B) Model 2 is similar to

Model 1 but differs by the nature of the interactletween the GR and c-Jun. An extra step

of protein synthesis was introduced for targetiogyd-stream target gene c-Jun in Model 2.
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Bim (Model 2) 0.2605 Bim (Model 2) 0.1891

Figure 4.2 Simulations of GR/Jun/Bim induction in (EM-C7-14 cells
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The simulations process and the experimental date described in our previous work (9;
17). In brief, the expression dynamics were sinegdlatvith the use of CellDesigner and
SBML-PET parameter estimation tool based on theexyental data obtained at 0, 2 and 10
hours after M dexamethasone (Dex) treatment (9) Solid squarestlee mean of the
normalised experimental data and bars are the atdndeviations for three sets of
experiments. The simulation process is dividedvio steps, the parameters for GR activation
alone were first obtained (dotted line), and thiea test of the parameters were estimated
based on the individual model topologies. The blsalkd line represents the simulation by
Model 1 and the blue line is the simulation of Mb2€A) Protein timecourse simulations of
GR, c-Jun and Bim in CEM-C7-14 cel(®) The simulations for GR, c-Jun and Bim mRNA
dynamics. The models as shown revealed the chastittd&inetics of GR, c-Jun and Bim in
response with Dex in CEM-C7-14 cells. The residvuallue was calculated to assess the

quality of the fit between the simulations and ¢lxperimental data.
4.4.2 Modelling the role of Erg in GR gene expression iGC sensitive C7 cells

We have previously characterised the kinetic respdo GR in ALL through time course
clustering of gene expression microarray (9). Resfdom the experiments and analyses
identified Erg as one of the crucial genes thaemeine GC resistance. In addition, chromatin
immunoprecipitation results showed that Erg wasdiently recruited on the GR1A promoter in
sensitive C7 cells only. Erg is a member of the tEdascription factor family which has been
linked to growth of adult haematopoietic cells dasion with genes that are involved in cancer,
such as the EWS gene in Ewing’s sarcoma (13; 2Bad recently been identified as a prognosis
factor in T-ALL and prostate cancer (13; 15; 30 Bubfamily members have also been linked
to GR regulation in ALL (14; 16) (Suppl. Fig. 4.1).

To systematically assess the factors of resisttm&C therapy in CEM cells, we developed
kinetic models of GR/Erg signalling. As GR was fduto recruit on the GR promoter in C7
cells, we sought to build a model that can captineeeffect of Erg on GR expression and verify
our experimental results. We here constructed twdets, with Model 3 and Model 4 differing
by Erg regulation on GR (Fig. 4.3A & B). Both moslataptured GR and Erg transcription,
translation and degradation and each reaction wssritbted by mass action kinetics (Table 4-1).
The regulation between Erg and GR expression isonbt an important component of GR
homeostasis, but also a potential factor provokatg) resistance in relation to the level of GR.

The simulations showed that Model 4 overall fitdtéreto our experimental results, where
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microarray, western and gRT-PCR analysis identifteedow level of Erg £1-fold) and an
increase of GR (protein simulation increased up4i-fold and mRNA up to 27.5-fold),
although GR induction was smaller compared to GRukitions in Model 3 (with both protein
and mRNA simulation exceeding 140 fold-change ahR4This is particularly apparent at the
Erg mRNA level, in comparison with the low level Bfg mRNA simulation in Model 4, an
increase was observed in Model 3 (4.3-fold at 2&I9. 4.4A & B). In addition, in Model 4 the
simulation of both Erg protein and mRNA level desed after 4 h of Dex treatment before
gradually reaching a steady state (protein simaatd.9-fold, mMRNA simulation 0.2-fold). At
the protein level, least square residual valuesaRr =1.1880) and Erge€0.4218) were both
higher in Model 3 than in Model 4 (GR=0.2758; Erge=0.1874), with GR showing a greater
discrepancy in comparison with the other componehte residual values of GR and Erg
MRNA simulations were lower than their protein siations in both Model 3 and Model 4,
ranging between 0.3-0.5 (Model 3: G&:0.4058; Erge=0.3665; Model 4: GR:=0.3896; Erg:
€=0.5852). Altogether it seemed that Model 4 simafet and analysis corroborated earlier
findings (9), which further confirms that this mbéde more appropriate. These results also

highlight the importance of the role of Erg expresson GR regulation.
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Figure 4.4 Simulations of GR/Erg pathway in CEM-C714 cells

Protein timecourse simulation of GR/Erg pathwaBM-C7-14 cells. The same process of
simulation was carried out in Model 3 and Models4dascribed in Figure 2. Solid squares
are the experimental data and the error bars asm$1ie standard deviation for three sets of
experiments. The black solid line represents thaukition by Model 3 and the blue line is

the simulation of Model 4. The residual value wakuwalated to assess the quality of the fit

between the simulations and the experimental d&p.GR and Erg mRNA timecourse
simulations in CEM-C7-14 cells.

4.4.3 Modelling the role of Erg in GR gene expression iGC resistant C1 cells

In the next step, we sought to investigate the Gdpeddent Erg induction that was
previously found in resistant C1 cells only. Treatth with Dex was found to induce Erg

expression in C1 cells and an increase of apoptzasssobserved when treated with Erg inhibitor
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(9). GR may be able to directly activate Erg, apotential GRE was identified on the Erg
promoter (Suppl. Table 4.1B). Based on the experiaiedata obtained and strategy outlined
above, we created two models for the GR inducede¥pgession (Fig. 4.5). Similar to the direct
and indirect models as established in (17), thervealels differed by an extra stepd& novo
protein synthesis (Fig. 4.5A & B); the positive GRitoregulation feedback loop was not
included in C1 cells (17; 21; 22).

The overall simulations with both direct (Modeld)d indirect models (Model 6) showed an
induction in both GR and Erg protein and mRNA levétig. 4.6A & B). At the protein level,
GR protein simulations showed an increase>bb-fold with both models whereas protein
simulation with Model 6 increased at a much lowagerin comparison (2.3-fold at 24 h) with
Model 5. Erg protein simulation with Model 5 seemtedfit better than Model 6, with the
simulation clearly showing a better fit to the empental data. Despite the consistent
upregulating simulation trends compared with th@eexnental results, least square analysis
showed that apart from Erg with Model &0.6486), the residual values were all greater than
(Model 5: GR £=1.5566) & Model 6: GR&1.0605), Erg £=1.3059)). In contrast to protein
simulations, mMRNA simulations were found to hawgoad fit to the experimental data with both
models, where GR and Erg mRNA were both induceé. MRNA simulations with both models
appeared to increase at a slower rate in compaws#brthe protein simulations; in Model 5 GR
MRNA increased up to 13.6-fold and Erg mRNA up t8-ld at 24 h, whereas Model 6
showed a lower increase rate with GR mRNA (5.4)fdidt a higher and more linear induction
in Erg mRNA (17.9-fold). Much smaller residual vesuwere calculated at the mRNA levels,
with Model 5 (GR:e=0.2346, Erge=0.3856) having a better fit than Model 6 (GR0.4034,
Erg: £=0.6590). These findings support the hypothesis @R may activate Erg expression by
directly targeting the GRE on the Erg promoter.
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Figure 4.6 Simulations of GR/Erg pathway in CEM-C115 cells

The same process of simulation was carried outaddl5 and Model 6 as described in Fig.
4.2. Solid squares are the experimental data aedethor bars are means standard
deviation for three sets of experiments. The blagkd line represents the simulation by
Model 5 and the blue line is the simulation of Mb@e(A) Protein timecourse simulation of
GR/Erg pathway in CEM-C1-15 cell§B) GR and Erg mRNA timecourse simulations in
CEM-C1-15 cells.

4.5 Discussion

Glucocorticoids (GC) have a pivotal role in theatreent of acute lymphoblastic leukaemia
(ALL) through initiating apoptosis. Despite the aiely high cure rate, GC resistance still
remains a therapeutic problem due to its unknowteoutar mechanism. Thanks to advances in
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“omics” technologies, there is a growing amounliterature and molecular models dealing with
GC induced signalling. Bim, a well known pro-apdpd3cl-2 member, has been identified as a
crucial player in apoptosis and is able to triggelt death (6). It is known that Bim is activated
by GR via an indirect mechanism whelenovo protein synthesis is required (8). Nevertheless,
the exact mechanism of Bim induction by GR is pparhderstood. Foxo3a (Forkhead box
subgroup O3a) has been suggested as a potentw@idat:n for targeting and activating Bim,
thereby initiating apoptosis in chronic myeloid keemia (31). This however may not be the
case in ALL as we identified upregulation of GILZ €7 cells (9; 17), which can protect ALL
cells by provoking nuclear exclusion of Foxo3 (38).the case of ALL, we observed an
induction of both GILZ and Bim but not Foxo3 in €élls (17), suggesting that the exclusion
of nuclear Foxo3 may also occur in ALL under thiéuence of GILZ and further supporting the
idea that an alternative protein is involved in Bimauction (12). Timecourse microarrays in
ALL (9) and a study of Bim in neuronal cells (113chled us to believe that c-Jun may be a
crucial player in Bim activation. On the other hakdg has recently been identified as a crucial
prognosis factor for determining GC resistance .(Y8¢ have verified these results and found

that Erg signalling may be involved in GR regulatigith a cell specific mechanism (9).

Our ODE models of GR induced apoptosis captureymamics of GR regulation of Bim via
c-Jun and the crosstalk between GR and Erg indepgiyd For GR/c-Jun/Bim regulation, two
possible topologies were constructed, where thermaedels differed by the nature dé novo
protein synthesis (Fig. 4.1A &B). Simulation outoesnof GR interaction with c-Jun and Bim
were consistent with the few biological data avad#a where GR induced c-Jun and Bim over
time (7; 10). Least square analysis showed thatncdlRNA and Bim protein with Model 2
fitted better with the experimental data wheredsicprotein and Bim mRNA fitted better with
Model 1 (Fig. 4.2A & B). These results may be exmd by a possible involvement of
alternative mechanisms, as treatment with the pragnthesis inhibitor cycloheximide has
shown that c-Jun expression was not affected aediribduction became more prominent
comparing with the pre-treatment. Further nucleam on tests have indicated that c-Jun
induction requires at least 6 h Dex treatment. hSuocess takes much longer than the time
required for GR translocation and binding to thenpoter of the target gene, as previous green
fluorescent protein experiment indicated that 4 @R translocation takes only 2 hours to
complete (33). Taken together, the author suggdsitdthe mechanism for the delayed c-Jun
induction may be secondary, potentially through teéief from a protein repressor of
transcription (27). Our previous chromatin immuregppitation results had shown c-Jun
recruitment on Bim promoter and that inhibition ©fJun N-terminal kinases (JNKs) with
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SP600125 did not repress, but in fact enhancedtagispin C7 cells despite Bim expression
being reduced (Suppl. Fig. 4.2A) (9; 12), suggestn alternative signalling pathway for c-Jun
induction. Luet al. have demonstrated that the p38 MAPK pathway Islinto the promotion of
Dex induced apoptosis and that the inhibition d p&duced Bim induction (12). Furthermore,
Dex did not affect the total level of p38 proteintbnduced p38 phosphorylation (12), and
inhibition of p38 was shown to result in a sigraint increase in c-Jun mMRNA level in
monocytes (34). On the contrary, a study of p38bitdr and MEK/ERK inhibitor in the
bacterial lipopolysaccharides (35) induced murirgcraphages, indicated that both inhibitors
were essential to suppress c-Jun induction. Hansgossible that such repression of c-Jun may

be acting in conjunction with other signalling pa#ys (36).

Another subject of special interest to this studgswo investigate the role of Erg in
determining GC resistance, since we have identHEiegrecruitment on GR promoter in C7 cells
only but a substantial Erg expression was foundesistant C1 cells (9). Since the relation
between GR and Erg remains obscure, we aimed taateahe role of Erg in the GR signalling
pathway, which could be modulated in a cell depandeanner. Our GR/Erg models were

devised into four sets, with two potential mecharggach in C7 and C1 cells.

To place Erg in the GR induction model in C7 cellg, considered the regulatory influence
of Erg on GR autoregulation. Based on previousditee and the finding of Erg recruitment on
GR promoter, we hypothesised that Model 4 withditerg regulation on GR expression would
have a better fit with the experimental data thaod® 3 (Fig. 4.3A & B) (9; 16). Indeed,
simulations with Model 4 showed an increase in GRNA and protein level, and more
importantly a low level of Erg protein and mRNA,sgée that a more dramatic increase of GR
protein and mRNA levels were identified in Modesighulations (Fig. 4.4A & B). The residual
values calculated indicated that the Erg protesh @R mRNA simulations fit better with Model
4, suggesting the need of extending the numbdam& points of experimental data. Preliminary
western blotting based on two sets of independeperaments confirmed the potential role of
Erg in GR regulation when treated with a functiomddibitor of Erg, YK-4-279. In this case, a
much lower GR protein expression was identifiedhe presence and absence of Dex (Suppl.
Fig. 4.2A). The results showed that despite limitkada, Model 4 was still able to reflect the
expected experimental observations to a good extdrdre the inclusion of Erg regulating GR
directly generates a low level of Erg. It shouldrmed that we also identified a depletion of
Bim protein expression when treated with YK-4-2&®ich suggested a possible role for Erg in
the regulation of Bim (Suppl. Fig. 4.2). The coated apoptosis assay with annexin V, however
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still showed an increase in apoptosis, indicatingogential switch to an alternative apoptotic
signalling pathway. More investigation is required clarify these results (9). Yat al. has
conducted a detailed study on Erg in the GR sullfamandrogen receptor (AR) signalling,
where they have shown an inhibitory role of Ergtba AR gene (37), which reinforces the
importance of Erg in GR regulation. In additionhés been suggested that the balance of Erg
and AR may be controlled by two possible mechanidarg may inhibit AR by a negative
autoregulatory loop, or by Erg affecting the ARgetr gene selectivity (38), which may both
have an impact on AR regulation. Since AR and G&eslhigh homology in the DNA binding
domain and recognize similar hormone response elesni is possible that Erg also directly
regulates GR expression or forms another level aftrol over GR target genes. The
abovementioned mechanism should be considere@ iIGRIErg model (39; 40).

As the positive regulation of Erg by GR was onlysetved in the resistant C1 cells and a
consensus GRE was identified in Erg, in the nesqh 8te aimed to determine whether Erg acts as
a direct GR target. By adapting the direct GR artirect GR model in C1 cells as indicated in
(17), two models were described (Fig. 4.5). GR eagolation was not considered in resistant C1
cells and the two models differed by a stepl@fovo protein X synthesis. The simulation results
showed an induction of GR and Erg protein and mR&i&ls with both Model 5 and Model 6,
with GR protein and Erg mRNA and protein showing@ere dramatic increase in Model 6 (Fig.
4.6A & B). By observing the trend and evaluating tiesidual values, which appeared to fit
better with Model 5 in all cases, we hypothesisa trg is likely to be a direct GR target.
Further experimental results are required to tes prediction. Western blotting of Dex in
combination with YK-4-279 treatment showed a lov@m expression than the control in C1
cells (Suppl. Fig. 4.2B), even though a significaxcrease in apoptosis was identified previously
(9). This suggests that Erg may either be actingnaactivator upstream of anti-apoptotic target

genes, or as a repressor of pro-apoptotic siggdtiut not via Bim activation.

We have successfully built quantitative modelsttalg c-Jun, Bim and Erg signalling and
their interaction with GR. The models account fetablished as well as novel experimental
observations, demonstrated the interplay betweendalRn and Bim, and enabled us to clarify
how Erg is regulated as a cell specific modulai@king the experimental observations into
account, this systems biology approach allowed asdistinguish between alternative
mechanisms and determine the role of c-Jun andnBige network. Our models can serve as a
basis to study GR/c-Jun/Bim and GR/Erg signallm@LL and can be continuously extended as
more data becomes available. Overall, this studgwshthat systems biology approach
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combining mechanistic modelling with experimentablgsis is of invaluable help to dissect

complex signalling pathways and improve our undeding towards disease and drug action.

4.6 Tables

Table 4-1 Kinetic equations describing GR mediatethduction of Bim, c-Jun and Erg

The set of ordinary differential equations desaiblee GR regulatory kinetics implemented
in our models. Here, the kinetics is essentialyy $hme but with different protein or mRNA
names.kd X represents the overall degradation of factorkXhinding_X is the regulation
between the unknowproteinX and the target genk; binding_Erg is the regulation between
Erg and GRk ligand is the rate of complex association of dexamethasmieGR;kd m
and kd_p represent the first order rate constants of theadkegion of mMRNA and protein
respectively. The ternisl denotes translatiobasal denotes basal transcriptigmoteinX the

unknown protein an& the glucocorticoid receptor.

Model 1 & 2
GR
d[R_mRNA]

- =k _basalR+[R] k__autoR-[R_mRNA|kd _mR

% =[R_mRNA|k _tdR-[R|kd _pR

Model 1
Bim

d[Bim_ mRNA]

™ =k _basalBim+[Jun] [k _binding__Jun—[Bim_mRNA] [k _dmBim

= [Bim_ mRNA] [k _tslBim - [Bim| Ckd _ pBim
d

Jun
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M =k _basalJun ~[Jun_mRNA] [kd _mJun + [Dex] (R] k _ligand

d [Jun]
dt

=[Jun_ mRNA] [k _tslJun- [Jun] [kd _ pJun
Model 2
Bim

d[B'matmRNA_] =k_basalBim+[Jun] (k _binding _Jun—-[Bim_mRNA] (k_ dmBim

@:[Bim_mRNA] [k _tsiBim~[Bim|kd _ pBim

Jun

M =k _basaldun +[ProteinX _synthesis] [k _binding_ X —[Jun_ mRNA] Ckd _mdun

o =1Jun_mRNA] [k _tslJun~ [dun] kd _ pdun

Protein X synthesis

d[protel n>; - synthesis| _ [Dex] ]tk _ligand ~[ proteinX _synthesis] kd _ X

Model 3
GR

d[R_mRNA]

. =k _basalR+[R] k__autoR-[R_mRNA|kd _mR

% =[R_mRNA] [k _tsiR-[R|kd _ pR
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Erg

d[Erg_ mRNA]

™ =k _basalErg —-[Erg_ mRNA] [k _dmErg +[R] (iDex] [k _ligand

@ =[Erg_mRNA] [k _tslErg - [Erg] kd _ pErg

Model 4
GR
d[R_mRNA|

n =k _basalR+[R] k__autoR-[R_mRNA|kd_mR+[Erg_mRNA] [k _binding _Erg

% =[R_mRNA]k_tsiR-[R|kd _ pR

Erg

d[Erg_ mRNA]

™ =k _basalErg —-[Erg_ mRNA] [k _dmErg +[R] (iDex] [k _ligand

% =[Erg _mRNA] [k tdErg - [Erg] (kd _ pErg

Model 5
GR
d[R_mRNA]

. =k _basalR-[R_mRNA|kd _mR

% =[R_mRNA] [k _tsiR-[R|kd _ pR

Erg
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d[Erg _mRNA]

™ =k _basalErg —-[Erg_ mRNA] [k _dmErg +[R] (iDex] [k _ligand

% =[Erg_mRNA] [k _tdErg - [Erg] [kd _ pErg

Model 6
GR

d[R_mRNA|

" =k_basalR—-[R_mRNA] (kd _mR

% =[R_mRNA|k _tdR-[R|kd _pR

Erg

—d[Erg atmRNA] =k _basalErg —[Erg _ mRNA] [k _ dmErg +[ proteinX _ synthesis] [k _binding _ X

% =[Erg_mRNA] [k _tdErg - [Erg] [kd _ pErg

Protein X synthesis

d[prote nﬁt_synth%‘s] =[Dex|(JR] k _ligand —[ proteinX _synthesis| kd _ X
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4.7 Supplementary data

4.7.1 Supplementary Figures
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Suppl. Figure 4.1 Proposed regulation of cell deatim leukaemia

In CEM-C7 cells, upon GC treatment, GR becomesvaietd and alters Bim and GR
transcription, potentially through AP-1 and Ergreegnent respectively. This may be cell

specific as such recruitments were not seen in CEAMeells. Other factors such as MAPK

signalling (i.e. JNK or P38) and c-Myb may playoterin regulating GR, AP-1 and Bim.
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Western blot analysis of GR, Erg, c-Jun and Bintgrolevels, with actin as a control in CX)
and C1(B) cells cultured with a combination oful Dex, 10uM YK-4-279, 10uM JNK
inhibitor (SP600125) for the indicated times. Protein leweisre quantified by ImageJ,
normalised to actin and presented as a histograraor Bars represent standard deviation of
two independent experiments. Asterisk indicategyaifecant difference at p < 0.05 using the
ANOVA Tukey’s test.

4.7.2 Supplementary Tables

Transcription factor Binding protein Strand Sequence

A. LOCATION AND SEQUENCE OF POTENTIAL GR BINDING SITES IN C-JUN

GR Chr1:59247433-59247449 + AGGTCCATGCAGTTCTT

GR Chr1:59247576-59247595 - TCGTGCACACTGGGGGCGCC
B. LOCATION AND SEQUENCE OF POTENTIAL GR BINDING SITES IN ERG

GR Chr1:40036930-40036946 - CAATAACACGTGGTGAC

Suppl. Table 4.1 Location and sequence of bindingtass in the regulatory regions of the

indicated genes

Potential GRE sites were identified using the temining tool - The Champion ChiP
Transcription Factor Search Portal (CCTSF) from g@ra SABiosciences’s databas@)
Location and sequence of potential GR-1 bindingssih c-Jun(B) Location and sequence of

GR binding sites in Erg.
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5 CHAPTER 5: General Discussion and Conclusions

After an overview of the results fro@hapter 2-4, in this chapter we discuss the adopted
analytical framework, the findings and the intetptens that were made. This chapter also
summarizes the aims and issues addressed in tldg and how it is correlated with work

published by other groups.

5.1 Overall Discussion: Placing the model in GC inducedpoptosis

This thesis demonstrates the importance of adoystems biology concepts to study the
GR transduction in acute lymphoblastic leukaemmaChapter 2, we presented models that were
able to capture the kinetics of direct and indit@& targets in apoptosis in an ALL dependent
manner, using Bcl-Xand Bim as examples. In addition, we have inclusiaderal other known
GR targets such as GR itself and GILZ as compasis@ve also used our models to test the
interaction between GR and one of its target geties,Bcl-2 member Bmf. The generated
simulations corresponded well with the experimedtdah showing the model’s suitability for the
study. Models also made a prediction in which Bsnlikely to be directly regulated by GR; this
was validated by our results with the use of th&tgin synthesis inhibitor cycloheximide. We
also identified specific kinetic characteristicdlamucial time points for distinguishing between
early and late response gene regulations by GRs dllowed us to design the Dex timecourse
treatment for the study of Bim regulation by GRtie sensitive ALL CEM-C7-14 cells. In
resistant ALL CEM-C1-15 cells, we identified antial increase followed by decrease of the GR
protein levels but not the GR mRNA levels, suggesthat GR degradation may play a role in
GC resistance. Unlike in CEM-C7-14 cells, it is @@ if GR regulates its own expression in
CEM-C1-15 cells, however, other mechanisms sudBRigranslation and potential involvement
with microRNA should also be taken into considenati GILZ expression was also found to be
induced in both sensitive and resistant CEM cellf) C1-15 cells displaying a more dramatic
GILZ induction. It was shown that GILZ may be asated with Bcl-X regulation (1), and
GILZ may influence Bim regulation by potentiallydacing FOXO3a nuclear exclusion (2). This
highlights the significance of GILZ function in GE€ensitivity in ALL and also suggests

alternative factors other than FOXO3a are regujaim.

To investigate the underlying mechanism of GC tasie, particularly the regulation of Bim

in ALL, we conducted a series of timecourse miamaanalyses by taking results from Chapter
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2 into consideration. In Chapter 3, we focusedhengtudy of GR response to Dex treatment in
time on a genome-wide scale. Timecourse microanaye conducted in various ALLs treated
with GCs and grouped based on their phenotype tor€&@onse. The microarray study was
divided into two parts, one focused on timecoursgeme expression in relation to Bim in GC-
sensitive C7-14 cells, the other part focused emtiflying potential biomarkers for determining
GC sensitivity. In the first part of Chapter 3, wgapted timecourse clustering and determined
that c-Jun was a potential player in upregulatimg Bnder GC treatment. Experimental results
showed that such mechanism is cell-type specific-disn recruitment on the Bim promoter was
only identified in sensitive C7-14 cells. Such rettnent may be a crucial factor in determining
the execution of apoptosis in C7-14 cells. In addjtan apoptosis assay revealed that c-Jun
upregulation was not affected when inhibiting tiNKJpathway with the use of the SP600125
JNK inhibitor, suggesting the involvement of altgime c-Jun regulations such as via the p38
MAPK pathway. In the second part of the same stwdy,conducted timecourse microarray
analysis of various ALL cell lines and patients dzhon their phenotypic response to GC
treatment. Additional clinical microarray data ab&d from Philadelphia positive (Ph+) ALL
patients were also analysed and used to correléteow results. We observed Erg as one of the
significant differentially regulated genes when @amed with sensitive and resistant ALL,
suggesting Erg being a potential biomarker for &Sistance. Further experimental results
confirmed that Erg was upregulated in GC treatetstant C1-15 cells only and that Erg was
specifically recruited on the GR promoter in semsilC7-14 cells but not in C-15 cells. On the
other hand, there were reports showing an intenadietween Erg and the Jun-Fos complex (3),
raising the possibility that Erg may form a compleith AP-1 on the Bim promoter. This was
however not identified in either resistant or sewsiCEM cells, suggesting that either Erg does
not affect Bim regulation through interaction walP-1 or that Erg may potentially interact with
AP-1 elsewhere in the Bim gene. Taken togetherhypmothesised that Erg may have a role in
dictating GC resistance by influencing GR regublatactivities, and that siRNA of Erg will be
required to confirm such hypothesis. Our resultgeh@rther confirmed the role of Erg in GC
resistance, where we showed that treatment witletgefunctional inhibitor YK-4279 was able
to reverse GC sensitivity in C1-15 cells. The exaethanism remains to be studied as Erg is
involved in many biological processes including gemsion and has been shown to form
crosstalk with AP-1 and potentially regulates GRivity in a MAPK dependent manner (4).
Taken together, in Chapter 3 we indicated an aa8oniwith c-Jun in Bim upregulation in GC
sensitive ALL, identified the role of Erg in GC m&®mnce and more importantly we also

illustrated the successfulness of our approach.
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With the conclusion and findings drawn from Cha@e3, in Chapter 4 we aimed to model
the relationship between GR, c-Jun, Bim and Erdath sensitive and resistant ALL. The
building of the models was adapted from ChapteitB modifications. We sought to investigate
several aspects. The first aspect was the reldtiprizetween GR, c-Jun and Bim, as potential
GR binding regions in the Jun promoter were ideadif hence it would be important to see
whether GR directly activates c-Jun induced Bimregpion in C7-14 cells or not. The second
aspect was that after identifying Erg recruitment@R promoter in C7-14 cells, it would be
interesting to see how well the simulations fit twihe experimental data. This would also
provide evidence for the robustness of the modeswe constructed. Finally, as it was shown
that a specific Erg upregulation existed in Cl-Elisconly and that a potential GR binding
region was identified on the Erg gene, we therefaudt models to test the likelihood of Erg
being a direct GR target in C1-15 cells. With reigato modelling GR/c-Jun/Bim, two models
were constructed which differed by a step d& novo protein synthesis prior to c-Jun
transcription. The models indicated that the GRia/Bim simulation trend in general fits better
when there was a step dé novo protein synthesis involved. We did observe thatior part of
the simulations, such as c-Jun protein expressiegmed to fit better in the model with no new
protein synthesis when compared with the experialedata. A possible reason for this
observation may be the limitation of the data whadfects the parameter estimating process.
Another possible explanation is the set up of dpology. As discussed in Chapter 4, GR may
activate c-Jun through the relief of a protein esgor transcription (5), hence introducing such

repression may help to improve the model predistion

Another subject of interest was the specificitykofy regulation in sensitive and resistant
ALL. The overall Erg simulations in C7-14 cells sfed that the inclusion of Erg regulating GR
expression corroborated better with the experimeasalts. When treated with the Erg inhibitor
YK-4279 we observed a depletion of Bim protein @gsion, suggesting a potential role of Erg
in Bim regulation. The preliminary ChIP results sleaol that Erg was not recruited to the Bim
promoter by forming contact with the AP-1 complé&hépter 3); we thus concluded that Erg
may regulate Bim activity by causing an impact e GR autoregulation. In the case of C1-15
cells, we aimed to see if Erg acts as a direct &Bet due to its high expression when treated
with GC and the presence of a GR binding site enEhg promoter with the use of the Champion
ChiP Transcription Factor Search Portal from SABi@sces. Again, despite the lack of kinetic
data, the simulations were still able to capture #xperimental observation. The kinetic
simulations indicated that Erg is likely to be ditg regulated by GR. Although previous results
in Chapter 3 have shown that the treatment with42K9 is able to enhance apoptosis, this may
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not be down to the Bim regulation, as we foundwa Bim protein expression in C1-15 cells
when under YK-4279 treatment. This suggests tha Bay control potential alternative
pathways to trigger apoptosis in C1-15 cells.

Based on the study described in Chapter 2-5, welede that there is a crosstalk between GR,
AP-1, Erg and Bim regulation in inducing apoptasigicute lymphoblastic leukaemia. We also
demonstrated a successful example of using kimedidels to mimic GR induced apoptosis and
showed that such approach fits well with the ppleiof systems biology. In conclusion, we
established a series of models that were ablelpousegenerate hypotheses to better understand
GR function and this in turn allowed us to refihe tmodels in an iterative process for making
more useful predictions. Furthermore, our findimyay lead to the use of Erg as a potential
biomarker of GR resistance for ALL therapies anatsication of patients. We also envisage
that these finding can be used for many other desedreated with glucocorticoids including
different types of leukaemia, inflammatory and immalogical disorders.
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6 CHAPTER 6: Future work

Following the discussion and conclusions, in thispter we identified limitations of the

study and make possible suggestions for futureorgments.

6.1 Future directions

The presented models have shown that it is possldain more understanding towards GR
functions and provide a logical explanation to éxperimental data with the use of a systems
biology approach, combined with known mechanism&Bfinduced gene expression from the
literature. The results obtained from this studgvide a strong foundation for future work to
gain more understanding towards GR induced apaptosil sensitivity to glucocorticoids. As
mentioned by Klipp and co-workers (2005), the alitnodel rarely provides a full explanation
for the studied objects and usually leads to m@enayuestions and answers, hence an iterative
process of model refinement is essential (1). R@rieason, we hope to improve our models on

several aspects in order to gain more insights.

Firstly, more details of molecular interactions lwileed to be included. For instance,
different cellular compartments need to be intretlignto the model to discriminate the
expression of cytoplasmic and nuclear GR. Secorttily,role of transcriptional cofactors in
relation to selected gene transcription should lweletted. For example, the GR coactivator
P300/CBP induces chromatin remodelling to alloweascof the transcription factors and also
recruits other coactivators by acting as a scaffwtitein, which suggests a possible alternative
mechanism for delayed primary induction (2, 3).tRoanslational modifications are another
crucial process for proper GR function, particylgrhosphorylation is thought to be important in

regulation of nuclear localization, transcriptioaativities and stability of GR (4-6).

In addition, extending simulation time and incomgorg the half-life of dexamethasone may
allow us to observe any potential feedback mechanie regulation of GR protein stability is
poorly understood, and it is hypothesised thatai rbe regulated via the ubiquitin-proteasome
pathway (7). Longer simulation may allow us to téw relationship between the GR half-life
and the ubiquitin-proteasome pathway and elucittetenode of GR regulation.
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To further improve the model, more sophisticatedatigns can be used to represent the
established reactions. For example, Hill functianay be used to represent the binding
parameters between the transcription factor angtbmoter. It would probably require ChlP-
seq data to obtain more accurate number of binsibeg for the use of Hill function. Also, with
the use of single delay differential equations, tihee for individual processes to be completed

can be incorporated within the model.

Experimentally, to analyse the unknown proteing thegets c-Jun and Bim, we will test a
few potential candidates such as p38 to deternhiee telation to Bim induction, potentially
with the use of a p38 inhibitor (SB203580). Furthrerestigations will be carried out to test the
interaction of GR and Bmf, and GR and Erg. Thidudes identifying potential GRE within the
Bmf and Erg genes using bioinformatics sequenclysisasite directed mutagenesis of potential
GREs, luciferase assay to assess transcriptioniVitacin the cells, and chromatin
immunoprecipitation (ChlP) to determine the GR tawmaon Erg; silencing RNA may also be
used. In addition, GR actions are target gene gl and stimulus specific; the investigation of
GR effects in other cell types and directly fromtiguats will be useful towards better
understanding of the GR related gene network igiBpLL phenotypes. Eventually we would
like to construct more robust models to investigaee physiological role of GR, Bim and Erg,
the c-Jun-c-Fos complex and other possible compaosibf AP-1 and other Ets family members

in GR sensitivity.

The ultimate goal is to apply our findings clinigalAs mentioned in Chapter 1, treatment
with ALL typically consists of administration of a&ocktail of drugs alongside with
dexamethasone and chemotherapy is commonly usad afpthe treatment. Chemotherapeutic
drugs are known to cause DNA damage and such mrammdd also form another level of
crosstalk with the GR pathway. Further work isdeskto understand GR action when combined
with various ALL treatments. In addition, ALL patie subtypes should also be taken into

consideration during the research as the resudtilaly to vary according to the individuals.
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7 CHAPTER 7: Appendices

Appendices contain a list of chemical compoundddnsf PCR protocols, antibodies and
primers that were used throughout the thesis.

7.1 List of compounds used for cytotoxic stress

Compound Final concentration ~ Company
Dexamethasone (Dex) 100nm /1uM Sigma
Cycloheximide (CHX) 1uM Sigma

SP600125 10pM Sigma

YK-4279 10pM Sigma

7.2 Western Blotting

7.2.1 High Salt lysis buffer (A) with poteinase inhibitor cocktails (B) for cell lysis

A
For
High salt lysis buffer Stock Final 10ml
HEPES pH 7.5 iM 45mM 450l
NaCl SM 400mM 800p
EDTA 0.5M 1mM 20ul
Glycerol 100% 10% 1ml
NP-40 100% 0.50% 5004l
DTT iM 1mM 10pl
PMSF 100mM 1ImM o0yl
Pl 1000x 1x 10ul
NaOV M 2mM 20l
B-Glycerol phosphate 500mM 20mM 40Qul
NaPPi 200mM 5SmM 2504l
H20 6.44m
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Pl 1000x Concentration
Aprotinin lpg/mi
Leupeptin lpg/mi
Pepstatin A lpg/mi
7.2.2 SDS gels
SDS gels were prepared using:
7.5% 10%
Solutions (Makes 3 gels) Resolving Stacking Resolving Stacking
Water 13.3ml 6.73ml 10.94m| 6.73m|l
Acrylamide 7ml 1.67ml 9.33ml 1.67m
Tris pH 8.95 (1.5M) 7mi 7ml
Tris pH 6.95 (1M) 1.25ml 1.25m
EDTA (0.2M) 0.28ml 100! 0.28ml 100!
SDS (10%) 0.28ml 100pl 0.28m| 100l
APS (10%) 157pl 157pl 157pl 157p|
TEMED 17pl 17pl 17pl 17pl

7.2.3 Bradford assay

Bradford assay for determining protein concentratian:

Bradford Assay Volume
Bradford reagent (Bio-Rad 200ul
Sterile water 800ul
Protein extract 2ul
7.2.4 3xSDS sample loading buffer
3x SDS sample Per 10ml
buffer Stock Final (1x) (3%)
Tris pH 6.95 M 62.5mM 1.87ml
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Glycerol 100% 10% 3ml
B-Mercapthoethangl  100% 5% 1.5ml
SDS 10% 2% 0.6g
H.0 3.64ml
7.2.5 1xSDS running buffer
1x SDS running buffer Final For 1Litre
Tris 25mM 39
Glycine 190mM 14.49g
SDS 35mM 1g
7.2.6 1xWestern transfer buffer
1x Western transfer buffer Final For 1Litre
Tris 22mM 3.3g
Glycine 75mM 11.3g
Methanol 20% 200m|
7.3 RNA extraction and gRT-PCR
7.3.1 Reverse transcription assay
Component Volume
RNA template lug
Anchored Oligo-dT (500ng/ul) 1pl
1st strand synthesis buffer (5x) 4ul
Reverse-iT RTase blend 1l
dNTP mix (10mM) 1ul
Up to
H20 20ul
7.3.2 gRT-PCR master mixture
Volume for 1x Reaction (16l
Component Company total)
Thermopol buffer New England 2ul
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(10x) Biolabs
dNTP (10mM) Bioline 0.4ul
MgClI2 Bioline 0.6ul
SYBR-green (1/200Q) Sigma 0.75ul
New England
Taq DNA polymerasg Biolabs 0.2ul
Forward primer
(50uM) Eurogentec 0.06pul
Reverse primer
(50uM) Eurogentec 0.06pul
H>0 Sigma 11.93ul
7.3.3 gRT-PCR set up for amplification of gene of interes
No. of
Segment Temperature Duration Cycles
Initial denaturation g 10min 1
Denaturation o 30sec 35
Annealing 56C 30sec 35
Extension 72C 1min 35
Final Extention X 5min 1
Melting curves 60-9RT, read every’C 15sec 1

7.4 Polymerase chain reaction (PCR)

7.4.1 PCR mixture

Volume for 1x Reaction (49ul
Component Company total)
New England
Phusion HF buffer (5x) Biolabs 10pl
dNTP (10mM) Bioline 1l
Phusion DNA New England
polymerase Biolabs 0.5ul
Forward primer (20uM) Eurogentec ul
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Reverse primer (20u I\"I) Eurogentec 1pl
H.0 Sigma 35.5ul

7.4.2 PCR set up for amplification of protein-DNA bound region

No. of
Segment Temperature Duration Cycles
Initial denaturation g 5min 1
Denaturation o 1min 35
Annealing 56C 1min 35
Extension 72C 1min 35
Final Extention X 10min 1
Melting curves 60-9RT, read every’C 15sec 1

7.5 Chromatin immuneprecipitation (ChlP) assay

7.5.1 ChIP-gPCR procedure

e Cell harvesting |

e Crosslinking |

Nuclei isolation |

Chromatin sonication |

Input || 1gG || P |

Immunoprecipitation \

* Reverse Crosslinks |

DNA isolation |

€€EEEEs«

€KL

Outline of ChIP-qPCR procedure

e Quantitative PCR |

HqPCRInputH qPCRIgG || qPCRIP |

* Normalisation |

Figure 7.1 The principle of ChIP assay

The diagram represents the principle of ChIP adsalyrief, chromatin is extracted from the

cells. The DNA and binding proteins are crosslinkeltbwed by cell lysis and sonication
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and the subjected chromatin-DNA complex is immueojmitated with specific primary

antibody for the protein of interest. The proteiN complex crosslinks are then reversed

and magnetic beads are used to isolate the boumnakins, which are then ready to be

quantified using gPCR. Detailed protocol can bentbin Material and Methods, section 6.9

in (1).

7.5.2 ChlP Buffer

Buffer Chemical ingredients
50mM Hepes-KOH, 100mM NaCl, 1ImM EDTA, 0.5mM EGT
Formaldehyde
solution 11% formaldehyde
50mM Hepes-KOH; pH:7.5, 140mM NaCl, 1mM EDTA,
Lysis Buffer | 10% glycerol, 0.5% Igepal CA-630, 0.25% Triton X610

Lysis Buffer Il

10mM Tris-HCI; pH:8.0, 200mM NaCl, 1mM EDTA,

0.5mM EGTA

Lysis Buffer 11l

10mM Tris-HCI; pH:8.0, 100mM NaCl, 1mM EDTA, 0.5mM
EGTA,

0.1% Na-Deoxycholate, 0.5% N-lauroylsarcosine

Blocking solution

0.5% BSA w/v in PBS

RIPA buffer

50mM Hepes-KOH; pH:7.5, 500mM LiCl, 1mM EDTA,

1% Igepal CA-630, 0.7% Na-Deoxycholate

Tris buffered saline
(TBS)

20mM Tris-HCI; pH:7.6, 150mM NaCl

Elution Buffer

50mM Tris-HCI; pH:8, 100mM EDTA arido SDS w/v

Rnase A

1mg/ml Rnase A

Poteinase K

20mg/ml Poteinase K

NacCl solution

5M NacCl

Glycogen

2Qg/ul glycogen
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7.5.3 Sonicated chromatin for ChlP

1N Dex (h) Hyper
10 ladder II (hp)

-, .

0 2

Figure 7.2 ChIP shearing efficiency

The figure represents a typical sheared chromatnase gel that was sonicated for ChIP (as
described in Chapter 4) and has been visualised) 28 agarose gel electrophoresis. Lane
1-3 (0, 2 and 10 h) showed equal shearing of DNAllbbfamples. A DNA hyperladder was
used to determine the molecular weight of the DR&giments.

7.6 List of Antibodies

Concentration
Antibody Code Company (uh
Actin Ab8227 Abcam 1in 5000
Bel-X, 2762 Cell Signalling 1in 1000
Bim Ab15184 Abcam 1in 3000
c-Jun Sc-1694 Santa Cruz 1in 300
P-c-Jun 9164 Cell Signalling 1in 1000
GR sc-1004 Santa Cruz 1in 5000
M. Alexis (Hellenic research
GR 2f8 foundation) 5in 1000
GR
(H300) Sc-8992 Santa Cruz 1in 1000
Bmf AHP732 AbD Serotec 1in 300
Gilz sc-3378C Santa Cruz 1in 1000
Erg Sc-271048 Santa Cruz 1in 300
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c-Fos sc-72021 Santa Cruz 1in 300
7.7 List of primers
A
gRT-PCR F/IR Sequence
Bmf F ATGGAGCCATCTCAGTGTGTG
Bmf R CCCCGTTCCTGTTCTCTTCT
Bel-X, F GGAGCTGGTGGTTGACTTTC
Bel-X. R TCACTGAATGCCCGCCGGTAC
Bim F GAGAAGGTAGACAATTGCAG
Bim R GACAATGTAACGTAACAGTCG
GILZ F GGACTTCACGTTTCAGTGGACA
GILZ R AATGCGGCCACGGATG
c-Jun F ACTGCAAAGATGGAAACGAC
c-Jun R AAAATGTTTGCAACTGCTGC
c-Fos F TCTCTTACTACCACTCACCC
c-Fos R TGGAGTGTATCAGTCAGCTC
CAATCTCGAGCTATGGCCAGCACTATTAAGGA
Erg F AGC
CAATCTCGAGCTATGGCCAGCACTATTAAGGA
Erg R AGC
GR F GTTGCTCCCTCTCGCCCTCATTC
GR R CTCTTACCCTCTTTCTGTTTCTA
Rpl19 F ATGTATCACAGCCTGTACCTG
Rpl19 R TTCTTGGTCTCTTCCTCCTTG
B
ChipP FIR Sequence
Bim TRE F GCAACCTCTCCCAACTTCAG
Bim TRE R GCATCACTTGCTGAACCAAA
GR ErgRE F CTTGCTCCCTCTCGCCCTCATTC
GR Ergk R CTCTTACCCTCTTTCTGTTTCTA
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