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Abstract

Soft X-ray near-edge X-ray absorption fine-structure (NEXAFS) spectroscopy of liquids, an emerging synchrotron radiation technique, has been applied to characterise the local environment of imidazole in aqueous solution to elucidate the structural nature of the self-association effects in this system. Atomic core level spectroscopies such as NEXAFS are extremely sensitive to short range structure, including bond lengths and angles as well as coordination numbers in condensed matter and in molecular systems.

N K-edge NEXAFS data were successfully acquired for aqueous imidazole solutions from low concentrations (10^{-2} mol L^{-1}) to saturation (~8 mol L^{-1}). Previous UV/Vis studies had established that imidazole undergoes significant self-association already at concentrations well below 1 mol L^{-1} while energy-dispersive X-ray diffraction studies indicated the formation of water-mediated hydrogen-bonded self-associated structures of imidazole.

NEXAFS revealed that in the concentration range from 0.50 (~100 H_2O molecules per solute molecule) to the saturation concentration of 8.20 mol L^{-1} (~7 H_2O per solute) no significant variation in the local coordination around imidazole molecules takes place. It appears that progressive self-association at higher concentrations is not reflected by local structure change at the imidazole centres.

Ab initio calculations of N K-edge spectra for increasingly complex structure models were carried out. Besides gas phase monomers and crystalline imidazole, various molecular models incorporating imidazole-imidazole and imidazole-solvent interactions were studied. Microsolvation clusters used in a recent study of aqueous imidazole solutions were found to be too small to reproduce the experimental NEXAFS spectra. Clusters with larger hydration shells produced good agreement with experiment. Other structures examined included hydrogen bonded oligomeric chains of imidazole, stacked self-associated imidazole clusters with and without hydration, and hydrated chain structures. Comparative measurements in chloroform solution shed some light on the nature of the self-associates present in aqueous solutions with lower concentrations, suggesting the presence of trimers.

It is proposed that increasing the concentration of imidazole solutions leads to self-association of hydrated imidazole monomers, which are held together by secondary interactions that are weaker than the hydrogen bonding between imidazole and its inner hydrate shell.

Ground-state (‘initial state’) chemical shifts of the core level binding energies dominate the observed spectra variations, with values between 1 and 2 eV. It was estimated that the effect of secondary interactions on the energetic position of features in the NEXAFS spectra is approximately a few tenths of an eV.

This result demonstrates the suitability of soft X-ray spectroscopy measurements for examining the local structure in solutions of molecular organic solutes.
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1. Introduction

1.1 Background and context

Crystallisation is one of the oldest and most familiar branches of science. Crystal growth experiments have been performed by many people while still at school. It therefore comes as a surprise to many, even within scientific circles, that the process of crystallisation from liquid solutions is still not well understood at the molecular level. As will be explained in more detail in section 1.2 below, the gap in our scientific understanding is the so-called nucleation state.\(^{[1,2]}\) This is believed to be a dense but not solid state assembled from molecules present in the supersaturated state of a solution, just before crystallisation takes place. The structure and dynamics of this ‘transition state’, and how it controls the structural outcome of the crystallisation are still almost completely unknown. This state of affairs is largely due to the fact that experimental techniques that provide sufficiently incisive structural insight into the molecular structure around solutes in solution have been hard to come by.\(^{[2]}\)

The fundamental obstacle to deepening our understanding of nucleation are the experimental difficulties associated with obtaining data directly from nucleating solutions, to relate nucleation events to intra- and inter-molecular composition and structure. The limited knowledge we already have has come from the application of various experimental techniques, which sometimes shed light on some aspect of the early stages of crystallisation. These including single crystal X-ray diffraction (XRD), small angle X-ray scattering (SAXS), wide angle X-ray diffraction (WAXD), neutron scattering, \textit{in situ} optical microscopy, infrared spectroscopy (IR), grazing incidence X-ray diffraction (GIXD), atomic force microscopy (AFM) and scanning electron microscopy (SEM). Very useful are also computational modelling approaches such as molecular dynamics simulations, semi-empirical methods and density functional theory.

The project described in this thesis examines whether near-edge X-ray absorption fine-structure (NEXAFS) spectroscopy with soft X-rays, which is an emerging technique for studying the molecular structure of and around solutes in solution, can be applied to the characterisation of the early stages of nucleation and crystallisation. The overall objective was to demonstrate that information on the nature of the structure of a highly self-
associated solute/solution system could be obtained, with a view to paving the way for studies of supersaturated systems, from which the formation of crystal nuclei with well-defined long-range crystallographic structure begins.

On the practical side, understanding nucleation behaviour is of importance for a wide range of industrial processes. However, particular scientific interest relates to molecular crystals in the pharmaceutical industry, with the grand challenge being the prediction and control of polymorph formation. Polymorphism is the formation of different crystal structures for the same chemical compound and an important phenomenon associated with the crystallisation of molecular materials. Polymorphism has important implications for the resulting material’s physical, chemical as well as biochemical and biomedical properties, and has far-reaching implications on patent ownership in the pharmaceutical industry. As with crystallization in general, the critical stage in polymorph formation is also the nucleation state.\(^1\) Thus, it is the structure of this state, and how it is influenced, which is key to understanding, predicting and controlling the polymorphic outcome of a crystallization.

As will be explained in the objectives section (1.8) below, for a number of reasons it was decided to choose aqueous imidazole solutions as a molecular solute for this work. Imidazole solutions had not been previously analysed in solution with X-ray absorption spectroscopy (XAS). In fact, the XAS investigations carried out in this work represents the first XAS study of a non-ionic molecular organic solute in solution. Work in the first year focused on a feasibility study, performing spectroscopy on a simple open cell with stagnant solutions at the BESSY-II synchrotron source in Berlin, Germany, and exploring StoBe simulations of the spectra. This work indicated that good quality data could readily be obtained over a wide range of concentrations (\(10^{-3}\) mol L\(^{-1}\) to saturation concentrations around 10 mol L\(^{-1}\)). However, this work also revealed the limits of the open cell approach and the use of stagnant solutions. First, evidence for X-ray beam damage in the stagnant system was observed, and second, for high concentrations, evaporation near the solution surface led to the observation of crystallised solid rather than of the desired solution. XAS work in the 2\(^{nd}\) year was therefore performed using a newly developed closed flow cell developed by our cooperation partners at BESSY-II. Additional data were acquired and the results were interpreted using computational modelling with the StoBe code, which continued throughout the third year of the PhD. It was found that small cluster models did not account reliably for the observed
experimental data. More complex cluster models obtained by molecular dynamics simulations in the group of P.L.A. Popelier at Manchester were tested and found to yield better agreement with experiment.

1.2 Solution Structure and Crystal Nucleation Theory: Modern Approaches

The concept of the nucleation stage of crystallization was established over 60 years ago in the pioneering work by Volmer. Briefly, classical nucleation theory states that the process occurs in two distinct steps, firstly, molecules in a supersaturated solution aggregate to form organized nuclei so developing a surface that separates them from the environment, with their size dictating the stability; secondly, once the nuclei have crossed a critical size, making the total free energy of the growth process fall and eventually become negative, the continued growth becomes a favourable process. However, this essentially thermodynamic consideration of nucleation theory does not consider the importance of intermolecular interactions as well as the precise structural nature of the pre-crystalline state.

Supramolecular chemistry and biochemistry are areas of science in which it is well established that dynamics and kinetics contribute to an assembly process, including their change over the time course of a crystallisation process. This conclusion can also be drawn from traditional crystallization experiments whose outcomes vary with factors such as temperature, evaporation rate, solvent, concentration and pressure. However, due to the lack of insight and appreciation of the dynamic nature of the nucleation state, such intermolecular factors, clearly crucial in the outcome, are absent from classical nucleation theory.

As reviewed by Oxtoby, new theoretical models have therefore been developed since Volmer’s work, which indicate that classical theory fails both quantitatively and qualitatively in various situations. For example, it has been realised that the critical nuclei can differ drastically from the eventual new phase in both composition and structure. This is well highlighted by work by Hartke on molecular clusters of noble gases, mercury, water and others found in gas expansion experiments: “if one adds more particles to a cluster, the energetically optimal structure is neither preserved nor changes in a continuous fashion. Instead, several cluster size regions are found where one structural principle generally dominates. The structure of the solid is usually reached at relatively large sizes after more than one structural transition”. Work by Cooks et al. similarly
found that the size of serine molecular clusters and the nature of their intermolecular interactions were key to stability. Using electrospray ionization mass spectrometry experiments of water-methanol solutions of serine they showed that it tends to form “magic number” clusters of eight molecules composed of four hydrogen-bonded dimers from 1:1.

From single crystal X-ray diffraction analysis and studies of the Cambridge Structural Database, as pioneered by Desiraju,[10] has come the concept of a ‘supramolecular synthon’. These are common building blocks of intermolecular interactions that are found to influence crystal packing (e.g. the carboxylic acid dimer). This concept when considered along with the similar structural building blocks found to influence the assembly of discrete assemblies in solution (supramolecular) chemistry, has led researchers to postulate how the initial (observable) interacting species in solution relate to their crystal structures via the nucleation state. In this light work by Hunter and Davey used high resolution solution $^1$H NMR chemical shift data obtained from as close to the nucleation state as possible,[11] to generate 3D structures of the molecule via computational methods.[12] The results suggested that the solution and solid state structures were similar, but gave no insight into the greater intermolecular structure of the nucleation clusters.

Experimental studies of the structure of supersaturated and especially concentrated solutions of molecular solutes therefore receive increasing attention in the context of elucidating the self-assembly pathways leading to crystallisation.[2,13-17] A few examples of experimental studies that have been able to provide structural information on the nucleation state shall be given. For example, Davey et al discovered various structural aspects for small molecular systems by solution nuclear magnetic resonance (NMR),[18] which provide details as to the interactions present in compounds during the initial stages of crystallisation. The relevant concentration dependent change, of two different compounds allowed predicting the packing in the crystal structure. Nucleation in solid ordered protein phases suggests that a two-step nucleation process takes place.[19] The nucleation process occurs within a region with a dense state of molecules for a brief time. This nucleation scenario for proteins has been supported by a number of studies.[20-22] Small-angle X-ray scattering (SAXS) and wide-angle X-ray diffraction (WAXD) have been used to study small organic molecules in an attempt to probe the nucleation and crystallisation states.[23] These studies report SAXS intensity arising from entities that are
not crystalline in nature. These results imply that the initial step of a phase transition occurs on separation of a non-crystalline, possibly amorphous, phase. This separation then rapidly generates crystals. *In situ* optical microscopy\(^{[24]}\) confirmed the presence of such an amorphous phase during small molecule crystallisation. The analysis revealed a separation event in the solute-rich liquid immediately before crystallisation, but it was also highlighted that there is a need for further in depth studies to allow understanding on a molecular level. Infrared (IR) spectroscopy\(^{[25]}\) has been used to find the relationship between structural and growth synthons in crystal nucleation. The solid state structure of three organic acids (benzoic, tetrolic, mandelic) was used to assign the various functional groups. From the solution spectra the composition could be determined and solvent. For benzolic and tetrolic acid a correlation was found between the growth synthon and the structural synthon.\(^{[25]}\) The third, mandelic acid, was more difficult to analyse unequivocally as strong solvent effects were reported. The outcome from this study showed that significant rearrangements occur within developing crystal nuclei.\(^{[25]}\)

Weissbuch et al\(^{[26]}\) attempted to modify the nucleation state with inhibitors and promoters. This additive-modified crystallisation was successfully probed with grazing incidence X-ray diffraction (GIXD) of a monohydrate cholesterol system, in which the GIXD technique probes approximately three monolayers at the surface. Analysis of the monolayer data allowed a link to be deduced between crystal formation and the nucleation state. The outcome of the study was a working hypothesis that the structure in the supersaturated solutions already resembled that of the final crystal structure.

Similarly, the already mentioned work by Spitaleri et al\(^{[11]}\) analysed a simple amide and a complex crystal system with \(^1\)H NMR, attempting to gain insight during the early stages of crystallisation. They found that the technique was useful for probing possible solid state structures with solution data. The data from in this study were further investigated using previously developed computational methods,\(^{[12,27]}\) simulating 3D structures for the two systems. However, the actual structure of the nucleation state could not be determined.

However, Jonkheijm et al\(^{[28]}\) probed and reported the varied structural changes that occur during the nucleation process of an organometallic compound. The self-assembly of a \(\pi\)-conjugated system to a helical structure was analysed by circular dichroism measurements. This analysis revealed in depth the structures present during nucleation. Initially monomers formed dimers. When a minimum of ten dimers was present this
formed a so called pre-aggregate. The pre-aggregate was transformed via helix formation producing a nucleus of 28 dimers. Effects of solvent on the nucleation process were reported with solvent structure greatly affecting formation and stability of dimers and preaggregates. Where the solvent contained even or odd numbers of carbon atoms the temperature of helical formation was altered.

Actual computational simulations of the nucleation state are difficult because they require high levels of theory combined with computing power. Gavezzotti et al\textsuperscript{[29,30]} studied with success two systems: the aggregation of acetic acid and the crystal polymorphism of tetrolic acid. Hamad et al\textsuperscript{[31]} looked at solvent effects on the polymorphism of 5-fluorouracil with molecular dynamics. These simulations were carried out in three solvents: water, nitro- methane and wet nitro-methane. These simulations showed that water and nitromethane both produce form I, whereas dry nitromethane produced form II of fluorouracil The simulations were very useful for determining the relative solvent–solute effects and hence polymorph formation.

Desgranges et al\textsuperscript{[32]} studied the relative molecular mechanism within polymorph selection during the nucleation of a colloid particle. Here molecular dynamic simulations showed that polymorphism can be controlled in a simple system. Alteration of the crystallisation conditions changed the stability of two possible polymorphs. The two crystallites follow different routes, polymorph selection occurs either in the nucleation state or during the growth stage. The study reports that selection via the growth state is highly complex and not fully understood.

Bolhuis et al\textsuperscript{[33]} and Dellago et al\textsuperscript{[34]} used high level algorithms to determine rate constants for various transition pathways, relating directly to the various transitions that are seen during and before crystallisation. The methodology involves studying transition pathways for unusual events in highly complicated systems. In comparison to previously mentioned dynamic approaches this method does not need transitions to be specified. Rather this method focuses on the sampling method of the transition state. This can then be analysed statistically.

### 1.3 Introduction to X-ray Absorption Spectroscopy (XAS)

The technique in the focus of this dissertation is X-ray absorption spectroscopy (XAS). To guide the reader through the introductory chapters a qualitative overview over the principles underlying XAS shall be given here. A more quantitative in-depth treatment
will be given in section 2.1 below. There are also several recommended books on XAS\textsuperscript{35-38} and a very instructive introduction recounting the interesting history of XAS.\textsuperscript{39}

In XAS analysis photon-induced excitations of core atomic electrons take place. Initially, when the X-rays impinge on the atom there is an interaction between the X-ray radiation and the bound electrons. The electrons either absorb the radiation and achieve an excited state or simply scatter the X-rays elastically or inelastically.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{xray_interactions.png}
\caption{X-ray interactions with matter.}
\end{figure}

XAS measurements are carried out as a function of X-ray photon energy, always close to the characteristic core level binding energies of the elements. This feature makes XAS a unique and very valuable technique as it can distinctly probe the local electronic structure of many elements. If the X-ray energy is sufficient to excite an electron from an atomic core orbital, a jump in absorption coefficient occurs, which is called an absorption edge. To within about \( \pm 5 \) eV the energetic position of the edges is characteristic the element analysed. The edge occurs when there is just the necessary amount of incident photon energy to excite a core electron from the atom. As an example, the Cu K-edge, which is due to excitation of Cu 1s electrons, at \( \sim 8990 \) eV is shown in Figure 2.
Figure 2  X-ray absorption K-edge of a Cu metal foil, underlying absorption processes and information that can be obtained from them; definition of NEXAFS and EXAFS region.\textsuperscript{[40]}

It can be seen that there are fine-structure features superimposed over the absorption edge, which are caused either by excitation of the core electron to an unoccupied atomic or molecular orbital, or, especially at energies above the ionisation potential (IP) of the atom, by backscattering of the photoelectron wave by surrounding atoms. These effects are called the X-ray absorption fine structure (XAFS).

The absorption edge spectrum is traditionally sub-divided into three specific regions, as seen in Figure 1. The pre-edge area, where no core excitation takes place, is usually smooth and featureless. The near-edge X-ray absorption fine structure (NEXAFS) region stems from electrons excited from the core level to unoccupied bound levels and multiple scattering of the resulting low-energy electrons. The NEXAFS region is often also called the X-ray absorption near-edge structure (XANES). The extended X-ray absorption fine structure (EXAFS) denotes the energy range from a few 10 eV above the absorption edge. It often extends up to \(~1000\) eV above the edge. The EXAFS is dominated by single scattering of the higher energy photoelectrons by neighbouring atoms.

1.4  Early research on liquid systems with X-ray absorption spectroscopy

The first publications on X-ray absorption spectroscopy (XAS) date back almost 100 years, to 1920\textsuperscript{[41,42]} It was soon realised that the shape of the spectra arises from electronic transitions to unoccupied electronic states below the continuum threshold\textsuperscript{[43,44]}
and also from scattering of free photoelectron waves at neighbouring atoms. First suggestions for a theory of the extended X-ray absorption fine-structure (EXAFS) were made by Kronig, for various molecules and crystalline solids. An application of this early theory was made by Hartree et al who successfully applied theoretical calculations to the EXAFS of GeCl₄. Further analysis utilising EXAFS soon followed in the 1930s. Various gaseous or solid structures involving Br, As, Zn, Hg, Xe and Kr were analysed. These papers merely reported their findings, making no clear comparisons between the states of the elements.

This was not the case for a study by Drynski and Smoluchowski comparing GeCl₄ in gaseous, liquid and solid forms. Here the first analysis of a liquid was carried out, by using a glass capillary. Experimental results demonstrated a significant difference between the solid, liquid and gaseous forms. The paper concludes that qualitative investigations clearly reveal differences between the states of matter, though improvements in theory would allow greater insight into the experimental results.

After these initial investigations major developments in analysis of liquids with EXAFS was not made between 1940 and the late 1960s. A hindrance was that there was no agreement as to how the EXAFS of solids could be interpreted quantitatively. Some research of merit was carried out by a group in Japan investigating amorphous systems. EXAFS of phases in the system nickel/sulphur were analysed for both amorphous and crystalline states. Results highlighted that the amorphous EXAFS showed similarity to the crystalline EXAFS, however the crystal EXAFS fine structure was more pronounced compared to the amorphous systems. Later in 1957 the same group reported on the EXAFS of crystalline and amorphous Ge. Comparing the EXAFS from both states the group suggests a diamond crystalline structure of Ge is found in the amorphous systems. This similarity was also reported by Nelson et al. Here comparison of three forms of GeO₂ was made hexagonal crystalline, tetragonal crystalline and amorphous. They state that the amorphous system has a high state of short range order which is identical to the hexagonal crystalline form. Both results support short range order theories indicating that short range interpretation of EXAFS was necessary. This interpretation was later confirmed by Brummer et al with the investigation of K₃[Fe(CN)₆] solutions.

A major breakthrough in the analysis of EXAFS was the investigation by Sayers et al. For the first time the EXAFS was analysed by application of Fourier analysis, showing that the radial distribution function of atoms around the X-ray absorbing atom could
be recovered. This allowed significant information to be gleaned within a complex of different atoms such as: the number of neighbouring atoms, distances from neighbouring atoms and the number of local co-ordination shells. The technique was demonstrated on evaporated and crystalline Ge. The investigation found the distances between first and second neighbours to be within 1% of the known crystallographic distances. During this time in the 1970s a significant development in X-ray sources was made with the advent of synchrotron radiation sources, this allowed much improved spectra to be collected in a reduced time. For example, using a standard X-ray tube, analysis would typically take up to 2 weeks, whereas it is possible using synchrotron radiation to carry out the same analysis in 30 min. The advantages were demonstrated by Kincaid and Eisenberger with synchrotron studies of Kr, Br₂ and GeCl₄ in the gas phase.⁵⁷ Measurements taken using the synchrotron radiation from the SPEAR storage ring at Stanford benefitted from a 5×1⁴–fold improvement in X-ray intensity compared to previously used X-ray tube sources. Comparing theory plots of Br₂ and GeCl₄ EXAFS against experimental plots highlighted that the theory prediction of the amplitude was around a factor of 2 larger than the experimental value. Also there was a difference in the theoretical peak positions compared to the experimental results; this error was reported to be 5%. The paper concluded that theoretical approaches were not sufficient to allow a quantitative agreement with the data collected using the synchrotron source. The same authors then also established the application of synchrotron radiation to the analysis of aqueous solutions,⁵⁸ measuring the EXAFS of Cu²⁺ and Br⁻ ions in aqueous solution. Due to the element selectivity of X-ray absorption spectroscopy (XAS) the ions could be characterized separately in dilute aqueous solutions. Similar solvation studies were reported for aqueous Ni²⁺ solutions.⁵⁹ Here high resolution XAS were acquired for Ni(NO₃)·6H₂O salt and its 0.1M aqueous solution. Analysis of the EXAFS followed a Fourier transform method reported by Stern et al.⁶⁰ The first and second spheres of co-ordinated water molecules to Ni²⁺ were clearly observed in the Fourier transform and nearest-neighbour distances were determined. Extended X-ray absorption fine structure was also reported for NiCl₂ aqueous solutions at 2.7 and 3.7M to examine the concentration variations in the structure around the Ni cations,⁶¹ for which indications had previously been found by neutron diffraction⁶² and Raman spectroscopy.⁶³,⁶⁴ EXAFS compared to neutron diffraction has several advantages in this application as neutron analysis is sensitive to deuterium and hydrogen and less sensitive to Cl,⁶⁵ while EXAFS does not detect deuterium or H and is sensitive to Cl. So the Ni²⁺ ion and its
surrounding O and Cl atoms in solution can be easily interrogated with EXAFS. The subsequent EXAFS of Ni\(^{2+}\) solutions confirmed the neutron diffraction data, with Ni\(^{2+}\) ions being coordinated to six water molecules at a distance of 2.07 Å. Further to this, the analysis confirmed an outer sphere of 3 Cl\(^-\) atoms at a distance of 3.1 Å, for which evidence had previously been reported by neutron diffraction.\(^{[65]}\) Oddly, no support was found for first sphere halogen co-ordination, which had been observed around the same time by EXAFS for concentrated aqueous CuBr\(_2\) solutions,\(^{[66]}\) for which the analysis indicated significant local ordering with a rectangular coordination of Cu by Br, linked to each other to form a chain assembly. The absence of coordination by halogen in the NiCl\(_2\) study was later shown to be an interpretation error.\(^{[67]}\) The CuBr\(_2\) analysis also revealed a higher level of disorder compared to the crystal structure that increases when lowering the solution concentration. Even at low concentrations around 0.1M there is a degree of assembly with over half the Cu and Br ions forming a plane square molecule. The analysis supports the application of EXAFS analysis over a wide range of concentrations.

Further research on solutions of CuBr\(_2\), ZnBr\(_2\), NiCl\(_2\) and NiBr\(_2\) confirmed significant association of ions in solution at higher concentrations.\(^{[67]}\) To test the effect of water on the local order of molecules in concentrated solution the temperature was varied for analysis of CuBr\(_2\) and ZnBr\(_2\), between room temperature and 75°C. It was expected that the effect of water on local order would be less pronounced at higher temperatures. The raw data presented for ZnBr\(_2\) for the solid, saturated solution and dilute solution, revealed a similarity between the solids and the saturated solutions, confirming local order of ion at concentrated solution. The temperature-dependent studies reveal distinct conclusions for CuBr\(_2\) and ZnBr\(_2\). For CuBr\(_2\) solutions the high energy (~150 eV - 300 eV) range of the EXAFS showed little difference, while the low energy (~0 eV – 150 eV) range varied distinctly as a function of the degree of hydration: its amplitude reduced from high temperature 75°C to low temperature 21°C. This observation supported the expected reduction of the hydration number with an increase in temperature, though it was noted that the amplitude reduction was not constant over the temperature range, but particularly strong around 60°C. The temperature results for ZnBr\(_2\) showed no clear results linking spectral changes to the change in temperature: the EXAFS for low and high temperatures almost exactly matched over the whole photon energy range.

Early studies on metallic liquids were made by Petersen and Kunz\(^{[68,69]}\) who investigated Na, Al and Li with soft X-rays at the L and K edges. Experiments were conducted in
ultra-high vacuum using partial photoelectric yield as a suitable method of attaining a signal directly related to the absorption coefficient. Further development of inorganic melts were added by Crozier et al who used XAS to interrogate the liquid semiconductor As$_2$Se$_3$ and liquid Zn.\cite{70} This paper highlights that during data analysis any asymmetric atom distribution will require consideration. The methodological requirements were later summarized in a review by Crozier.\cite{71}

Many scientific areas have over the last three decades strongly benefitted from the application of EXAFS to solutions, melts and glasses, including chemistry, physics, biology and earth science. Due to the wide interest this has led to XAS techniques being developed further both theoretically and experimentally. Only a few examples of such work shall be highlighted here.

1.5 Specialised cells: investigations of liquid systems under extreme conditions

For example, instrumental developments have been made for permitting the analysis of samples under extreme temperatures and pressure. The sample cells used in early experiments were quartz cells in form of a sealed capillary.\cite{50} Today for conventional liquid analysis two types of methods are used.\cite{72,73} First, closed cells are used that contain the sample between two windows. Second, an inert matrix of power, glue or wax is dispersed within the sample and then melted; this method be used for low melting point metals or powder mixtures. The benefits of both methods need to be evaluated against certain criteria, sample stability during phase transitions, density changes of sample and resistance to contamination. Taking the first issue, a closed cell would not allow for phase changes resulting in increased pressure and possibly a broken cell. However, the inert mixture would allow for a phase change to take place with no negative consequences. The second issue for a closed cell can be certain experimental conditions where a change of density can result in spectra with a higher degree of noise. Sample density changes do not affect an inert matrix as the volume will remain constant, independent of any sample density changes. One the other hand, contamination is less likely contained in a closed cell compared to a dispersed sample in an inert medium that can be contaminated.

For standard experimental conditions using aqueous solutions cell designs usually do not present any significant issues. If analysis needs to be carried out under pressure a cell design must be used that can withstand such pressures. Examples for the use of such cells have been solution studies up to 350°C\cite{74} and in supercritical water.\cite{75} By development
application of droplet techniques higher melting point liquids have become accessible and more metallic liquids have been studied with EXAFS.\(^{[73,76-80]}\) ESXD (energy scanning X-ray diffraction) analysis is often combined with EXAFS analysis to ensure that the undercooled liquid is not crystallised and/or to probe the long-range structure of the system.

Aqueous solutions, specifically local environments of solute species, have been investigated with X-ray techniques; this is due to the simple experimental setups employed for XAFS with hard X-rays. A complete review of such application in addition to the references already cited in section 1.4 would go beyond the scope of this thesis, but a few examples shall be given.

An example of investigations applying molecular dynamic simulations to interpret structural changes were carried out by D’Angelo and co-workers.\(^{[81-84]}\) The analysis of ions and molecules in supercritical water has also been an active area of investigation from the chemical and physical perspective. This is challenging as a hydrothermal experimental state has to be attained in the laboratory. Investigations of ions have progressed from early studies adopting single shell fits with Gaussian disorder to more realistic fitting models using cumulant disorder models, to finally following a molecular thermodynamic approach based on molecular dynamics. Experiments have included a wide range of ions, e.g., \(\text{Sr}^{2+}\), \(\text{Rb}^+\), \(\text{Br}^-\), \(\text{Ag}^+\), \(\text{Sr}^{2+}\) and \(\text{Ni}^{2+}\).

Noble gases have a water solubility minimum at about 80°C that has led to several XAS investigations. Because noble gases have minimal solubility in water these small effects have eluded other experimental investigations until the application of XAS. Known thermodynamic effects of noble gases in solution at low temperature indicate the possibility that the presence of noble gases increases the order of the water association.

The first attempt to examine Kr in \(\text{H}_2\text{O}\) was made using supercritical water,\(^{[75]}\) but no signal from Kr-O interactions was found. The first recorded Kr-O interactions were obtained by pressurising Kr in water at 10 MPa. The Kr-O coordination could be analysed resulting in the determination of the first short range radial distribution function.\(^{[89,90]}\) Temperature-dependent experiments to about 80°C at both the Kr and Xe K-edges revealed a dramatic temperature dependence of the EXAFS that implied a strong disordering of the hydration shell in this temperature range, thus providing the first microscopic structural basis for the understanding of the solubility data.\(^{[89]}\) Using both
temperature and pressure control a solid clathrate structure was examined and compared to the Kr environment in the liquid.\textsuperscript{[91]}

1.6 Organic molecular solutes and solids: a new field for soft X-ray core level spectroscopies

In spite of the early historical application of EXAFS to molecular liquids\textsuperscript{[50]} the studies of molecules in liquid systems, especially organic molecules, are still largely unexplored. Barely any studies at all relate to the crystallisation science of molecular solutes.\textsuperscript{[2]} A reason for the scarcity of studies in this area is that intramolecular interactions often dominate over intermolecular interactions, which limits the sensitivity to intermolecular structure. This makes both molecular liquid spectra and vapour spectra very difficult to distinguish as they tend to give similar spectra. Although these similarities are present EXAFS analysis can have remarkable sensitivity to molecular structures, even down to 0.001 Å.\textsuperscript{[92]} This allows detection of even very small changes in the molecular structures between different phases.

The main difficulty faced by studies of liquid systems containing organic solutes and of most organic solids has arisen from the soft photon energy range (\(E < 1000\) eV) in which the absorption edges of the most relevant absorbers, C, N, and O, occur. Experiments with photons in this range have traditionally required ultra-high vacuum chambers. As a result, NEXAFS has played a pivotal role in the elucidation of the electronic structure and atomic-scale morphology of ultra-high vacuum-compatible systems, such as adsorbate-covered surfaces, thin films and highly dispersed materials. However, samples with a vapour pressure above \(~10^{-6}\) mbar could not be investigated in such systems, preventing NEXAFS from being applied in studies of liquid solutions, melts and many organic solids.

Technical developments since the late 1990s have begun to transform NEXAFS from a pure UHV technique to a routine probe that can also be employed at pressures closer to 1 atm. These developments were paralleled and, in part, inspired by the development of high-pressure X-ray photoelectron spectroscopy (XPS) with synchrotron radiation, which primarily took place through the development of applications in the field of heterogeneous catalysis\textsuperscript{[93]} and for studying liquid water condensation in controlled humidity chambers \textsuperscript{[94,95]}.
XPS is intrinsically surface sensitive because it relies on the analysis of the elastic peaks associated with the emission of X-ray induced photoelectrons, which have a limited penetration depth in condensed matter before undergoing inelastic losses. In contrast, NEXAFS can be performed with either surface or bulk sensitivity by selectively monitoring the emission of electrons, particularly total and partial electron yields, or X-ray fluorescence.\cite{35,38,96-98} Electron detection techniques are preferred when the X-ray absorbing element of interest is present in high concentrations.\cite{96,99,100} Fluorescence detection is more suited to the characterization of samples containing the element of interest in dilute form.\cite{35,38,96-98,101} More recently, UV emission and optical fluorescence/luminescence associated with the decay of the X-ray induced atomic core holes have also been introduced for monitoring the bulk absorption coefficient\cite{102,103}, while differential surface charging has been exploited for Kelvin probe XAS surface microscopy with near atomic resolution.\cite{104,105} Recent developments in soft X-ray spectromicroscopy have been reviewed by Yoon.\cite{106} In this review, recent developments and applications of soft X-ray spectromicroscopy, with a focus on scanning transmission X-ray microscopy (STXM), are described.\cite{106}

The efficiency of indirect NEXAFS detection methods has been steadily improved over the last decades, and construction of 3\textsuperscript{rd} generation synchrotron X-ray sources with higher photon flux and brilliance have permitted their use in non-vacuum environments: counting statistics are sufficient even when the path through the gas phase reduces the incoming X-ray beam intensity by one or two orders of magnitude.

The NEXAFS structure traces the unoccupied density of states below the ionisation threshold of the probed atoms. In the early days of NEXAFS spectroscopy\cite{38,97} curve-fitting was often applied to identify the energetic positions of electronic transitions and to resolve the position of the ionization potential, which is identical to the energy of the corresponding elastic photoelectron peak in XPS\cite{38}. The dependence on the polarization vector of the synchrotron light can be employed to determine the angle at which ordered organic adsorbate layers with \(\pi\) electron systems are oriented relative to a surface plane,\cite{38} while the position of the \(\sigma^*\) shape resonance in the spectra allows the determination of bond lengths.\cite{107}

Since the 1990s, \textit{ab initio} packages like StoBe\cite{108,109} and FEFF\cite{110-113} have begun to allow calculations of the complete absorption spectra using detailed structural models generated by computational chemical packages, molecular modeling or plausible trial and
error structures. Progress in the theory underlying the electronic structure calculations has been reviewed by Rehr[114-116]. These methods allow to compare model structures with experimental data. This is the approach that will be taken in the present work.

The present study was enabled by the development of instrumental solutions for performing NEXAFS and XPS measurements under non-vacuum conditions. Dedicated spectrometer vessel design permits investigations of liquid samples through liquid jet techniques[117] as well as by use of humidity and liquid chambers.[118-120] These systems have in recent years facilitated XPS and NEXAFS studies of solvent structure[121-135], vapour/solution interfaces[136-141] and solution species[142-156].

Early examples dealt mainly with the chemical state and the coordination around inorganic element ions in solutions. For example, NaCl electrolytes have been studied with soft XAS from 0.1M to 5M.[157] The results showed that Debye-Hückel theory allows a description of phase behaviour only for concentrations up to approximately 0.1 mol L$^{-1}$. To understand the experimental results of solutions with higher concentrations range StoBe-Demon[158] modelling was carried out. Various Na$^+$ environments were modelled by systematically evaluating varying Na-Cl and Na-water distances. These calculations allowed comparisons to be made between the theoretical and experimental NEXAFS. Ultimately the origin of the spectral fingerprints could be elucidated by linking with structural models, which revealed that over the 1M to 5M concentration range the Na$^+$–Cl$^-$ distance decreased, suggesting the formation of ion pairs.

In another study[159] the hindrance associated with ion-ion interactions in NaI electrolytes was investigated. The XANES of NaI was examined comparatively, once in ethanol and once in water. StoBe[158] was again used to correlate structural models with the experimental spectra. The molecular orbitals were analysed for each solvent system, and a sensible match was found for the spectral features and respective molecular orbital. A good correlation between the experimental and calculated data was found when significant effects of cation-anion interactions in the water based system were taken into account, while similar conclusions were not possible for the structure in ethanol.

There have been much fewer studies of organic molecular solutes in solution so far, and mostly with XPS. These studies have addressed (i) aqueous solutions of lysine,[160] for which it was shown that the core levels allowed following the pH-dependent protonation state of the molecule in solution and (ii) imidazole solutions.[145-147] These imidazole
studies formed the basis for the work presented in this thesis and will therefore be summarised in detail in the next section. Very recently, the NEXAFS of aqueous formic acid and formate solutions was reported,\cite{161} showing that care has to be taken in the interpretation of NEXAFS because of a complex interplay between initial state and final state effects as a function of the protonation state in this system. Recent XPS work on organic co-crystal phases in our group has shown that the core level binding energies are a highly incisive probe for elucidating hydrogen bonding and proton transfer between Brønsted donors and acceptors,\cite{162-166} in line with the abovementioned XPS results\cite{145-147,160} for lysine and imidazole solutions. This suggests strongly that XAS of solution species will provide similar insight into the balance between hydrogen bonding in non-ionic molecular solute systems.

\section{1.7 \textit{1H-Imidazole and its solutions}}

\subsection{1.7.1 Properties of \textit{1H-Imidazole}}

\textit{1H-}imidazole (Figure 3) has the sum formula C$_3$N$_2$H$_4$ and a molecular mass of 68.08 g mol$^{-1}$. It has a melting point of 89-91°C (362-364 K) and a boiling point of 256°C (529 K). The IUPAC numbering of the ring atoms is indicated in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Three different chemical representations of \textit{1H-}imidazole; note the IUPAC numbering of the ring atoms in the centre formula.}
\end{figure}

For the remainder of this dissertation the term ‘imidazole’ will be used interchangeably with its correct full IUPAC name, \textit{1H-}imidazole.

The mass density of solid imidazole is 1.23 g cm$^{-3}$, corresponding to 18.07 mol L$^{-1}$ of solid. Its crystal structure has been obtained using X-ray diffraction analysis at room temperature by Will\cite{167} and at −150°C by Martinez-Carrera.\cite{168} Neutron diffraction analysis has been carried out at 20 and −150°C as well.\cite{169} From these studies it is well established that imidazole has a monoclinic crystal structure with the space group \textit{P2}_1/\textit{C}.\pagebreak
There are four molecules in the unit cell. The main structural feature is the presence of infinite chains of hydrogen-bonded imidazole molecules along the c-axis (Figure 4).

![Figure 4](image)

Figure 4 Cut-out from the unit cell of the imidazole crystal structure, indicating the motif of hydrogen-bonded chains. The sketch on the right indicates the length of the N-H donor and H…N acceptor bonds.

The analysis of solid imidazole with low frequency Raman spectroscopy was reported in 1968. The paper added to an analysis previously carried out by Zimmermann which has left four low frequency bands unassigned. The paper highlights the strong hydrogen interactions found in the imidazole crystal lattice. The analysis method indicated that certain modes became more apparent due to the strong hydrogen bonds formed in the imidazole crystal lattice, in line with previous reports. It was noted that the splitting between symmetrically and anti-symmetrically coupled vibrations is particularly high in presence of strong hydrogen bonds. Further IR and Raman analysis on 15N- and D-substituted imidazoles have also been carried out. The analysis highlights a broad band with some fine structure between 3300-1800 cm\(^{-1}\) due to NH(D)-N stretching vibrations.

Two decades later, a study of imidazole and imidazolium with ultraviolet (UV) and Raman spectroscopy was undertaken, which provided greater insight into the excitation mechanisms. The investigation reports that as excitation energies reach 190-220 nm the vibrational modes are significantly enhanced. This electronic-vibrational excitation study provided a more incisive avenue towards elucidating the functional contribution of histidine in proteins.

Considerable attention over the decades has been paid to the proton conductivity of solid imidazole, which has been examined numerous times because it was believed to follow the Grotthus mechanism. For example, 15N NMR studies were carried out to shed
light on this issue. The results did not lend support for a Grotthuss mechanism, though other methods of charge tunnelling were not ruled out. The system was studied \textit{ab initio} early on as well, for example using MNDO and Gaussian-76. This analysis then laid foundations to unravelling the mechanisms involved in the proton exchange that may take place in aqueous solution. The study concluded that intermolecular hydrogen exchange was energetically favourable.

In aqueous solutions imidazole can establish two Brønsted equilibria, with \( pK_a \) values\cite{185,186} of \( pK_{a1} = 7.05 \) and \( pK_{a2} = 14.52 \) (see section 2.2 below for a more quantitative details).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{Number of water molecules available for hydration of a solute as a function of the concentration of the solute in water.}
\end{figure}

The solubility of imidazole in water is very high. Concentrations up to 11.18 mol L\(^{-1}\) can be achieved.\cite{187} It must be remembered at such high concentrations the availability of hydrating molecules becomes limited, leading to non-ideal behaviour with likely ordering of the solvent and intermolecular interactions (self-association) between solute molecules. The dependence of water molecule availability on concentration is quantitatively illustrated in Figure 5. It can be seen that at concentrations above \(~5.5\) mol L\(^{-1}\) the number of available hydrating molecules per solute molecule drops
below 10, reaching a value of ~5 at the saturation concentration of imidazole. It is expected that such solutions exhibit association structures with solute-solute, solute-solvent, and solvent-solvent interactions that would not be observable in their corresponding ideal solutions. The self-association processes taking place in aqueous imidazole solutions have therefore attracted the interest of researchers for many decades. This has led to numerous investigations, some of which will be summarised in the next section.

1.7.2 Self-Association in Imidazole Solutions

The self-association in aqueous imidazole solutions has been studied since early work by Hückel and co-workers investigated its physical properties.\cite{Hueckel1939}

A critical review of early self-association studies and general formulae for the mathematical treatment of possible relevant equilibria were given by Wolff.\cite{Wolff1952}

The importance of hydrogen bonds in the self-association of imidazole solutions was recognised early on, for example for carbon tetrachloride,\cite{C172C173C174C190} and led to NMR investigations already in the 1960s.\cite{172,191-194} Since then the system has always attracted attention because of its participation in intramolecular hydrogen bonding as the side group in the amino acid histidine, which plays an important role in enzyme catalysis. A study of acetyl histamine and methyl dihydrourocanate using IR spectroscopy\cite{195} highlighted that imidazole may contribute to protein hydrogen bonding.

The first IR analysis and assignment of imidazole vibrations was undertaken by Otting.\cite{196} The analysis highlighted several key trends for imidazole at various concentrations in chloroform solution. The strong absorption of the non-bonded NH moiety decreased in intensity as the imidazole concentration was increased, indicating self-association. In line with this, a concomitant increase of the absorption from the bonded NH moiety with concentration was found. The degree of self-association was also evident through IR investigations of carbon tetrachloride solutions.\cite{190} It was concluded that chains of imidazole oligomers were formed as the concentration increased: the N-H band at 3000 cm\(^{-1}\) became more apparent while a reduction was noted at 3500 cm\(^{-1}\) for the NH band assigned to the free end groups of the imidazole oligomers.

IR studies of the NH stretching vibration of imidazole in the non-polar solvents benzene and carbon tetrachloride were more recently carried out by Pralat and Czechowski.\cite{197}

From the temperature-dependent analysis of the extinction coefficients the authors

\cite{188,189,190,191-194,195,196,197}
concluded that a high degree of self-association occurs through strong hydrogen-bonding already at concentrations as low as $2 \times 10^{-3}$ mol L$^{-1}$ in both solvents.

$^1$H NMR of imidazole solutions in chloroform were performed by Wang et al.$^{[198]}$ Chemical shifts and the temperature dependence of the spectra indicated that imidazole predominantly exists as a trimer in chloroform solutions. $\Delta G^0$, $\Delta S$ and $\Delta H$ values for trimerisation at 300 K were reported as $-8.4$ kJ mol$^{-1}$, $-15$ J K$^{-1}$ mol$^{-1}$ and $-13.0$ kJ mol$^{-1}$, respectively.

The speciation of imidazole in aqueous solution as a function of pH can be predicted from the well known $pK_a$ values. The mathematical basis of this calculation will be given in section 2.2. Figure 6 gives the result. It can be seen that the protonated species, the imidazolium cation, dominates at pH values below approximately 5.5, while the neutral unprotonated imidazole species predominates in the pH range between approximately 8.5 and 12.5. Above a pH of approximately 13 deprotonation of the 3N position should become noticeable, resulting in the formation of an anionic species.
The most incisive previous studies of the nature of imidazole self-association in aqueous solutions have been carried out at low concentrations with UV-vis spectroscopy\[^{[199]}\] and at high concentrations by radial distribution function analysis using X-ray scattering.\[^{[200]}\]

**Figure 7** UV absorption spectra of imidazole in aqueous solution:\[^{[199]}\] 1.006×10^{-4} at pH = 3.2 (—); 1.025×10^{-4} M at pH = 6.9 (...), and 1.032×10^{-4} M at pH = 11.0 (---).

The UV study examined imidazole and some of its derivatives with concentrations varying from 5×10^{-6} to 2×10^{-1} M, at three pH values. At pH = 3.2, where imidazolium predominates (Figure 6), at the near-neutral pH = 6.9, where imidazolium and unprotonated imidazole coexist in a 50:50 ratio (Figure 6), and at a pH of 11.0, where the neutral unprotonated imidazole species predominates (Figure 6). Clearly detectable differences in the respective UV-vis spectra were observed (Figure 7).

It can clearly be seen that there is a band at 205 nm that predominates in neutral and acidic pH, whereas at basic pH there is a strong absorption at 195 nm. It was suggested that the 194 nm band corresponds to n–π* transitions and the band at 205 nm to π–π* transitions. To explain the differences seen for the representative transitions and bands the key point to note is the disappearance of the n–π* band at acidic pH. In an attempt to better understand this observation further, the n–π* transitions analysis was also done in a non-polar solvent (hexane), which should only be able to stabilise neutral species.
Figure 8  Solvent effect on UV absorption spectra of imidazole.\textsuperscript{[199]} $1.032 \times 10^{-4}$ M in NaOH at pH = 11.0 (—) vs. saturated solution in n–hexane (...).

Figure 9  Hypochromic effect in UV spectra of aqueous imidazole solutions in the concentration range from $5 \times 10^{-5}$ mol L$^{-1}$ to $5.1 \times 10^{-4}$ mol L$^{-1}$.
Measuring in n-hexane increased the resolution between the two transitions of the neutral species (Figure 8), but did not allow a full separation. The spectra for n-hexane revealed a slight inflection at 211 nm and a shift of the band at 194 nm towards 192 nm. What is clear from the difference between the absorption spectra is that the neutral species in water is significantly electronically influenced relative to that in n-hexane.

The authors also examined the effect of concentration on the spectra in an attempt to determine the self-association equilibrium constant; in line with self-association an increase in concentration produced an increase in hypochromic effects (Figure 9), which is in line with observations reported previously for solutions in benzene and CCl₄,[197] and in chloroform.[198] The authors determined self-association constants for dimeric and polymeric species and found that neutral solutions, where neutral imidazole and cationic imidazolium coexist in an approximate 50:50 ratio, had an extremely high propensity to dimerisation, with a dimerisation constant \( K_2 \) of \( \sim 10^9 \text{ L mol}^{-1} \) and a polymerisation constant \( K_n \) of \( \sim 1 \text{ L mol}^{-1} \). The basic solution, in which neutral imidazole molecules predominate, was much more prone to polymerisation (\( K_n \sim 2\times10^3 \text{ L mol}^{-1} \)) while also exhibiting a moderate dimerisation constant of \( K_2 \sim 3\times10^4 \text{ L mol}^{-1} \). The authors proposed that the observed behaviour in basic solution was in line with a stack model incorporating both H-bonding and \( \pi-\pi \) interactions, as reproduced in Figure 10.

**Figure 10** Structural model for the self-association of imidazole in basic aqueous solutions as proposed by Peral and Gallego.[199]
Gontrani et al. analysed concentrated (4.5M and 7.6M) aqueous imidazole solutions by energy-dispersive x-ray diffraction (EDXD).\cite{200} The pH was not adjusted, suggesting that the solutions had a pH of approximately 10.7 (see Figure 17 below) and were dominated by neutral imidazole species. Structural and radial distribution functions for water and imidazole solutions were reported. The distribution functions allowed peak assignment to various atom-atom distances; these are summarised in the tables below.

Figure 11  Experimental radial distribution functions for (a) Pure water, (b) 4.5 M aqueous imidazole, (c) 7.61 M aqueous imidazole.

This analysis importantly allows the peaks at 4.85 Å and 9 Å in the imidazole radial distribution function to be assigned to solute-solute and solute-solvent interactions. Using these data a structural model was developed to reproduce the experimental pair-distribution data. A wide range of geometric water/imidazole arrangements were tested (planar dimers, linear polymers etc.) in an attempt to determine a likely solution structure. Best agreement was found for imidazole forming bent polymeric stacks, similar to those proposed by Peral and Gallego (Figure 10). This structure is reproduced in Figure 12. The centres of mass of neighbouring imidazole molecules are approximately 3.7 Å apart. Each imidazole molecule is coordinated by water molecules, which are hydrogen-bonded
to the N moieties, with 3N…H$_2$O and 1NH…OH$_2$ distances of 2.78 Å and 2.85 Å, respectively.

![Imidazole structure model](image.png)

Figure 12 Bent stacked imidazole structure model for concentrated aqueous solutions (4.5M and 7.61M) as deduced from radial distribution functions determined by EDXD.\cite{200}

<table>
<thead>
<tr>
<th>RDF Peak</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95 Å</td>
<td>O-H contacts within the molecule</td>
</tr>
<tr>
<td>2.85 Å</td>
<td>O…O contacts between first neighbour molecules</td>
</tr>
<tr>
<td>4.65 Å</td>
<td>O…O contacts between second neighbour molecules</td>
</tr>
<tr>
<td>6.9 Å</td>
<td>O…O contacts between third neighbour molecules</td>
</tr>
</tbody>
</table>

Table 1 Radial distribution function peak assignments for water.\cite{200}

<table>
<thead>
<tr>
<th>RDF Peak</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.35 Å and 2.15 Å</td>
<td>Interactions between adjacent atoms in the ring and atoms across the ring of the Imidazole molecule</td>
</tr>
<tr>
<td>4.85 Å</td>
<td>Water peak, slightly shifted</td>
</tr>
</tbody>
</table>

Table 2 Radial distribution function peak assignments for concentrated aqueous imidazole solutions.\cite{200}

It is interesting to note that both the UV-vis study of dilute solutions\cite{199} and the EDXD work on concentrated solutions by Gontrani et al.\cite{200} led to an interpretation in terms of a
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stacking model of imidazole molecules, which is different from the structural motif hydrogen-bonded chains of molecules found in the solid state of pure imidazole (see section 1.7.1) as well as in its melt.\textsuperscript{[201]} The possibility of chain structures was therefore recently reinvestigated in a molecular dynamics study of Liem et al.\textsuperscript{[202]} Who examined the structure of neutral aqueous imidazole assemblies at high concentrations. In line with the results of the two experimental studies the simulations do indicate the existence of self-associated stacked structures, but an increasing amount of chain-like assemblies are found as the concentrations are increased towards saturation (Figure 13).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig13.png}
\caption{Distribution of stacked and chain dimers vs. imidazole concentration for (a) QCT simulations and (b) AMBER simulations.\textsuperscript{[202]}}
\end{figure}

As can be seen in the figure, the exact balance found between chain and stack structures depends sensitively on the choice of molecular dynamics algorithm, with the QCT method yielding a much stronger preference for chain formation than the AMBER
simulations. Furthermore, especially for the lower concentrations there are reliability limitations arising from the limited size of the solution sample that is accessible by simulation and the likelihood of reliably finding imidazole-imidazole interactions by simulation in the more dilute systems.\textsuperscript{[202]} However, it would seem plausible that imidazole-imidazole interactions similar to those found in its bulk pure phase would appear at concentrations where the supply of hydrate molecules is limited (see Figure 5). The structures identified in the radial distribution functions generated by the molecular dynamics simulations appear to be broadly in agreement with the structural parameters determined by Gontrani et al.,\textsuperscript{[200]} so the possibility of strongly self-associated chain-like assemblies resembling the solid state structure, perhaps mediated by hydrogen bonding through water, should be further considered.

Regarding the role of water in stabilising the self-associated assemblies, it is interesting to note that recent FTIR work has shown that water molecules prefer to act as an OH…N3 hydrogen-bond donor toward imidazole, rather than acting as a N_H…OH\textsuperscript{2} acceptor.\textsuperscript{[203]}

1.7.3 Soft X-ray photoelectron spectroscopy studies of aqueous imidazole solutions
As already mentioned in section 1.7.2, concentrated aqueous imidazole solutions have already been investigated as micro-jets\textsuperscript{[117,120]} by means of photoelectron spectroscopy (PES).\textsuperscript{[145-147]} This previous work will be strongly drawn upon in the interpretation of the experimental results obtained for this dissertation, and shall therefore be summarised here in sufficient detail to aid the reader.

The aim of the investigations reported by Jagoda-Cwiklik et al\textsuperscript{[145,146]} was to measure the vertical ionisation potential (VIP) and adiabatic ionisation potentials (AIP) of both gas phase imidazole and imidazole in solution, and to relate the obtained values to a structure model through \textit{ab initio} calculated molecular models. The VIP was calculated by comparing the energy difference between the optimised neutral structure and the cationic imidazole structure at neutral geometry. The AIP relates directly to the energy difference between the optimised neutral structure and optimised cation. To computationally model the ionisation potentials three methods were utilised; (1) microsolvation of the solute; (2) a hybrid of both quantum chemical and molecular dynamic (MD) approaches; (3) a polarisable continuum solvent model (PCM). A full quantum mechanical treatment of the ionisation potential was not possible, as the required calculations are computationally too expensive. The first two computational methods had been thoroughly tested in previous
investigations, while the PCM method was new. Two tests of PCM theory were therefore carried out for known ionisation potentials of halides in gas phase and solution. The results of this work are summarised in Table 3 and in Table 4.

<table>
<thead>
<tr>
<th>anion</th>
<th>MP2/aug-cc-pvdz</th>
<th>experimental ionization potential in the gas phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>F⁻</td>
<td>3.51 (3.59)</td>
<td>3.40</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>3.52 (3.58)</td>
<td>3.61</td>
</tr>
<tr>
<td>Br⁻</td>
<td>3.37 (3.44)</td>
<td>3.36</td>
</tr>
<tr>
<td>I⁻</td>
<td>3.15 (3.21)</td>
<td>3.06</td>
</tr>
</tbody>
</table>

Table 3 Comparison of PCM results against experimental ionisation potentials

<table>
<thead>
<tr>
<th>anion</th>
<th>equilibrium PCM</th>
<th>nonequilibrium PCM</th>
<th>experimental vertical ionization potential in water²</th>
</tr>
</thead>
<tbody>
<tr>
<td>F⁻</td>
<td>7.36 (7.47)</td>
<td>9.63 (9.79)</td>
<td>9.8 (estimated)</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>6.63 (6.71)</td>
<td>8.55 (8.63)</td>
<td>9.6</td>
</tr>
<tr>
<td>Br⁻</td>
<td>6.24 (6.34)</td>
<td>8.05 (8.14)</td>
<td>8.8</td>
</tr>
<tr>
<td>I⁻</td>
<td>5.71 (5.85)</td>
<td>7.40 (7.46)</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Table 4 Comparison of equilibrium and non-equilibrium PCM potentials against vertical ionisation potentials of halides in solution.

The list of experimental vs. calculated ionisation potentials in Table 3 demonstrates the ability of the PCM method to accurately determine within 0.2 eV the potentials of halides in the gas phase. The results for modelling atoms in solution (Table 4) demonstrate that an equilibrium PCM model is not suitable. Better agreement with experimental data was found using a non-equilibrium PCM model (Table 4). This benchmarking indicated that the non-equilibrium PCM model was more suitable for the investigation and computational analysis of solution species by PES.

The experimental studies were carried out at BESSY (Berlin) on the UG41 PGM beamline, using a 2M solution of imidazole in water. No pH adjustment was performed, so the solutions were composed of neutral imidazole molecules (see Figure 6 and section 2.2). The spectrum was then compared to pure liquid water. Any differences in the
imidazole photoelectron spectra can be attributed to imidazole molecule and not surrounding water molecules (Figure 14).

Comparing both the imidazole and water spectra regions, one can clearly see that there is a region where the imidazole spectra have greater intensities. These areas include the binding energy ranges from $-30$ eV to $-18$ eV, and at the onset of emission around $-8$ eV. The latter region is of interest because it provides the lowest vertical ionisation potential (VIP), a quantity that is computationally accessible, as it represents the energy required for photodetachment from the HOMO of neutral aqueous imidazole. The lowest VIP of aqueous imidazole solutions generally occurs at a lower energy than the VIP of pure water, therefore the small shoulder seen on the peak below $-10$ eV is attributed to the corresponding lowest energy VIP. Its exact value was determined as $-8.26$ eV by fitting a small shoulder using three Gaussian peaks, as seen in the inset of Figure 14. The dotted blue line represents the emission peak for pure water.

![Photoelectron spectra of 2M imidazole and pure water.](image)

**Figure 14** Photoelectron spectra of 2M imidazole and pure water.\[145\]

The authors then calculated the VIPs for a series of geometry-optimised microsolvated gas phase clusters to examine how much hydration was required to reproduce the
experimental result of $-8.26$ eV satisfactorily. A selection of the more complex microsolvated clusters is reproduced in Figure 15.

The results (Table 5) indicate that increasing the number of water molecules in the microsolvation clusters generates increasingly better agreement with experiment. However, even microsolvation with 5 water molecules is not sufficient to reproduce the observed value of $-8.26$ eV. It appears that solvent effects beyond the first solvent shell have to be included to obtain agreement with experiment. The authors conclude that microsolvating by a small number of water molecules is not sufficient and that it is important to include long-range polarization of the water solvent by the solute. It is interesting to note, however, that the microsolvated imidazole monomer models considered in this study do not take into account self-association of imidazole. It would appear important to additionally examine more complex structure models such as those suggested by Gontrani et al.\cite{Gontrani200} and Liem et al.\cite{Liem202}

---

Figure 15  A selection of the microsolvated imidazole-$n\text{H}_2\text{O}$ clusters used for the analysis of the VIP in photoemission spectra from 2M aqueous imidazole solutions.\cite{145}
### Table 5
Calculated VIPs for microsolvation clusters of increasing complexity.\cite{145}

<table>
<thead>
<tr>
<th>n H₂O</th>
<th>VIP [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.87</td>
</tr>
<tr>
<td>1</td>
<td>7.96</td>
</tr>
<tr>
<td>2</td>
<td>7.97</td>
</tr>
<tr>
<td>3(a)</td>
<td>7.93</td>
</tr>
<tr>
<td>3(b)</td>
<td>7.93</td>
</tr>
<tr>
<td>4(c)</td>
<td>7.95</td>
</tr>
<tr>
<td>4(d)</td>
<td>7.95</td>
</tr>
<tr>
<td>4(e)</td>
<td>7.95</td>
</tr>
<tr>
<td>4(f)</td>
<td>8.06</td>
</tr>
<tr>
<td>5</td>
<td>8.06</td>
</tr>
</tbody>
</table>

In a separate study,\cite{147} the C 1s and N 1s core level binding energies of neutral imidazole and the imidazolium cation were experimentally examined by liquid microjet XPS. The results are summarised in Figure 16 and in Table 6.

**Figure 16** N 1s and C 1s XPS results for aqueous imidazole solutions at a pH of 2.6 and 10.5.\cite{147}
Experimental and calculated C1s and N1s core level binding energies for neutral imidazole and imidazolium species.\textsuperscript{[147]}

<table>
<thead>
<tr>
<th></th>
<th>neutral</th>
<th>protonated</th>
</tr>
</thead>
<tbody>
<tr>
<td>N\textsuperscript{1}</td>
<td>405.6</td>
<td>406.22</td>
</tr>
<tr>
<td>N\textsuperscript{2}</td>
<td>403.9</td>
<td>403.95</td>
</tr>
<tr>
<td>C\textsuperscript{1}</td>
<td>291.7</td>
<td>291.32</td>
</tr>
<tr>
<td>C\textsuperscript{2} &amp; 290.5 &amp; 290.72 &amp; 0.6 &amp; 1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C\textsuperscript{5} &amp; 290.9 &amp; 290.30 &amp; 0.4 &amp; 0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \Delta \) is the difference between the respective binding energies.

It can be seen from the experimental results that protonation leads to the equivalency of the C 1s and N 1s core level binding energies in the now symmetry-equivalent N and C atoms of the imidazolium ring. It is also evident that the experimental N 1s core level binding energy shift of the neutral aqueous imidazole species (1.7 eV) is much lower than the value of 2.3 eV predicted for an isolated neutral gas phase imidazole molecule. As in the study of VIPs the structure model used for the calculation of theoretical values lacks the complexity expected for a self-associated system. Not all information contained in the experimental data has yet been mined.

Overall, it can therefore be concluded from these photoemission studies that more systematic work is required to generate a more in quantitative view of the relationship between photoemission features and the structure of self-associated imidazole solutions. XAS is more versatile than XPS for the study of solutions, through its ability to provide information on ground and excited states involving the valence region of atoms. The development of XAS methodology should be straightforward because there is no requirement for high resolution detectors that require ultra-high vacuum, and hence no use of a liquid microjet is required. Nevertheless, the combination of XPS and XAS would be the most powerful, as the knowledge of ground state core level binding energies provided by XPS facilitates a more reliable interpretation of XAS data. Recently published work on formic acid and formate solutions indicates indeed that it is essential to be able to separate initial state from final state orbital chemical shifts.\textsuperscript{[161]}
1.8 Objectives of the research described in this thesis

The overall objective of this work was to examine whether it was possible to extend the application of soft X-ray absorption spectroscopy to the interrogation of solution assemblies of a complex, non-ionic self-associating organic solute, from low concentrations through to concentrated solutions, and perhaps even to the supersaturated state from which nucleation occurs.

Aqueous imidazole was chosen as the test system for these studies for the following reasons.

• Very high concentrations are achievable, ensuring that detectable signals could be achieved.
• The system is well known to exhibit strong self-association, making its structural elucidation an interesting scientific objective in its own right.
• The system is highly relevant for biological, pharmaceutical and medical science.
• XPS data of solutions were already available in the literature (see previous section), which would be a significant aid in the interpretation of the NEXAFS.
• Previous computational studies of imidazole/water clusters were available in the literature.
• A parallel programme of molecular dynamics work at our University was pursued in the group of P.L.A. Popelier, providing structural model input to the interpretation of the obtained data.

Besides demonstrating the feasibility of NEXAFS studies of this system the key scientific aim was to generate further structural understanding of the self-association process in aqueous imidazole solutions. To achieve this aim, the following objectives were formulated, which would permit a step-wise systematic approach of building up complexity and a more complete understanding of the system:

• A full understanding of the N K-edge spectrum of the imidazole gas phase monomer,
• A full understanding of the N K-edge spectrum of the imidazole crystal structures,
• Elucidation of the influence if imidazole-water interactions on the N K-edge spectrum,
• Elucidation of the influence if imidazole-imidazole interactions on the N K-edge spectrum, including hydrogen bonding and π-π interactions.

• Evaluation of complex structural models involving both imidazole-imidazole and imidazole-water interactions to generate an understanding of the N K-edge spectrum of solutions and arrive at a structure model.
2. Methods and Materials

2.1 Preparation of imidazole solutions

Imidazole was obtained from Sigma Aldrich as ACS grade \( \geq 99\% \) (titration) with total impurities of \( \leq 0.2\% \) water. 1-methylimidazole was obtained from Sigma Aldrich with a purity of 99\%. All solutions were made using laboratory grade deionised water.

2.2 Brønsted Equilibria and pH measurements

2.2.1 Speciation as a function of pH

A Brønsted acid with two \( K_a \) values, \( K_{a1} \) and \( K_{a2} \), is characterised by the coupled equilibria

\[
H_2A^+ \leftrightarrow H^+ + HA \leftrightarrow 2H^+ + A^-
\]

Equation 1

For a speciation diagram we wish to know the concentrations \([A^-]\), \([HA]\), \([H_2A^+]\). To obtain them we must solve a system of equations. To begin with, we know that

\[
[HA]_0 = [A^-] + [HA] + [H_2A^+]\]

Equation 2

The equilibrium reaction at low pH is

\[
H_2A^+ \rightleftharpoons H^+ + HA
\]

Equation 3

so we can write, using the well known\(^{204}\) definition of the \( K_a \):

\[
K_{a1} = \frac{[H^+][HA]}{[H_2A^+]} = \frac{[H^+][HA]}{[HA]_0 - [HA] - [A^-]}
\]

Equation 4

This expression can be rearranged to

\[
[HA] = \frac{[HA]_0 - [A^-]}{\left(1 + \frac{[H^+]}{K_{a1}}\right)}
\]

Equation 5
The equilibrium for the second dissociation at high pH is

$$\text{HA} \rightleftharpoons \text{H}^+ + \text{A}^-,$$

Equation 6

from which follows that

$$K_{a2} = \frac{[\text{H}^+][\text{A}^-]}{[\text{HA}]} = \frac{[\text{H}^+][\text{A}^-]}{[\text{HA}]_0 - [\text{A}^-] - [\text{H}_2\text{A}^+]}$$

Equation 7

The overall equilibrium is

$$\text{H}_2\text{A}^+ = 2\text{H}^+ + \text{A}^-,$$

Equation 8

and the expression for its equilibrium constant is

$$K = K_{a1}K_{a2} = \frac{[\text{H}^+]^2[\text{A}^-]}{[\text{H}_2\text{A}^+]_0} = \frac{[\text{H}^+]^2[\text{A}^-]}{[\text{HA}]_0 - [\text{HA}] - [\text{A}^-]},$$

Equation 9

which can be rearranged to

$$[\text{HA}] = [\text{HA}]_0 - [\text{A}^-] \times \left(1 + \frac{[\text{H}^+]^2}{K}\right)$$

Equation 10

We now combine the expressions for [HA] in Equation 5 and in Equation 10,

$$[\text{HA}]_0 - [\text{A}^-] \times \left(1 + \frac{[\text{H}^+]^2}{K}\right) = [\text{HA}]_0 - [\text{A}^-] \frac{1 + \frac{[\text{H}^+]^2}{K_{a1}}}{1 + \frac{[\text{H}^+]^2}{K_{a2}}},$$

Equation 11

solve for [A^-], and obtain

$$[\text{A}^-] = [\text{HA}]_0 \left(1 + \frac{[\text{H}^+]^2}{K_{a2} + \frac{[\text{H}^+]^2}{K}}\right)$$

Equation 12
This expression is plausible: for high pH, \([H^+] \rightarrow 0\), and \([A^-] \) becomes equal to \([HA]_0\). Using it we can now calculate \([HA]\) from Equation 10:

\[
[HA] = [HA]_0 \left( 1 - \frac{1 + \frac{[H^+]^2}{K}}{1 + \frac{[H^+]}{K_{a2}} + \frac{[H^+]^2}{K_{a1}}} \right)
\]

Equation 13

which yields

\[
[HA] = [HA]_0 \left( \frac{1}{1 + \frac{K_{a2}}{[H^+] + \frac{[H^+]^2}{K_{a1}}} \right)
\]

Equation 14

This expression shows how \([HA]\) depends, as expected, on both acidity constants, and with opposite dependence on pH for each of the two equilibria.

Using Equation 1, \([H_2A^+]\) now follows as:

\[
[H_2A^+] = [HA]_0 - [A^-] - [HA]
\]

Equation 15

or

\[
[H_2A^+] = [HA]_0 - [HA]_0 \left( \frac{1}{1 + \frac{[H^+]}{K_{a2}} + \frac{[H^+]^2}{K_{a1}}} \right) - [HA]_0 \left( \frac{1}{1 + \frac{K_{a2}}{[H^+] + \frac{[H^+]^2}{K_{a1}}} \right)
\]

Equation 16

Using this expression together with Equation 12 and Equation 14, and the imidazole p\(K_a\) values\(^{[185,186]}\) of \(pK_{a1} = 7.05\) and \(pK_{a2} = 14.52\), one obtains the diagram shown in Figure 6.

2.2.2 Calculation of pH of a weak base

Imidazole is a weak base in water. The pH of its aqueous solutions can be calculated from the p\(K_a\) value and its concentration \([HA]_0\) as follows. First, we remember that the p\(K_a\) is

\[
pK_a = -\log_{10} (K_a).
\]

Equation 17
The acid/base equilibrium defines the $K_a$ value of a partially dissociated acid as

$$
K_a = \frac{[H^+][A^-]}{[HA]} = \frac{[H^+]^2}{[HA]_0 - [H^+]}.
$$

Equation 18

Charge neutrality requires that $[H^+] = [A^-]$, so we can substitute and solve for $[H^+]$. We obtain

$$
[H^+] = \frac{K_a}{2} \pm \sqrt{K_a [HA]_0 + \frac{K_a^2}{4}}.
$$

Equation 19

Using this equation we can calculate the pH of any weak acid or base as a function of its concentration $[HA]_0$.

2.2.3 pH measurements

All pH measurements of imidazole solutions were made using a micro tipped pH electrode probe. Before any measurements the pH electrode was calibrated to check for tolerance using three various buffered solutions (3, 6 and 9).

As expected for a weak base, it was found that all imidazole solutions had a pH above 9. Figure 17 compares the experimentally observed pH values with the expected pH behaviour, as calculated with Equation 19 using the p$K_{a1}$ of imidazole (7.05).\textsuperscript{185,186} It can be seen that the measured pH agrees well with the expected pH at concentrations up to approximately 1 mol L$^{-1}$.

The experimental values are consistently somewhat lower than expected when the imidazole concentration exceeds approximately 2 mol L$^{-1}$. This may be an indication for an increasing degree of self-association by imidazole-imidazole hydrogen bonding. Such self-association would be expected to reduce availability of molecules for interaction with water and release of OH$^-$ anions.

However, the effect is small and the predicted pH behaviour is only very slightly outside the estimated error of the pH. Furthermore, it is not clear whether the response of the pH electrode may be affected by high concentrations of hydrogen-bonding solutes.
Figure 17  Experimental values vs. predicted pH of ideal imidazole solutions as a function of concentration.

2.3 X-ray absorption spectroscopy

The linear X-ray absorption coefficient $\mu(E)$ is defined through the attenuation law

$$I(E) = I_0(E)e^{-\mu(E)d}$$

Equation 20

where $I(E)$ is transmitted X-ray intensity, $d$ the sample thickness, $I_0(E)$ the X-ray intensity prior to entering the sample and $E$ the photon energy. The XAFS function $\chi(k)$ is defined as the variation of $\mu(k)$ about the smoothly varying, ‘atomic’ background $\mu(k)$, [96]

$$\chi(k) = \frac{\mu(k)-\mu(k)}{\mu(k)}$$

Equation 21

and is commonly described as a function of the magnitude the photoelectron wavevector $k$ (where $k = 2\pi\lambda$, with $\lambda$ the photoelectron wavelength, $k$ is usually given in Å$^{-1}$). The relation between the wavevector and the energy $E_e$ of the free photoelectron is given by [96]
where \( m_e \) is the mass of the electron at rest. It follows that the magnitude of the wavevector \( k \) can be calculated from \( E_e \) according to\(^{[96]}\)

\[
k = \frac{2\pi \sqrt{2m_e E_e}}{\hbar} = 0.51171\sqrt{E_e}.
\]

**Equation 23**

The XAFS is the sum of all photoelectron scattering paths \( \Gamma \), often expressed in Hartree atomic units with \( e = m = \hbar = 1 \).\(^{[47]}\)

\[
\chi(k) = \sum_{\Gamma} S_0^2 \left| f_{\text{eff}}^{\Gamma}(k) \right| \exp \left( -\frac{2R}{\lambda(k)} \right) \exp \left( -\frac{2\sigma_{\Gamma}^2}{k^2} \right) \sin\left[ 2kR + \phi_{\Gamma}(k) + 2\delta_{\Gamma}(k) \right]
\]

**Equation 24**

Amplitude losses through many-body interactions are included through the \( k \)-independent amplitude factor \( S_0^2 \) and a mean-free-path function \( \lambda(k) \).\(^{[96]}\) The scattering matrix \( f_{\text{eff}}^{\Gamma}(k) \) represents the effective curved-wave backscattering amplitude for each path \( \Gamma \), whereas \( \phi_{\Gamma}(k) \) is the effective phase shift of the scattering path and \( \delta_{\Gamma}(k) \) the final-state phase shift at the central atom.\(^{[96]}\) The Debye-Waller factor \( 2\sigma_{\Gamma}^2 \) accounts for the dephasing of the backscattered photoelectron wave through thermal and static disorder.\(^{[96]}\)

The origin of the photoelectron wavevector scale is a priori unknown.\(^{[96]}\) In theory, the kinetic energy \( E_e \) of the photoelectron is given by\(^{[96]}\)

\[
E_e = \frac{\hbar^2 k^2}{2m_e} = E_{\text{tot}} - E,
\]

**Equation 25**

where \( E_{\text{tot}} \) is the total energy of the photoelectron and \( E \) the energy of a free electron of zero wavevector in the sample, i.e., the effective mean potential seen by a free electron. \( E \) is experimentally not accessible.\(^{[96]}\) Only the energetic position of the absorption edge (\( E_{\text{edge}} \)) can be observed, which occurs at the lowest unoccupied non-forbidden
energy level and is offset from the true initial binding energy of the photoelectron by $E_0$, the so-called threshold energy:\[96]\n
$$E_e = h\omega - E_{\text{edge}} + E_0.$$  

Equation 26

NEXAFS analysis consists essentially of modelling of the spectral pre-edge background to generate a normalised absorption spectrum and identification of the absorption features in the data. Data need to be carefully examined for artificial irregularities, such as noise spikes, singularities (‘glitches’) in the monochromator transmission function or other unusual features.\[96]\n
In obvious cases, these can sometimes be removed by editing of the raw spectrum or through interpolation between neighbouring datapoints. Normalisation usually follows a three-step process,\[96]\n
including (i) fitting and subtraction of a smooth, polynomial pre-edge function extrapolated into the post-edge region, (ii) fitting and subtraction of the post-edge background, and (iii) edge-step normalization of the $\mu(E)$ spectrum to the post-edge background or the edge-step height.\[96]\n
A typical background subtraction obtained by this three-step procedure is given in Figure 18 for the K-edge spectrum of Ni metal.\[96]\n
![Figure 18](image.png)

Figure 18  Background subtraction for transmission spectrum of Ni metal.\[96]\n
2.4 Synchrotron Radiation

XAS experiments have advanced considerably since the 1970s due to the development of synchrotron radiation sources. Synchrotron radiation is produced when charged particles are accelerated through a magnetic field; in turn these magnets also steer and keep the particles in the correct position. Below is a figure of the main components of a synchrotron explaining how the radiation eventually reaches the beam line and experimental end station.

![Components of a Synchrotron radiation laboratory](image1)

**Figure 19** Components of a Synchrotron radiation laboratory. (1) Electron gun; (2) LINAC; (3) Booster ring; (4) Storage ring; (5) Beamline; (6) End station

The electrons are sourced at the electron gun and are boiled of a cathode running off 220,000 volts; the electrons are then transferred away from the cathode using a strong positive charge. The accelerator then uses microwave fields to accelerate the electrons up to $3 \times 10^8$ m s$^{-1}$. The linear [electron] accelerator (LINAC) then pulses the electrons out into a vacuum to the booster ring. Here the electrons gain a massive energy boost from roughly 200 MeV to 6 GeV. The ring is surrounded by electro magnets that direct the high energy electrons around the ring. When these electrons reach the necessary energies they are injected into the storage ring, where they are circulated producing synchrotron radiation. Joining the storage ring are several beam lines and experimental chambers that accommodate different types of synchrotron radiation. This describes only the basic structure of a synchrotron; however developments are continually improving synchrotrons allowing for even brighter beams. Wigglers and undulators have been developed these are inserted into the storage ring. They allow the electrons to be controlled creating a narrow brighter beam.
Figure 20  Wiggler device inserted into Storage ring.\textsuperscript{[205]}

Figure 21  Effects of wigglers and undulators on the X-ray beam.\textsuperscript{[205]}

2.5 Experimental NEXAFS Setup at BESSY

Altogether three weeks of experiments for this project were carried out at the BESSY synchrotron facility in Berlin. BESSY is the third synchrotron source of its kind in Germany providing a range of ultra-bright photons. In total 46 beam lines are in use taking advantage of undulator, dipole and wiggler sources.

The analysis was undertaken on beamline U41- PGM. The pictures below illustrate the experimental set up on the beam line and experimental chamber. The experimental
chamber has been specifically designed for analysis of solution systems under vacuum or an inert helium atmosphere. The end station setup incorporates a differential pumping stage that enables operation of an end station at high pressures, a refocusing mirror and the main chamber (Figure 22). Light from the ring is first refocused under ultra-high vacuum conditions and then passes through the differential stage to a high vacuum environment. Before the X-rays enter into the high pressure experimental chamber they pass through a thin Si$_3$N$_4$ membrane.

**Figure 22** Experimental chamber; note the amount of tin foil used to ensure that the photodiode does not detect any background light.

Additional pictures showing the experimental setup inside the high pressure chamber are given in Figure 23 and in Figure 24. An initial run of experiments was carried out using a simple open cell with stagnant solutions. Good quality data could readily be obtained over a wide range of concentrations (10$^{-3}$ mol L$^{-1}$ to saturation concentrations around 10 mol L$^{-1}$), but, as will be shown in a later section of this thesis, evidence for X-ray beam damage was observed and at high concentrations evaporation from the open solution surface led to the observation of crystallised solids, rather than of the desired solution.

XAS work in the 2$^{nd}$ year of the project therefore utilised a newly developed closed flow cell developed by our cooperation partners at BESSY.$^{[206]}$ The solution to be sampled flows, pumped by a peristaltic pump, through a closed cell (Figure 25), which enables the surrounding main chamber to be pumped to high vacuum. The X-rays impinge through a
Si₃N₄ membrane onto the sample. Florescence yield detection is carried out with a GaAsP 5×5 mm² photodiode. As the cell membrane easily bursts when too much internal is applied during pumping of the liquid it is possible to contaminate the beam line. To ensure that this does not occur a pressure sensor is connected to the differential pump if a pressure rise occurs a fast-closing valve is triggered and immediately isolates the end station from the beamline.

Figure 23  Inside the chamber; three x, y, and z stages control and align the X-rays, photo-diode, digital camera and sample holder.

Figure 24  This is the position at which the X-rays are aligned to the sample holder. Note the digital camera on the left; this was useful for recognising leaks or crystallisation.
The flow cell setup allows multiple samples to be analysed without the need to open the analysis chamber. As the sample is introduced by continuous pumping from an external reservoir it is possible to maintain temperature and flow rate of a homogeneous solution, while the volume of the reservoir is stirred and heated. During a sample change the system was purged for 30 min with deionised water. Then a control measurement of the spectrum was performed to ensure that the cell was clean. The low rate was typically set to 40 mL s\(^{-1}\) and allowed to flow for at least 20 min to let the system equilibrate. Three NEXAFS spectra, each taking about 20 min to acquire, were then measured.

### 2.6 Raman Spectroscopy

Raman spectroscopy is a scattering technique that probes molecular vibrations by light scattering. Raman spectroscopy uses laser photons to interrogate the sample. The photons then lose or gain energy with the sample interaction. This loss or gain is characteristic of a specific bond or functional group. Spectra produced are precise and are specific for that sample under analysis. Some advantages of the technique include:

- It can be used to analyse aqueous solutions, as it does not suffer from water absorption.
- Intensities of functional groups represented by bands are directly related to the concentration of that particular functional group.
- Little or no sample preparation.
The Raman analysis of imidazole solutions was carried out using a Horiba Jobin-Yvon LabRam 300 spectrometer. All solutions were sampled with a small pipette, removing 4 mL from the stock solution and applying a single drop to a glass microscope slide. The plate was placed on the microscope table and the laser beam carefully focused onto the surface of the sample.

2.7 StoBe DeMon Software

This software uses a hybrid density functional theory (DFT)\cite{158,207,208} with a double zeta, local spin density exchange and correlation function by Vosko and Wilk.\cite{209} The software itself has been described in detail in several papers.\cite{207,208,210-212} One study\cite{211} concentrates on the calculation of X-ray emission spectra (XES) of molecules and surface adsorbates by density functional theory. A modification of DFT is proposed and applied to the study of X-ray emission spectra. The theory addresses the issue of attaining a correct charge transfer between the surface and the adsorbate. The Stockholm-Berlin (StoBe) computational software uses ground state orbitals to analyse transition intensities and calculate transition potential. The valence orbital binding energies are evaluated and a X-ray emission spectra generated. Further work\cite{213-215} has demonstrated the capacity of DFT in computing near-edge X-ray absorption spectra. The study therefore aims to investigate the application of DFT based calculations to x-ray emission spectra. Overall
comparing the DFT approach alongside Hartree-Fock the spectra are similar and however when surface adsorbates are computed the DFT spectra demonstrate a significant improvement. A detailed study of pyridine\textsuperscript{[210]} at the C1s and N1s thresholds demonstrated the suitability of the DFT based StoBe approach. Experimentally high resolution near-edge X-ray fine structure (NEXAFS) was investigated. Alongside the DFT approach ab initio techniques were also calculated to interpret the experimental data. StoBe calculates XANES spectra by utilising Kohn-Sham orbitals. This is a transitional potential approach, where only half of a core electron is excited. StoBe employs a double basis set where a standard basis set is combined with a large basis set utilising additional functions. The unoccupied excited levels are generated from using the core hole density alongside the extended basis set. The transitions generated from the transition potential optimisation are then related to ground and excited states. This computational method has demonstrated sensible theoretical results for adsorbates and various molecules. To generate theoretical XANES spectra for imidazole StoBe requires an input file that contains a sensible geometry in either Cartesian or z-matrix format, also the necessary basis sets for the atoms need to be included.

2.8 Gaussian

Gaussian\textsuperscript{[216]} is able to predict properties of molecules, as well as possible pathways of chemical reactions. Here is a list of calculations that the Gaussian programme can carry out

- Molecular energies and structures
- Energies and structures of transition states
- Bond and reaction energies
- Molecular orbitals
- Atomic charges and electrostatic potentials
- Vibrational frequencies
- Thermochemical properties

The version Gaussian 03\textsuperscript{[216]} was used for the work described in this dissertation. It allows various solvation fields to be applied to molecules and modelled. Although
Gaussian was not used extensively in my thesis, I was able with advice from collaborators to calculate simple geometry optimisations of imidazole clusters. The following summarises what calculations can be carried out with the program.

2.8.1 Single point energy calculation
The total energy of the molecule is the sum of electronic energy, nuclear repulsion and kinetic energy. The accuracy of Gaussian energy calculations is ultimately determined by the initial input properties. Comprehensive and accurate energy predictions require a thermal or zero-point energy correction. Single point energy calculations are used to determine the following:

- Molecular orbitals of a given molecular system
- Geometry optimisation for further advanced calculations.
- Accurate energies of a geometry obtained using a lower level of theory

Single point energy calculations can accommodate either large or small basis sets at various levels of theory.

2.8.2 Geometry Optimisation
A potential energy surface of a molecular system is dependent on its structure; it relates the energy of the system to the parameters defining the geometric structure of the molecular system. The minimum of the potential energy surface can be found by using geometry optimization calculations. These calculations determine the energy at that specific point on the surface and the gradient of the surface; these results are then used to for further optimisation. The gradient is a measure of how rapidly the energy changes between two points on the potential energy surface.

2.8.3 Frequency calculations
This calculation is not directly relevant to the experimental techniques used in this dissertation, but it predicts useful reference data such as frequencies and intensities of vibrational bands, force constants, stationary points on the potential energy surface, zero-point vibration and thermal energy corrections, thermodynamic quantities such as enthalpy and entropy.

Frequency and zero-point energy (ZPE) values computed at the Hartree-Fock level contain known systematic errors due to the neglect of electron correlation, resulting in overestimates of about 10%-12%. Therefore, it is common to scale frequencies predicted
at the Hartree-Fock level by an empirical factor of 0.8929. The use of this factor has been demonstrated to produce very good agreement with experiment for a wide range of systems.\cite{217} Frequencies and ZPEs computed with methods other than Hartree-Fock are scaled similarly to eliminate known systematic errors in calculated frequencies. Table 7 lists the recommended scale factors for frequencies and for ZPE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Scale Factor</th>
<th>ZPE/Thermal</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF / 3-21G</td>
<td>0.9085</td>
<td>0.9409</td>
</tr>
<tr>
<td>HF / 6-32G (d)</td>
<td>0.8929</td>
<td>0.9135</td>
</tr>
<tr>
<td>MP2 (Full) / 6-31G (d)</td>
<td>0.9427</td>
<td>0.9646</td>
</tr>
<tr>
<td>MP2 (FC) / 6-31G (d)</td>
<td>0.9434</td>
<td>0.9676</td>
</tr>
<tr>
<td>SVWN / 6-31G (d)</td>
<td>0.9833</td>
<td>1.0079</td>
</tr>
<tr>
<td>BLYP / 6-31G (d)</td>
<td>0.9940</td>
<td>1.0119</td>
</tr>
<tr>
<td>B3LYP / 6-31G (d)</td>
<td>0.9613</td>
<td>0.9804</td>
</tr>
</tbody>
</table>

Table 7  Scale factors for frequencies and zero-point energies (ZPEs) in Gaussian.

2.8.4 Modelling systems in solution

Gaussian03 is able to model solution systems with varying degrees of accuracy. Methods include the following.

Self-Consistent Reaction Field (SCRF) methods are based on the Onsager reaction field model.\cite{218} The solute is placed in a spherical cavity of radius $a_o$ in the solvent field. Dipoles in the solution are induced by any dipoles present in the molecules, and a net stabilisation of fields results from the interaction between the electric dipole field of the solution and the molecular dipoles.

Tomasi’s Polarized Continuum Model (PCM)\cite{219} is a popular model that is commonly used. This models the solution and molecules as a series of interlocking spheres around the atoms. The molecular dipole influence on the solvent is given by numerical values.

There are two isodensity surface SCRF models.\cite{220,221} They define the solvent through numerical values. The first model, the isodensity PCM (IPCM), uses an SCRF that is iteratively refined until it converges on the isodensity of the surface of molecules in
solution. The Self-Consistent Isodensity Polarized Continuum Model (SCI-PCM) is an extension of this model that also takes electron density effects into account.

3.1 Introduction

There is considerable interest in understanding the interactions of imidazole in aqueous media due to its biological importance as the side chain of the amino acid histidine, which plays, for example, an important role in catalytic conversions in metalloproteins. Experimental evidence for very high self-association of imidazole in aqueous solutions at all concentrations above $10^{-4}$ mol L$^{-1}$ has been accumulated for more than 70 years (see section 1.7.2) and is therefore well documented. As summarised in section 1.7.2, all previous interpretations of experimental evidence have relied on structure models that include strong imidazole-imidazole interactions through hydrogen bonding. Additionally, the likely presence of $\pi$-$\pi$ interactions is usually invoked to generate structure models of planar molecule stacks.[199,200] These stack models contrast with the well-known chain-structure of solid imidazole[168,169] and the question arises whether similar chain formation could also take place in larger 3-dimensional aggregates of imidazole in concentrated solutions where the availability of solvent molecules for the solvation of smaller structures may become limited (the reader is reminded of the graph presented in Figure 5). Indeed, recent molecular dynamics simulations for high concentrations ($>0.5$ mol L$^{-1}$) of imidazole in aqueous solutions indicate that there is a concentration-dependent balance between $\pi$-$\pi$-assisted hydrogen-bonded stack structures and chains of hydrogen-bonded imidazole molecules[202] that are similar to those found in liquid[201] and solid[168,169] imidazole. Moreover, apart from the molecular dynamics study of Liem et al.[202] the expected concomitant influence of solvent molecules on the solute molecules has not been explicitly addressed in previous work, even though it would seem very likely that self-association is the result of significant synergy between imidazole-imidazole and imidazole-solvent interactions.

In a reversal of the approach taken in most previous studies, recent photoelectron spectroscopy investigations[145-147] of concentrated ($>1$ mol L$^{-1}$) aqueous imidazole solutions omitted imidazole-imidazole interactions and self-association effects from the analysis, while focusing on imidazole-water interactions in considerable detail. Valuable insight into the electronic structure of imidazole molecules in aqueous solution as a
function of pH was gained. The sensitivity of C 1s and N 1s core level spectroscopy to 
pH-induced protonation of imidazole was clearly demonstrated by detection of 
electronically equivalent N atoms in the imidazolium cation formed by protonation of 
imidazole under strongly acidic conditions.\textsuperscript{146,147} It was also attempted to explain the 
electronic structure of neutral imidazole species in solution through calculations of the 
electronic properties of microsolvated gas-phase clusters comprising a single imidazole 
molecule and up to five water molecules,\textsuperscript{145} providing insight into the effect of the 
nearest-neighbour water coordination shells on dissolved imidazole molecules. However, 
no quantitative agreement between predicted calculated electronic structure and 
experimental data was found. The study concluded that longer-range effects in the solvent 
probably need to be taken into account to obtain better agreement between theory and 
experiment. However, it would also be interesting to additionally include the influence of 
imidazole-imidazole interactions in the solution to the analysis of the core level spectra 
through the use of more complex structure models in the calculation of electronic 
properties. Such work will be reported in chapters 4 and 5 of this dissertation.

The N 1s core level excitation spectra of gas phase and solid imidazole have previously 
been determined experimentally and are therefore a useful reference for taking the first 
step towards understanding the electronic structure variations arising from imidazole-
imidazole interactions. Apart from the results of a StoBe\textsuperscript{158} calculation of the N 1s core 
level shift between the N1 and N3 moieties in the gas phase imidazole monomer\textsuperscript{147} they 
have previously not been addressed in more detail by a calculation of the N K-edge 
spectra. The aim of the investigations to be presented here is to establish whether 
available methods for electronic structure calculations, especially StoBe, correctly 
reproduce the known experimental spectra, and whether such computational analysis of 
experimental core level spectra can realistically provide quantitative insight into 
condensed matter systems. One important question arising in this context is to establish 
whether the electronic transitions in the experimental excitation spectra are dominated by 
ground state (‘initial state’) properties of the imidazole molecules or whether excited state 
properties (‘final state effects’) influence the spectra significantly. Comparison will 
therefore be made also to ground state properties generated through state-of-the-art 
calculations using the CASTEP\textsuperscript{222,223} code by a collaboration partner at the University of 
Leeds.
3.2 Gas phase and solid state N K-edge spectra of imidazole

The N K-edge core level excitation spectra of imidazole in the gas phase and in the solid state have previously been published by Apen et al.\textsuperscript{[170]} They measured the fluorescence-yield (FY) and electron-yield (EY) NEXAFS spectra of solid imidazole as well as the gas phase inner-shell electron energy loss spectrum (ISEELS) of gas phase imidazole. Their data are reproduced in Figure 27.

![Figure 27](image)

**Figure 27** Fluorescence-yield (FY) and electron-yield (EY) NEXAFS spectra of solid imidazole in comparison with the gas phase inner-shell electron energy loss spectrum (ISEELS) of gas phase imidazole. Modified version of a figure taken from the paper by Apen et al.\textsuperscript{[170]}
We will omit fluorescence-yield data from further discussion, as it seems likely that these data of a pure solid phase are strongly affected by self-absorption effects\cite{96,101,224-229} that non-linearly reduce the intensity of all features in the spectra, but particularly the strong near edge resonances seen at energies of approximately 400-402 eV.

It can be seen that the most prominent features in the electron-yield and ISEELS data are the two strong near edge resonance which arise from the excitation of N 1s electrons from the N1 and the N3 moiety of the imidazole ring to unoccupied anti-bonding π*-orbitals of aromatic ring system. The transition arising from the excitation of the N3 species always appear at a lower energy than that of the N1 atom, due to the transfer of electron density from H to N1 in the polarised N-H bond. As indicated in Figure 27, the energy shift between the two transitions is 1.4 eV in the case of the solid and 2.4 eV for the gas phase species. Also indicated are the ionisation potentials (IPs), which correspond to the N 1s binding energies relative to the energy of a free electron in vacuum. The differences between the N1 and N3 IPs of the solid and the gas are 1.35 eV and 1.3 eV, respectively. All these data are summarised in Table 8, which has been taken from the publication by Apen et al.\cite{170}

<table>
<thead>
<tr>
<th></th>
<th>XAS</th>
<th>assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FY</td>
<td>EY</td>
</tr>
<tr>
<td>1</td>
<td>400.6</td>
<td>400.4</td>
</tr>
<tr>
<td>2</td>
<td>401.7</td>
<td>401.8</td>
</tr>
<tr>
<td>3</td>
<td>401.7</td>
<td>401.8</td>
</tr>
<tr>
<td>IP (solid)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP (gas)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>405.0 (sh)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>408.0</td>
<td>406.8</td>
</tr>
<tr>
<td>6</td>
<td>413.3</td>
<td>411.5</td>
</tr>
<tr>
<td>7</td>
<td>415</td>
<td></td>
</tr>
</tbody>
</table>

* Estimated from IPs of like materials. † ISEELS energy scale calibration: -1.26(3) relative to N\textsubscript{2} 1s → π*.

Table 8  N 1s peak positions and assignments for the solid state and gas phase imidazole spectra shown in Figure 27. Adapted table taken from the paper by Apen et al.\cite{170}.

3.3 Methodology

Calculations of the N K-edge core level spectra of gaseous and solid imidazole were carried out using the StoBe\cite{158} and CASTEP\cite{222} density functional theory (DFT) codes.
The StoBe code has already been introduced in section 2.7. The calculations were carried out as previously described by Aziz\textsuperscript{[206]} as well as Nolting et al.\textsuperscript{[147]} For the monomer structure a geometry-optimised imidazole monomer from Gaussian 03\textsuperscript{[216]} was used, which was obtained using the B3LYP/6-31G* basis set. This calculation also provided ground state molecular orbital energies and populations for the molecule. For the StoBe calculation of the solid state absorption spectrum a cluster cut-out from the crystal structure of imidazole was used, which is illustrated in Figure 31. All results for imidazole presented in the latter study could be reproduced quantitatively, providing confidence in the reliability and comparability of the independent calculations reported here. It should be noted that no energy-dependent progressive broadening was applied to the calculated spectra. Such energy-dependent broadening is often applied to calculate absorption edge spectra, to model the lifetime broadening that is experimentally observed. However, for the present study it was deemed more important that all predicted spectral features were clearly identifiable in the plots of the calculated results, to aid interpretation of the experimental data.

CASTEP calculations were carried out by C.R. Seabourne at the University of Leeds. CASTEP is based on the linear-augmented plane-wave (LAPW) methodology and originally used pseudopotentials to represent atomic core level wavefunctions because the strength of the code was intended to be the generation of highly accurate and detailed electronic structure in valence region of a material. Recent additions to the code permit to also calculate the electronic structure in the region of atomic core level.\textsuperscript{[230-232]} Seabourne used the generalized gradient approximation (GGA)\textsuperscript{[233,234]} for the calculation, applying his methodology previously developed in the context of analysing Al K-edges.\textsuperscript{[235]} Details of the calculation will be described in a forthcoming joint publication.\textsuperscript{[236]}

3.4 Results and Discussion

3.4.1 Imidazole gas phase monomer

The results of the StoBe calculation for the gas phase monomer are shown in Figure 28. Clearly visible are the two distinct near-edge peaks that stem from the calculated N1 and N3 contributions. It can be seen that the N3 moiety has a main peak at 400.1 eV and a notable additional peak at 401.2 eV (see below for a discussion of its origin). There is a split of 2.1 eV to the N1 main peak contribution at 402.3 eV, again with a noticeable
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second peak contribution at 403.4 eV (see below). The corresponding core level binding energies calculated for both nitrogen atoms are 404.4 eV for N3 and 406.6 eV for N1. These results are summarised in Table 9 and compared to the experimental data of Apen et al (Figure 27, Table 8). \[170\]

![Figure 28](image_url)

Figure 28  N K-edge NEXAFS spectrum of a gas phase imidazole monomer, as calculated with the StoBe code. Shown are the two individual absorption spectra of the two nitrogen moieties N1 (NH) and N3 (N=) in the molecule, and the combined spectrum, which can be compared to the experimentally observed ISEELS spectrum in Figure 27.

It can be seen that there is good agreement between the magnitude of the core level shift observed by ISEELS and that of the calculated spectrum. The IPs for the gas phase molecule reported by Apen et al. deviate significantly from those predicted by StoBe, and especially the previously reported experimental value \[170\] for the energy difference between the two IPs is only approximately half the predicted value. However, given that Apen et al. state that their experimental IP values have only been estimated from “IPs of like materials” it would appear that this discrepancy should not be overemphasised. The almost quantitative agreement between the core level shift of 2.2 eV calculated by StoBe and the calculated splitting of 2.1 eV between the 1s → π* transitions of the two nitrogen atoms suggests that the difference between the calculated N 1s binding energies of the molecule explains the experimentally observed data, and that differential core hole
relaxation in the isolated molecule, as invoked by Apen et al for the explanation of the discrepancy between their experimental IP and $1s \rightarrow \pi^*$ shifts, may not be necessary to explain the discrepancy to their estimated IPs.

<table>
<thead>
<tr>
<th></th>
<th>Experimental / eV</th>
<th>Calculated (StoBe) / eV</th>
<th>Calculated (Gaussian) / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP(N1)</td>
<td>406.2</td>
<td>406.6</td>
<td>n/a</td>
</tr>
<tr>
<td>IP(N3)</td>
<td>404.9</td>
<td>404.4</td>
<td>n/a</td>
</tr>
<tr>
<td>ΔIP</td>
<td>1.3</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td>$E(N1 \ 1s \rightarrow 1\pi^*)$</td>
<td>402.3</td>
<td>402.3</td>
<td>392.5</td>
</tr>
<tr>
<td>$E(N3 \ 1s \rightarrow 1\pi^*)$</td>
<td>399.9</td>
<td>400.1</td>
<td>390.2</td>
</tr>
<tr>
<td>Δ$E(1\pi^*)$</td>
<td>2.4</td>
<td>2.1</td>
<td>2.3</td>
</tr>
<tr>
<td>$E(N1 \ 1s \rightarrow 2\pi^*)$</td>
<td>n/a</td>
<td>401.2</td>
<td>393.7</td>
</tr>
<tr>
<td>$E(N3 \ 1s \rightarrow 2\pi^*)$</td>
<td>401.3</td>
<td>403.4</td>
<td>391.4</td>
</tr>
<tr>
<td>$E(2\pi^<em>) - E(1\pi^</em>)$</td>
<td>1.4</td>
<td>1.1</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 9 Calculated and experimental IPs and $1s \rightarrow \pi^*$ transition energies for gas phase imidazole monomers.

Figure 29 Electron density maps for the lowest unoccupied molecular orbital (LUMO) of imidazole #19 (left), the second-lowest unoccupied molecular orbital #20 (middle), and the third-lowest unoccupied molecular orbital #21 (right). Orbital energies are noted below each orbital.

The main observed N 1s → $\pi^*$ transitions correspond to the excitation of the 1s core electron into the lowest unoccupied molecular orbital (LUMO) of imidazole and should therefore be labelled N 1s → $1\pi^*$. The ground state atomic and molecular orbital energies
of the imidazole molecule are summarised in Table 10. It can be seen that the N1-N3 1s core level shift in the ground state of imidazole is 2.3 eV, in good agreement with both the observed energy shift between the N 1s $\rightarrow$ 1$\pi^*$ transitions in the experimental data (2.4 eV) and with the results of the StoBe calculation (2.1 eV). It should be noted that the 1$\pi^*$ state is the LUMO, which is visualised in Figure 29 together with the Gaussian-derived second- (#20) and third-lowest (#21) unoccupied MOs of the imidazole monomer.

<table>
<thead>
<tr>
<th>Orbital #</th>
<th>Assignment</th>
<th>Energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N1 1s</td>
<td>-391.602</td>
</tr>
<tr>
<td>2</td>
<td>N3 1s</td>
<td>-389.337</td>
</tr>
<tr>
<td>3</td>
<td>C2 1s</td>
<td>-278.531</td>
</tr>
<tr>
<td>4</td>
<td>C4 1s</td>
<td>-277.833</td>
</tr>
<tr>
<td>5</td>
<td>C5 1s</td>
<td>-277.349</td>
</tr>
<tr>
<td>6</td>
<td>$\sigma$</td>
<td>-27.449</td>
</tr>
<tr>
<td>7</td>
<td>$\sigma$</td>
<td>-23.540</td>
</tr>
<tr>
<td>8</td>
<td>$\sigma$</td>
<td>-20.117</td>
</tr>
<tr>
<td>9</td>
<td>$\sigma$</td>
<td>-16.638</td>
</tr>
<tr>
<td>10</td>
<td>$\sigma$</td>
<td>-15.952</td>
</tr>
<tr>
<td>11</td>
<td>$\sigma$</td>
<td>-15.265</td>
</tr>
<tr>
<td>12</td>
<td>$\sigma$</td>
<td>-11.869</td>
</tr>
<tr>
<td>13</td>
<td>$\sigma$</td>
<td>-11.761</td>
</tr>
<tr>
<td>14</td>
<td>$\pi$</td>
<td>-11.549</td>
</tr>
<tr>
<td>15</td>
<td>$\sigma$</td>
<td>-11.059</td>
</tr>
<tr>
<td>16</td>
<td>$\pi$</td>
<td>-7.529</td>
</tr>
<tr>
<td>17</td>
<td>$\sigma$</td>
<td>-7.101</td>
</tr>
<tr>
<td>18</td>
<td>$\pi$</td>
<td>-6.129</td>
</tr>
<tr>
<td>19</td>
<td>1$\pi^*$ (LUMO)</td>
<td>0.921</td>
</tr>
<tr>
<td>20</td>
<td>1$\sigma^*$</td>
<td>1.998</td>
</tr>
<tr>
<td>21</td>
<td>2$\pi^*$</td>
<td>2.065</td>
</tr>
</tbody>
</table>

**Table 10** Ground state molecular orbitals and their energies for an isolated imidazole molecule, as calculated by Gaussian 03.

Electronic transitions from the N 1s core levels to the $\sigma^*$ orbital #20 should be weak and are therefore unlikely to be evident in experimental X-ray absorption spectra. However, the almost degenerate 2$\pi^*$ orbital #21 could provide a final state with a high oscillator strength and provides an explanation for the occurrence of the secondary additional peaks seen in the data calculated with StoBe. The predicted ground state shift of 1.2 eV relative
to the $1\pi^*$ state matches excellently with the StoBe result for the difference between these two peaks (1.1 eV, Table 9). Because of lifetime broadening these transitions will probably be less conspicuous in the experimental data than the StoBe calculation suggests, but Apen et al. did indeed notice a weak shoulder at around 401.3 eV between the main $1s \rightarrow 1\pi^*$ transitions in the ISEELS spectrum (Figure 27, Table 8) of gaseous imidazole, which they assigned to transitions to the $2\pi^*$ state. The energetic position of this feature was approximately 1.4 eV above the corresponding N3 $\rightarrow 1s 1\pi^*$ transition, which is in good agreement with the shift predicted by either StoBe or the Gaussian ground states (Table 9).

Overall, therefore, we can conclude from the analysis presented here that the relative energetic positions of all features observed in the experimental ISEELS spectrum are dominated by ground state electronic properties of the molecule. The deviations between predicted and experimentally observed energetic shifts are typically on the order of 0.2 eV to 0.3 eV, suggesting that the maximum magnitude of final state effects such as differential core hole relaxation are likely to be within this range as well.

**Figure 30** Comparison of experimental ISEELS$^{[170]}$ and predicted N K-edges for an imidazole monomer, with an energetic shift of 2.4 eV between the two N 1s core level binding energies applied, as taken from experiment/StoBe. The theoretical spectrum was calculated with energy-dependent lifetime broadening and has been energetically shifted relative to the experimental result to obtain best energy match.$^{[237]}$

This conclusion is also borne out by the more advanced CASTEP analysis of the imidazole electronic by Seabourne.$^{[237]}$ As can be seen in Figure 30, a calculated spectrum based on the CASTEP ground state MO analysis and applying a core level
binding energy shift of 2.4 eV leads to excellent agreement with the whole experimental spectrum of Apen et al.\textsuperscript{[170]}, suggesting that ground state properties are the main determinant for the appearance of the spectrum. The secondary peak visible at about 401 eV in the calculated spectrum is again due to an overestimated transition to the $2\pi^*$ MO.

### 3.4.2 Crystalline imidazole

The most noticeable difference between the experimental spectra of gas phase and solid imidazole was the strong reduction of the energy split between the 1s $\rightarrow$ $1\pi^*$ transitions of the N1 and the N3 moieties, which is 1.4 eV in the spectrum of the solid and 2.4 eV in the ISEELS spectrum of the gas phase (Figure 27, Table 8). The difference arises from the intermolecular N-H...N hydrogen bonding in the crystal structure, causing intermolecular redistribution of electron density from N3 to N1 sites through weakening of the N1-H bond, and a partial levelling of the electronic structure difference around the two N centres.

![Figure 31](image.png)

**Figure 31** Calculated N K-edge NEXAFS spectrum of solid imidazole, as predicted by the StoBe code for the central molecule in a cluster of 6 molecules cut out from the crystal structure of imidazole. Shown are the two individual absorption spectra of the two nitrogen moieties N1 (NH) and N3 (N≡) in the central molecule, as indicated in the cluster structure shown, and the combined spectrum, which can be compared to the experimentally observed electron-yield XAS spectrum in Figure 27.
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The spectrum predicted by StoBe for the six-molecule cluster from the imidazole crystal structure is shown in Figure 31. The cluster of six molecules is shown in the figure as well. The calculated spectrum of the central imidazole molecule has an N3 (N=) 1s → 1π* transition at an energy of 400.0 eV and a small shoulder due to the 1s → 2π* transition at 400.8 eV. The N1 (NH) 1s → 1π* transition is evident as a single peak at 401.3 eV, with no noticeable shoulder contributions. Compared to the imidazole gas phase monomer the calculated 1s → 2π* transitions are weak, suggesting that the π-π interactions between the hydrogen-bonded chains of imidazole molecules in the crystal modify the π* MOs of the molecules significantly.

The parameters describing the features in the experimental[170] and calculated spectra are summarised in Table 11. Remarkable is the overall agreement between calculated and experimental data. The experimentally observed energy split \( \Delta E(1\pi^*) \) of 1.4 eV between the two 1s → 1π* transitions is reproduced almost quantitatively. Comparing the StoBe results to those obtained for the gas phase monomer reveals further that most of the reduction in the energy split is due to a decrease of the IP of N1 (its N 1s core level binding energy) by 1.1 eV, from 406.6 eV to 405.5 eV. This indicates that the formation of intermolecular hydrogen bonds weakens the N1-H bond considerably, leading to the donation of electron density to the N1 centre and making it more electropositive. The IP of the N3 centre is much less affected, which may be evidence that the redistribution of electron density from the Brønsted acceptor to the N1 centre is in part compensated for also by a supply of electron density through the π-π interactions in the crystal structure.

More systematic studies will be needed to elucidate this point further.

<table>
<thead>
<tr>
<th></th>
<th>Experimental / eV</th>
<th>Calculated (StoBe) / eV</th>
<th>Gas phase (Stobe) / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP(N1)</td>
<td>401.5</td>
<td>405.5</td>
<td>406.6</td>
</tr>
<tr>
<td>IP(N3)</td>
<td>400.15</td>
<td>404.3</td>
<td>404.4</td>
</tr>
<tr>
<td>( \Delta IP )</td>
<td>1.35</td>
<td>1.2</td>
<td>2.2</td>
</tr>
<tr>
<td>( E(N1\ 1s \rightarrow 1\pi^*) )</td>
<td>401.8</td>
<td>401.3</td>
<td>402.3</td>
</tr>
<tr>
<td>( E(N3\ 1s \rightarrow 1\pi^*) )</td>
<td>400.4</td>
<td>400.0</td>
<td>400.1</td>
</tr>
<tr>
<td>( \Delta E(1\pi^*) )</td>
<td>1.4</td>
<td>1.3</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Table 11  Calculated and experimental[170] IPs and 1s → 1π* transition energies for solid imidazole. For comparison the calculated gas phase monomer values previously reported in Table 9 are also included.
However, recent core level spectroscopy work from our group has found an N 1s core level shift of 1.6 eV for the two nitrogen ring moieties in the neutral imidazole side chain of solid histidine.\cite{238} This shift is larger than the IP difference observed in the experimental and calculated NEXAFS of solid imidazole. In the crystal structure of histidine both N centres of the imidazole ring take part in hydrogen bonding, albeit with the N1 centre donating its hydrogen to a more electronegative carboxylate acceptor (O), resulting in a shorter NH…O overall bond length of 2.77 Å, while the N3 centre is accepting from a the protonated primary amine group of the zwitterion with an overall NH…N distance of 2.88 Å.\cite{239} It is interesting that the overall stronger hydrogen bonding of the imidazole ring in this system does not seem to lead to an equally strong, or indeed stronger, levelling of the electron density at its N1 and N3 centres, supporting a view that all interactions in the crystal structure need to be taken into account to arrive at firm conclusions about the origin of differences between the N1 and N3 IPs in imidazole rings.

Finally a more advanced CASTEP analysis of the imidazole electronic by Seabourne shall be shown for comparison.\cite{237} As can be seen in Figure 32, a calculated spectrum based on the CASTEP ground state MO analysis and applying a core level binding energy shift of 1.3 eV leads to excellent agreement with the experimental electron-yield NEXAFS spectrum of Apen et al.\cite{170}, suggesting that ground state properties are the main determinant for the appearance of the spectrum in a similar way as they were in the case of the gas phase monomers.

![Figure 32](image)

**Figure 32**  Comparison of experimental electron-yield XAS\cite{170} and predicted N K-edges for solid imidazole, with an energetic shift of 1.3 eV between the two N 1s core level binding energies applied. The theoretical spectrum was calculated by Seabourne\cite{237} with energy-dependent lifetime broadening and has been energetically shifted relative to the experimental result to obtain best energy match.
3.5 Conclusions

The N K-edge core level spectra of the gas phase monomer and of crystalline imidazole were found to be well reproduced by StoBe simulations of the experimental spectra as well as by ground state molecular orbital analysis based on Gaussian (gas phase monomer) and CASTEP (gas phase monomer and crystalline state). The main difference between the spectra of the gas phase monomer and crystalline imidazole is a reduction of the energy difference between the 1s → 1π* transitions at the two nitrogen centres of the aromatic ring in the crystal. The N1s core level binding energies (IPs) predicted by StoBe indicate that the main contributor to the reduction in the energy difference is the redistribution of electron density to the N1 site in the crystalline form. It appears that the redistribution of electron density in the solid state is complex, with the expected contributions from intermolecular hydrogen bonding but also contributions from π-π interactions between the hydrogen-bonded chains in the crystal. It was found to be unnecessary to invoke differential core hole relaxation in the gas phase monomers as an explanation for the observed difference. StoBe predicts weak 1s → 2π* transitions in the gas phase monomer, which appear to be in line with experimental observations and the energetic position of the ground state 2π* orbital in Gaussian calculations. StoBe also reproduces the absence of such 2π* features in the core level spectrum of solid imidazole.

The success of the computational studies reported in this chapter provides a firm basis for the analysis of the even more complex interactions expected for aqueous imidazole solutions.
4. N K-edge NEXAFS of concentrated aqueous imidazole solutions 
\((c > 1 \text{ mol L}^{-1})\)

4.1 Introduction

Imidazole has a very high solubility in water, with concentrations up to almost 10 mol L\(^{-1}\) achievable\(^{187}\) and strong self-association effects well documented (see section 1.7.2). The structural properties of solutions with such high concentrations of solutes are an interesting topic for study in its own right and may provide insight into the self-assembly processes that take place just prior to the phase separation of solutes from solvents during nucleation and crystallisation processes. Imidazole is at the same time a hydrogen bond donor and acceptor, and previous investigations of imidazole solutions have therefore discussed their structure in terms of imidazole-imidazole interactions by hydrogen bonding, with additional \(\pi-\pi\) interactions often invoked to generate stacked structures.\(^{199,200}\) As already pointed out in section 3.1, these stack models contrast with the well-known chain-structure of solid imidazole\(^{168,169}\) and while the structural motif of hydrogen bonding and \(\pi-\pi\) interactions is plausible, there is little structural evidence supporting it, with the best available data coming from an X-ray scattering study by Gontrani et al.\(^{200}\) Most importantly, water can be expected to compete with imidazole for interaction by hydrogen bonding and the question arises whether the existing models are a complete representation of the local interactions that take place during the formation of the structure of concentrated imidazole solutions. The molecular dynamics simulations of Liem et al.\(^{202}\) indicated that in solutions of neutral imidazole species there is a concentration-dependent balance between \(\pi-\pi\)-assisted hydrogen-bonded stack structures and \textit{chains} of hydrogen-bonded imidazole molecules similar to those in the crystalline imidazole solid.\(^{168,169}\) Recent photoelectron spectroscopy investigations\(^{145-147}\) of concentrated (> 1 mol L\(^{-1}\)) aqueous solutions of neutral imidazole species at pH ~ 10.5 focused on imidazole-water interactions in considerable detail. The electronic structure of neutral imidazole species was examined through computational simulation of the experimental data with microsolvated gas-phase clusters of imidazole molecules surrounded by up to five water molecules.\(^{145}\) Quantitative agreement between predicted calculated electronic structure and experimental data was not achieved and it was
concluded that longer-range effects may have to be included to obtain better agreement between theory and experiment.

As already pointed out in section 3.1, an alternative approach to the interpretation of the photoelectron spectroscopy data may be to include additionally the imidazole-imidazole interactions that are well documented in the literature. Knowing the N 1s core level binding energies from the XPS study of Nolting et al.[147] we can now apply NEXAFS to probe the electronic structure of imidazole in solution even more incisively.

In an extension of the previous work by photoelectron spectroscopy, this chapter therefore reports a NEXAFS study of concentrated imidazole solutions that contain neutral imidazole species. NEXAFS sensitively probes the local chemical environment around the X-ray absorbing atoms in the sample, so the aim of this study was to examine whether it is possible to gain additional evidence about the presence of imidazole-imidazole or imidazole-water interactions from these data by using the computational microsolvation cluster approach developed by Jagoda-Cwiklik et al.[145,146] Through a computational examination of the core level spectra of hydrogen bonded imidazole-water dimers it was also examined how the hydrogen bond length to each of the two nitrogen centres in the imidazole ring affects the electronic structure of the molecule.

To support the analysis of the NEXAFS data an additional analysis of the solutions was carried out by Raman spectroscopy, with the aim of possibly obtaining evidence for changes in local interactions in the solution through analysis of the vibrational bands of imidazole.

### 4.2 Methodology

The imidazole solutions were prepared without adding any additives or adjustments of pH as described in section 2.1. The pH of the resulting solutions was already reported and discussed in section 2.2.3. It was found to be in the range around 10.5 where the speciation is expected to be 100% neutral imidazole.

Raman analysis was carried out as described in section 2.6. Solutions were dosed with a small pipette applying a single droplet onto a glass microscope slide. The slide was placed on the microscope table and spectroscopically examined as prepared.

NEXAFS measurements were carried out at BESSY-II as described in section 2.5, using the flow cell shown in Figure 25. Calculations of N K-edge NEXAFS spectra were
carried out using the StoBe\textsuperscript{[158]} code, which has already been introduced in section 2.7. The calculations were carried out as previously described by Aziz\textsuperscript{[206]} as well as Nolting et al.,\textsuperscript{[147]} using geometry-optimised imidazole-water dimers obtained with Gaussian 03\textsuperscript{[216]} (B3LYP/6-31G* basis set) and the microsolvated clusters previously examined by Jagoda-Cwiklik et al.\textsuperscript{[145]}

No energy-dependent progressive broadening was applied to the StoBe-calculated spectra. Energy-dependent broadening can be applied to model the lifetime broadening observable in the experimental spectra, but it was deemed more important that all predicted spectral features were clearly identifiable in the plots of the calculated results, rather than achieving best fit with the overall spectral envelope of the experimental data.

4.3 Results

4.3.1 Raman spectroscopy of imidazole solutions
As summarised in section 1.7.2, the Raman vibrational spectrum of imidazole is well known since the 1960s.\textsuperscript{[179,240,241]} A reference spectrum with an assignment of the most prominent vibrational bands is presented in Figure 33 and summarised in Table 12.

![Raman spectrum of imidazole](image)

**Figure 33** Raman assignments\textsuperscript{[179,240,241]} for bands between 1000 cm\(^{-1}\) to 1800 cm\(^{-1}\). See also table below. In plane vibrations \(\omega = \text{ring stretching}\), \(\delta = \text{bending}\) \(\nu = \text{stretching}\), \(\Delta = \text{ring bending out of plane vibrations}\) \(T = \text{ring bending}\)
Table 12  Summary of Raman vibrational bands\textsuperscript{179,240,241} including small spectral features at 626 cm\textsuperscript{-1} and 3149 cm\textsuperscript{-1}

The results of the measurement are presented in Figure 34 and in Figure 35. The results obtained for the low concentrations of imidazole show that vibrational bands of imidazole are noticeable already at concentrations as low as 0.03 M. The intensities of all vibrational bands increase as the concentration of imidazole is increased.
Increasing the imidazole concentration further leads a gain in intensity for all vibrational bands, but their frequencies compare well with each other. Each band is equally well represented in all the solutions and there and no significant changes are observable. These results suggest either that the local structure around imidazole molecules does not change significantly as the concentration is varied, or the vibrational modes detected by Raman scattering are not sensitive to local bonding variations.

4.3.2 N K-edge NEXAFS

Shown in Figure 36 are the obtained aqueous imidazole N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra covering the concentration range from 0.50 mol L$^{-1}$ (~100 H$_2$O molecules per imidazole molecule, see Figure 5) to the saturation concentration of 8.20 M (~7 H$_2$O molecules per imidazole molecule, see Figure 5). It can be seen that just as for the Raman analysis, any variations between the spectra at all examined concentrations are minor, indicating that the local coordination of imidazole molecules in this concentration range does not vary fundamentally.

The Raman and NEXAFS observations may have two explanations. The progressive self-association at higher concentration may involve only secondary interactions between
individually hydrated imidazole molecules, which do not manifest themselves in the N K-edge spectra; or very large assemblies of self-associated clusters are formed already at the lower end of the concentration range investigated here, in a quasi-phase separation process, so that any imidazole molecules added to the solution only increase the volume fraction of this phase. Both scenarios are of course not mutually exclusive and may occur simultaneously.

Figure 36  N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra of aqueous imidazole solutions as a function of concentration from 0.5 mol L\(^{-1}\) to 8.2 mol L\(^{-1}\)

However, some more light can be shed on the possible structural nature of the solutions by examining the measured NEXAFS spectra in more detail. The NEXAFS spectra are dominated by two 1s → 1\(\pi^*\) transitions of the N1 and N3 moieties in the imidazole ring, which appear at photon energies of approximately 400.3 eV and 402.0 eV (Figure 36). As discussed for monomeric and crystalline imidazole in chapter 3, the energy shift between these two transitions can be interpreted in terms of the 1s core level binding energy (BE)
difference between the two N atoms in the imidazole heterocycle.\cite{170} In line with this, it has also been shown that full protonation of imidazole in aqueous solutions leads to the equalisation of the two N 1s binding energies in the entirely symmetric imidazolium cation.\cite{147} At the time, the equivalence of the N 1s binding energies was supported by a calculation of its value with the StoBe code.\cite{147} The corresponding NEXAFS spectrum has been calculated for the present work and is shown in Figure 37 below. Note from the data in the inset that the N 1s binding energy value (412.5 eV) reported by Nolting et al.\cite{147} is almost quantitatively reproduced. The N 1s core level binding energy is approximately 8 eV higher than for the non-protonated monomer examined in section 3.4.1. This is due to the unshielded positive charge on the isolated gas phase cation, which would be strongly reduced by electrostatic and/or bonding stabilisation in the presence of a polar and/or protic solvent, respectively.

The photon energy difference for the appearance of the two N 1s → 1π* transitions in Figure 36 is 1.7 eV. This value differs from the previously observed energy shift between the two peaks in both gas phase imidazole monomers and the solid state of imidazole. These reference values were already examined in detail in chapter 3, where it was shown that calculations of the N K-edge absorption spectra with StoBe\cite{109} reproduce them near-quantitatively. The solid state value for the energy difference is ~1.4 eV\cite{170}, which is lower than the value of 1.7 eV observed in the solution. The gas phase monomer value is ~2.4 eV\cite{170}, which is much higher than the solution value. That the solution value is closer to that of the strongly hydrogen-bonded solid state structure suggests that significant intermolecular interactions with surrounding water or imidazole molecules take place. Since the extent of proton transfer is insignificant in the pH range of the solutions (pH ~ 10.5, see Figure 6 and Figure 17) it is reasonable to suggest that the observed energy difference of 1.7 eV must be due to imidazole-water and imidazole-imidazole interactions, most likely through hydrogen bonding.

It is worthy to note at this point that the observed split of 1.7 eV between the N 1s → 1π* transitions at the N1 and N3 centres matches perfectly with the previously reported\cite{147} difference between the N 1s photoemission peaks of an 1 mol L$^{-1}$ imidazole solution (Figure 16). This observation would be entirely in line with the conclusion drawn in chapter 3, that chemical shifts observed in the N 1s NEXAFS spectra of imidazole are dominated by the chemical shifts in the associated core level binding energies, and that the influence of final state effects is secondary.
The effect of imidazole-imidazole interactions on the NEXAFS of the crystalline state has already been discussed in some detail in section 3.4.2. A combination of hydrogen-bonding and π-π interactions was found to lead to the strong reduction of the energy difference between the N 1s → 1π* transitions from the two nitrogen centres in the imidazole ring, with electronic modification of the N1 site being the dominant contributor to the observed changes. For the remainder of this chapter the effect of imidazole-water interactions shall therefore be explored more systematically, in a similar way to the approach taken in previous XPS work on aqueous imidazole.

4.3.3 Imidazole-water dimers: influence of the donor-acceptor bond length
StoBe simulations were carried out for imidazole water dimers including a water molecule either bound to the N1 or the N3 centres of the imidazole ring. First, geometry optimised equilibrium structures were obtained using Gaussian, and then the distance between water and imidazole varied to examine its effect on the core levels and the NEXAFS spectrum.

Figure 37  Calculated N K-edge absorption spectrum of the imidazolium cation.
The results calculated during variation of the HOH…N3 (N=) distance are displayed in Figure 38. It can be seen that the absorption spectrum is significantly affected only when the H…N3 distance becomes shorter than about 1 Å, which is much shorter than one would expect for a hydrogen bond. Examination of the N1 1s and N3 1s core level binding energies (Figure 39) reveals that this on first sight surprising result stems from the fact that for distances larger than 1 Å any modification of the electronic state of the N3 centre is equally exhibited by the N1 centre in the ring. It appears that any charge withdrawn from the N3 centre by hydrogen bonding to water is delocalised across the whole imidazole ring, resulting in a zero net effect on the energy difference between the
two N 1s → 1π* transitions. The small magnitude of the shifts in the absolute N3 1s binding energy is also entirely in line with the observation made in section 3.4.2 that the electronic state of the N3 centre in the solid state is quite insensitive to the effect of intermolecular imidazole-imidazole hydrogen bonding to the H-N1 centres of neighbouring imidazole molecules. The hydrogen…N3 distance in the imidazole crystal structure is 1.83 Å, which, according to Figure 39, is almost certainly out of the range in which significant modification of the electronic state of the N3 centre is expected to take place.

![Figure 39](image)

**Figure 39** Calculated N 1s core level binding energies of the N-atoms in imidazole-H₂O gas phase clusters under variation of the HOH…N3 (N=) distance.

When calculations are performed as a function of the variation of the H₂O…N1 (NH) distance, different behaviour is observed (Figure 40). It can be seen that the absorption spectrum is significantly affected already when the O…N1 distance becomes shorter than about 1.6 Å, which is within the range one would expect for a hydrogen bond. Examination of the N1 1s and N3 1s core level binding energies (Figure 41) reveals that the 1s binding energy of the N1 centre strongly reduces as the H₂O molecule is brought closer, while the N3 centre is quite insensitive to its presence, suggesting that the electron density variation is delocalised through the aromatic system of the imidazole ring, resulting in a significant net effect on the energy difference between the two N 1s → 1π* transitions. Again, the small magnitude of shifts seen in the absolute N3 1s binding energy is entirely in line with the previous observations.
Figure 40 Calculated N K-edge NEXAFS spectra of imidazole-H₂O gas phase clusters under variation of the H₂O…HN distance. Corresponding N 1s core level binding energies of the two N atoms are noted alongside each spectrum.

As can be seen from the molecular electron density map shown in Figure 42, any hydrogen donor approaching the N3 centre in the imidazole ring plane will experience interaction with the electron density of the imidazole molecule at a similar distance as an acceptor approaching the N1-H centre. It seems likely, however, that the emerging pattern of different donor-acceptor effects at the two N centres has its roots in the fact
that interaction with the N1-H centre takes place primarily by modification of the localised N-H σ-bond, while the interaction at the N3 centre takes place through the sp² electron density of the lone pair that is located at the N3 atom. Consequently intra-atomic charge redistribution can take place at N3, permitting the distribution of charge into the aromatic ring system. In contrast, redistribution of charge from the N-H σ-bond at N1, which is entirely decoupled from the aromatic system, would require significant changes in molecular geometry and does therefore not take place as readily.

**Figure 41** Calculated N 1s core level binding energies of the N-atoms in imidazole·H₂O gas phase clusters under variation of the H₂O…HN1 distance.

**Figure 42** Electron density distribution in imidazole molecule as calculated with Gaussian 03 for a geometry-optimised gas phase monomer.
4.3.4 Analysis using microsolvation clusters

Going beyond the simple dimer studies in the previous section, the microsolvated cluster structures reported by Jagoda-Cwiklik et al.\textsuperscript{145} shall now be examined. We start with the hydrogen-bonded HOH…N3 (‘N=’) dimer (‘Imi 1 wat v5’) that was already the basis for some of the investigations in the previous section. In line with the previous results it can be seen (Figure 43) that the effect on the calculated NEXAFS spectrum is negligible: the N1/N3 1s → 1π* peak energy difference, and the overall shape of the calculated spectrum, are essentially the same, with all spectral features being almost identical to that of the imidazole monomer reported in chapter 3 (Figure 28). The core level binding energies of the N3 (N=) and N1 (NH) centres remain very similar to the monomer binding energies with only a slight shift of 0.3 eV to 406.9 eV for N1 and 404.7 eV for N3.

![Figure 43](image)

**Figure 43**  Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·H$_2$O gas phase imidazole/water cluster ‘Imi 1 wat v5’ of Jagoda-Cwiklik et al.\textsuperscript{145} The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.

Addition of another water molecule leads to the cluster ‘Imi 2 wat v7’ which exhibits some subtle differences to the monomer (Figure 44). Although again the spectral features are similar there is a reduction of the N1/N3 1s → 1π* peak energy difference by 0.1 eV.
compared to the monomer. Interestingly it appears that the N1 contribution has shifted by 0.1 eV with the addition of the extra bound water in the vicinity of the N3 centre.

**Figure 44** Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·2H₂O gas phase imidazole/water cluster ‘Imi 2 wat v7’ of Jagoda-Cwiklik et al. [145] The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.

**Figure 45** Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·3H₂O gas phase imidazole/water cluster ‘Imi 3 wat v700’ of Jagoda-Cwiklik et al. [145] The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.
Adding a third water molecule to the cluster led Jagoda-Cwiklik et al. to two equilibrium structures, ‘Imi 3 wat v700’ (Figure 45) and ‘Imi 3 wat v900’ (Figure 46). These spectra show first significant changes compared to the monomer. The secondary peaks arising from the N1/N3 1s → 2π* transitions are barely visible in these spectra now, indicating that aromatic π system of the imidazole molecule is significantly modified by the presence of three water molecules. The calculated N1/N3 1s → 1π* peak energy differences are reduced significantly from the monomer value of 2.1 eV, to 1.8 eV and 1.6 eV, respectively. These values, along with the corresponding N 1s core level binding energy differences of 1.8 eV and 1.7 eV, are actually in excellent agreement with our NEXAFS data and with the N 1s binding energies previously reported. However, this seemingly excellent result should not be overinterpreted. First, the electronic structure of these clusters did not satisfactorily model the vertical ionisation potentials observed in the previous photoemission study. Second, it seems unlikely that imidazole in aqueous solution will be solvated by only three water molecules; and third, as we will see over the following pages, adding more water molecules to the microsolvation clusters continues the trend towards a levelling of the binding energy difference between the N1 and the N3 centres. All this indicates that the found agreement with the energetic positions of the observed core level features is serendipitous.
As can be seen in the progression of figures on the following pages (Figure 47 to Figure 51), adding additional water molecules to yield solvate shells with 4 and 5 solvent molecules has the effect of further reducing the N1/N3 1s → 1π* peak energy difference, with the 5 water hydration shell producing a peak split of 1.3 eV. The combined spectra are summarised once more in Figure 52, while Table 13 summarises the calculated core level binding energies and 1s → 1π* transition energies obtained from the StoBe cluster calculations.

**Figure 47**  Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·4H₂O gas phase imidazole/water cluster ‘Imi 4 wat v1’ of Jagoda-Cwiklik et al.¹⁴⁵ The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.
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**Figure 48** Calculated \( N \) K-edge NEXAFS spectrum of the geometry-optimised imidazole\(\cdot4\)H\(_2\)O gas phase imidazole/water cluster ‘Imi 4 wat v1000’ of Jagoda-Cwiklik et al.\(^{[145]}\). The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two \( N \) atoms.

**Figure 49** Calculated \( N \) K-edge NEXAFS spectrum of the geometry-optimised imidazole\(\cdot4\)H\(_2\)O gas phase imidazole/water cluster ‘Imi 4 wat v7800’ of Jagoda-Cwiklik et al.\(^{[145]}\). The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two \( N \) atoms.
Figure 50 Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·4H₂O gas phase imidazole/water cluster ‘Imi 4 wat v8735’ of Jagoda-Cwiklik et al. The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.

Figure 51 Calculated N K-edge NEXAFS spectrum of the geometry-optimised imidazole·5H₂O gas phase imidazole/water cluster ‘Swat’ of Jagoda-Cwiklik et al. The inset shows the cluster along the three Cartesian axes and reports the 1s core level binding energies of the two N atoms.
Table 13 Calculated N1s core level binding energies and energy difference between the N1 ('NH') and N3 ('N=') 1s → 1π* NEXAFS bands for the imidazole N atoms in the geometry-optimised gas phase imidazole/water clusters of Jagoda-Cwiklik et al.\cite{145}.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Name</th>
<th>N 1s BE</th>
<th>Δ N 1s BE</th>
<th>NEXAFS E(N1) – E(N3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>imidazole·H₂O</td>
<td>Imi 1 wat v5</td>
<td>406.9</td>
<td>404.7</td>
<td>2.2</td>
</tr>
<tr>
<td>imidazole·2H₂O</td>
<td>Imi 2 wat v7</td>
<td>406.7</td>
<td>404.5</td>
<td>2.2</td>
</tr>
<tr>
<td>imidazole·3H₂O</td>
<td>Imi 3 wat v700</td>
<td>406.5</td>
<td>404.7</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>Imi 3 wat v900</td>
<td>406.0</td>
<td>404.3</td>
<td>1.7</td>
</tr>
<tr>
<td>imidazole·4H₂O</td>
<td>Imi 4 wat v1</td>
<td>406.1</td>
<td>404.6</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Imi 4 wat v1000</td>
<td>406.1</td>
<td>404.6</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Imi 4 wat v7800</td>
<td>406.0</td>
<td>404.4</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Imi 4 wat v7835</td>
<td>406.2</td>
<td>404.8</td>
<td>1.4</td>
</tr>
<tr>
<td>imidazole·5H₂O</td>
<td>Imi 5 wat v</td>
<td>406.0</td>
<td>404.6</td>
<td>1.4</td>
</tr>
</tbody>
</table>

It is evident from these data that inclusion of larger hydration shells leads to a stronger than experimentally observed effect on the levelling of the N 1s core level energy difference between the two nitrogen centres. It may be speculated that one contribution to this result may be the asymmetric and incomplete coordination of the imidazole molecules in models invoking so few water molecules. It may be that in real solutions electron density variations induced by hydrate coordination from one side of the molecule are counterbalanced by coordination from the other, leading to an overall weaker net effect on the electronic structure of the central imidazole molecule. This idea shall be explored next. Furthermore, as has been pointed out a few times already, it is known that self-association of imidazole in solutions takes place, making it likely that either secondary interactions between hydrated clusters have to be additionally taken into account, or that direct imidazole-imidazole interactions exist, perhaps in hydrogen-bonded chain and stack structures as those recently found in molecular dynamics simulations by Liem et al.\cite{202}
Figure 52  Summary stacked plot showing all calculated N K-edge NEXAFS spectrum of the geometry-optimised gas phase imidazole/water clusters of Jagoda-Cwiklik et al.\textsuperscript{[145]}

In any case, the poor agreement between experimental data and spectral predictions based on microsolvated cluster results confirms the conclusion drawn by Jagoda-Cwiklik et al.\textsuperscript{[145]} that more realistic models of hydration may be necessary to recover experimental behaviour in models. More complex models are needed especially to account for long-range polarisation effects in the solvent. Ultimately, models bringing together imidazole-water as well as imidazole-imidazole interactions in a synergistic way should be explored, and an attempt at such an analysis will be carried out in chapter 5. Currently the only known study that has attempted to explicitly include both water and imidazole atomic positions in a molecular model has been the study of Gontrani et al.\textsuperscript{[200]} before moving on to the next chapter I wish to explore more complex models for the solvation of imidazole by water and attempt to come to conclusions about how a hydration structure model may correctly recover the electronic properties at the nitrogen absorbers.
4.3.5 From partial to full hydration: larger clusters

Additional cluster structures involving single imidazole molecules surrounded by a microhydration shell were obtained by molecular dynamics simulations by M. Shaik in the group of P.L.A. Popelier. Some microhydrated clusters similar to those of Jagoda-Cwiklik et al.\cite{Jagoda-Cwiklik2014} were examined. An example, a cluster containing imidazole coordinated by five water molecules, is shown in Figure 53. It is comparable in complexity to the cluster presented in Figure 51, but it generates a StoBe spectrum with a N 1s → 1π* energy split of 1.4 eV, which is still too low but in better agreement with experimental value of 1.7 eV.

![Diagram of N K-edge NEXAFS spectrum of imidazole·5H2O gas phase imidazole/water cluster](image)

Figure 53  Calculated N K-edge NEXAFS spectrum of an imidazole·5H2O gas phase imidazole/water cluster obtained from an MD simulation.

The remaining difference may have its origin in inaccuracies of the modelling of the valence electronic structure that provides the π* final state. It was concluded earlier that final state effects may contribute a few tenths of an eV to energetic variations in the NEXAFS resonances. In line with this argument, despite an imperfect match of the calculated NEXAFS, the initial state N 1s core level binding energies of the two nitrogen atoms are actually 1.6 eV apart, which is in good agreement with the experimental value of 1.7 eV observed by Nolting et al.\cite{Nolting2014} The magnitude in the disagreement to the
between experimental and calculated NEXAFS therefore appears to stem from an incorrect final state contribution.

Generally, it was found that energy-minimised microsolvated clusters did not produce sufficiently good agreement with experiment. It was therefore attempted to isolate a large cluster with complex three-dimensional solvation of an isolated imidazole molecule from a molecular dynamics simulation. A maximum cluster size was imposed by the software limit in the compiled Microsoft Windows version of StoBe that was used.

![Diagram](image)

**Figure 54** Calculated N K-edge NEXAFS spectrum of an imidazole·15H₂O gas phase imidazole/water cluster obtained from an MD simulation.

Finally, a cluster containing one imidazole molecule and 15 water molecules was isolated from a molecular dynamics result of Shaik. This structure and the calculated N K-edge absorption spectrum are shown in Figure 54. It can be seen that the predicted N 1s core level binding energy shift between N1 and N3 is 1.7 eV \((E_{N1} = 405.7 \text{ eV}, E_{N3} = 404.0 \text{ eV})\), in perfect agreement with the experimental value reported by Nolting et al.\(^{[147]}\). The observed split between the two N 1s → 1π* transitions is 1.6 eV, which is also in almost perfect agreement with the value we have observed in our spectra. It appears that sufficiently large solvation clusters with one imidazole molecule at the centre are able to reproduce the experimental data very well.
4.4 Discussion

Based on the final result, it seems worthwhile to now return to the original research questions asked in section 4.3.2, before embarking on the data analysis, namely: are we dealing with a scenario in which progressive self-association at higher concentration may involve only secondary interactions between individually hydrated imidazole molecules, which do not manifest themselves in the N K-edge spectra, thereby explaining the invariability of the NEXAFS and Raman spectra throughout the whole concentration range?

The result that a large solvated cluster with an imidazole monomer at its centre reproduces the experimental X-ray absorption spectrum seems to lend support to the view that self-association at high concentrations does indeed take place between solvated imidazole monomers, rather than through direct hydrogen or π-π bonding between imidazole molecules. Interaction between such clusters through secondary forces may take place mediated by the network of loosely held water molecules and thereby lead to the formation of self-associated structures without further modification of the electronic structure of imidazole in the centre of the clusters.

It would be interesting to explore the properties of such clusters further to form a few hypotheses for testing. For example, it is noteworthy that our model appears to be consistent with the conclusions of Gontrani et al.\textsuperscript{[200]} who found from radial distribution functions obtained by energy-dispersive X-ray diffraction that imidazole self-association is mediated by hydrogen-bonded water molecules interleaving the imidazole molecules. It should be checked whether our model is compatible with the radial distribution functions obtained in this study.

It should be mentioned that an attempt was made to also measure rheological differences between concentrated aqueous imidazole solutions as a function of their concentration, but no measurable changes in viscosity were detectable, even close to saturation concentration. This suggests that the hydration shells around the imidazole do not lead to significant immobilisation of water molecules, again in agreement with the conclusions of Gontrani et al.\textsuperscript{[200]}

The second question asked in section 4.3.2 was: do we have very large assemblies of self-associated clusters that are formed already at the lower end of the concentration range
investigated here, in a quasi-phase separation process, so that any imidazole molecules added to the solution only increase the volume fraction of this phase?

The failure to detect any rheological differences and the interpretation of the spectroscopic results in terms of the formation of loosely held hydration shells around the solute molecules would suggest that strong phase separation does not take place, and that friction between the formed solvate clusters is negligible. The mobility of the solvated imidazole associates seems to be high enough to prevent an increase in viscosity, indicating that the secondary interactions holding the self-associated solution together are indeed quite weak.

However, two further observations were made in the analysis of the NEXAFS data that deserve a little more attention and should probably be pursued further in future work.

First, for several concentrations of imidazole we carried out measurements also after stopping the flow through the spectroscopic cell, on a stagnant solution. These results will be presented in chapter 6. At lower concentrations (< 0.5 mol L\(^{-1}\)) it was found that the experimental NEXAFS obtained under flow, which resembled the data at higher concentrations, gave way to a broad unresolved N 1s → 1π* spectrum with no discernible individual peaks, perhaps suggesting that some sort of assembly or ordering process took place in the absence of flow. This result should not be over-interpreted, as it may be induced by radiation damage or the formation of deposits on the Al\(_3\)N\(_4\) windows of the flow cell under stagnant conditions, but it may be worth pursuing further whether it is reproducible.

Second, closer inspection of the spectra in Figure 36 reveals the appearance of a weak peak in the energy region around 399 eV in the spectra of the most concentrated solutions. The origin of this spectral feature is currently not clear, but its position would suggest it stems from a nitrogen species with a low N 1s binding energy, possibly structures with more direct imidazole-imidazole interactions. It is interesting to note in this context that its appearance at about 4 mol L\(^{-1}\) concentration coincides with the point where less than 15 water molecules are available per imidazole molecule in the solution. The increasing scarcity of hydrating water may facilitate additional interactions not currently captured by our structure model.
4.5 Conclusions

The invariability of the NEXAFS and Raman scattering results across the whole range of concentrations from 0.5 mol L$^{-1}$ to saturation indicates that the local environment around imidazole molecules does not change considerably as the imidazole concentration in water is increased. The 1.7 eV energy spacing between the N 1s $\rightarrow$ 1$\pi^*$ transitions observed in the NEXAFS spectrum is identical to the previously reported N 1s binding energy shift between the nitrogen atoms in uncharged imidazole molecules in aqueous solution. This indicates that core level chemical shifts are the main factor determining the energetic positions of the NEXAFS features.

The results obtained by analysis with small microsolvated clusters found that coordination of imidazole with small and incomplete hydration shells does not reliably reproduce the observed lowering of the N 1s BE difference relative to gas phase imidazole monomers, in agreement with a previous study. In fact, solvation shells with 4 and 5 water molecules overestimate the experimentally observed effect on the energy shift between the two N 1s $\rightarrow$ 1$\pi^*$ transitions. The evaluation of hydrogen bonding between 1:1 imidazole-water clusters indicates that electron density variations induced by hydrogen bonding to the N3 centre of the heterocycle are delocalised across the ring and also affect the electronic structure of the N1 moiety. The reverse is not taking place due to localisation of interactions at the N1-H $\sigma$ bond.

The calculated NEXAFS spectrum of a larger cluster of water molecules surrounding an imidazole molecule at the centre is in excellent agreement with the experimental spectrum. As discussed, this model is compatible (i) with the observed invariability of the NEXAFS data as a function of concentration, (ii) with local structure in the molecular model concentrated aqueous imidazole solutions proposed by Gontrani et al, and (iii) with the absence of any rheological changes in imidazole solution even at the highest concentrations. Self-association may take place through interactions mediated by the hydrate shell surrounding the dissolved imidazole molecules.
5. Theoretical analysis of N K-edge NEXAFS of imidazole-imidazole aggregates and their interaction with water

5.1 Introduction

The previous chapter extensively explored solvated monomeric imidazole clusters as a model for understanding the experimentally observed NEXAFS of concentrated imidazole solutions. Other alternative interaction models have also been considered and will be summarised in this section.

First, molecular dynamics simulations of concentrated solutions and liquid imidazole\cite{201,202} have indicated that imidazole-imidazole chain formation may take place in the imidazole liquid and in its solutions, so we explored the effect of imidazole chain formation on the N K-edge absorption spectrum.

Second, stacked imidazole structures, as a supposed structure model for solutions with low concentrations in many previous studies (see section 1.7) were examined.

Third, and finally, more complex structures involving both direct imidazole-imidazole and imidazole-water interactions was inspired by molecular dynamics simulations results for liquid imidazole and concentrated aqueous imidazole solutions.\cite{201,202} The results suggested that structure formation in concentrated solutions proceeds synergistically, bringing together imidazole-imidazole and imidazole-water interactions. The output from such simulations provided complex model structures the NEXAFS spectra of which were additionally evaluated with StoBe.

5.2 Methodology

Gaussian 03\cite{216} and StoBe\cite{158} calculations were performed as described in the methodology sections of previous chapters.

5.3 Results and Discussion

5.3.1 Imidazole–imidazole interactions: chains

To examine the influence of imidazole-imidazole hydrogen bonding on the NEXAFS in the absence of the π-π bonding present between layers in the crystal structure a series of hydrogen-bonded imidazole chains was generated from the crystal structure of imidazole
and fed into the StoBe code. The resulting StoBe-calculated spectra are shown in Figure 55. From bottom to top, we observe first the by now familiar spectrum of the imidazole monomer, with its 2.1 eV split between the N 1s → 1π* transitions from the two nitrogen centres in the heterocycle.

Figure 55 Calculated N K-edge absorption spectra for the monomer and hydrogen bonded chains of imidazole molecules taken out of the crystal structure of imidazole. The spectra were always calculated for the two nitrogen atoms closest to the centre of the molecule.

Dimer formation immediately reduces the split between the N 1s → 1π* transitions to 1.4 eV, mainly by reducing the N 1s binding energy at the N1 (NH) centre participating in the hydrogen bond. As observed previously, the electronic state of the N3 site is much less affected due to its ability to delocalise charge across the whole molecule (see section 4.3.3). In the trimer, the observed N 1s → 1π* transition split has a very similar value of
1.5 eV, presumably because the two N sites in the central molecule actually experience the same interactions as the two N atoms interacting in the dimer, with little electronic delocalisation across the NH bond to the additional neighbouring molecule. Extending to the hexamer appears to permit better delocalisation of charge and we find a value of 1.2 eV for the energy shift between the N 1s → 1\pi^* transitions.

These results suggest that the observed difference of 1.4 eV between the N 1s → 1\pi^* transitions of the N1 and N3 moieties in crystalline imidazole actually stems predominantly from the hydrogen bonding interactions, rather than from additional interactions between the imidazole chains in the crystal, which appear to influence the energy shifts between the N 1s → 1\pi^* only to within a few tenths of an eV.

Figure 56  Calculated N K-edge absorption spectra for the monomer and hydrogen bonded chains of imidazole molecules taken out of the crystal structure of imidazole. The spectra were always calculated for the two nitrogen atoms closest to the centre of the molecule.
To check whether this conclusion was robust against variation in chain conformations and hydrogen bond lengths, a series of geometry-optimised gas phase structures of imidazole chains was also investigated. The structures were provided by M. Shaik from P.L.A. Popelier’s research group. Molecular dynamics computational methods\cite{201} had been applied to obtain a set of structures that could be evaluated with StoBe. Results are presented in Figure 56. The main difference to the crystal derived chains of molecules is the formation of a bent arrangement, which minimises the total energy of the system slightly. Despite the modified geometry the spectra calculated for the dimer, trimer and tetramer gas phase molecules are almost identical to those for the crystal-derived linear chains.

5.3.2 Imidazole–imidazole interactions: trimeric stacks

Evidence for trimeric stacks of imidazole molecules has previously been reported form NMR studies of solutions in chloroform.\cite{199} To examine the effect of $\pi-\pi$ stacking on the electronic structure of imidazole a geometry-optimised stack structure was generated using Gaussian 03 at the BHANDH/6-311G** level of theory, in collaboration with B. Sattelle. The stack is visualised in Figure 57 alongside the output of the StoBe calculation of its N K-edge spectrum. It can be seen that stacking leads to complex changes in the spectra, as follows. The core level binding energies are both within 0.5 eV of the monomer values. However, stacking significantly affects the N 1s $\rightarrow$ 1$\pi^*$ peak split arising from excitation from N3 (N=) and N1 (NH), from 2.1 eV for the monomer to 1.2 eV for the stacked model. The NEXAFS spectrum also shows several shoulders and peaks for both the N3 (N=) and N1 (NH) contributions. The N3 (N=) contribution has a main peak at 400.3 eV and a small shoulder contribution at 401.0 eV, as well as a very small peak at 402.4 eV. The N1 (NH) main resonance is at 401.5 eV, with a significant shoulder not previously seen in any calculation at 400.9 eV and a small peak at 402.7 eV.

Comparing to the monomer nitrogen peaks, as observed previously, the N3 (N=) contribution in the stack remains at approximately constant energy, whereas the NH contribution has shifted from 401.5 eV to 402.3 eV, by 0.8 eV. Clearly, the interactions involved in forming these stacks perturb the electronic structure of the central molecule significantly, presumably through the $\pi-\pi$ interactions of the aromatic systems. The resulting absorption spectrum does not match well with experimental data in the concentration range above 0.5 mol L$^{-1}$, suggesting that such purely imidazole-imidazole bound structures are unlikely to be present in the system.
5.3.3 Combined imidazole-imidazole and imidazole-water interactions: microhydrated trimeric stacks

It seems clear that to be realistic models of self-association any trimeric stack model also needs to include the influence of solvent molecules. A more complex geometry-optimised structure model was therefore set up in Gaussian 03 as described in the previous section, involving additionally three water molecules coordinating the central imidazole molecule. The resulting structure and its predicted absorption spectrum are shown in Figure 58. It can be seen that the geometry-optimised cluster exhibits hydrogen bonding interactions of one of the water molecules linking two of the imidazole species. The observed interactions are similar to those predicted by Peral and Gallego\cite{199} for dilute aqueous imidazole solutions. The energy difference between the N 1s $\rightarrow$ 1$\pi^*$ resonances in the spectra is 1.5 eV, significantly better in agreement with experiment than the value found for the non-hydrated trimer stack (Figure 57).

![Figure 57](image_url)

Figure 57  Calculated N K-edge absorption spectrum for the central molecule in a Gaussian 03 optimised stack of 3 imidazole molecules.
Figure 58  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated Gaussian 03 optimised stack of 3 imidazole molecules.

As shown in Figure 59 an attempt was also made at examining the influence of the imidazole-water distances in this hydrated stack. In line with the results found for the water-imidazole dimer bond length variations in section 4.3.3, it was found that shortening of the imidazole-water distances further decreased the energy split between the N 1s → 1π* absorption bands.
5.3.4 Optimised molecular dynamics imidazole trimer and 8 waters

The most complex model involving both imidazole-imidazole and imidazole-water interactions was taken as a 3imidazole-8H₂O cluster from the outputs of molecular dynamics runs on the self-assembly process in concentrated aqueous imidazole solutions.[202] The optimisation process involved 300 MD steps starting from an initially geometry-optimised imidazole trimer. The process of optimisation was followed by StoBe-calculated N K-edge absorption spectra of the central imidazole molecule by

![Diagram showing calculated N K-edge spectra for water-coordinated trimer stacks under variation of the imidazole-water distances in the Gaussian 03-derived imidazole stack.](image)

Figure 59: Calculated N K-edge spectra for water-coordinated trimer stacks under variation of the imidazole-water distances in the Gaussian 03-derived imidazole stack.
evaluating the initial trimer structure and then the structures present after 4 additional intervals, 75, 150, 225 and 300 steps. The results are shown in Figure 60 to Figure 64.

Figure 60  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated cluster of 3 imidazole molecules and 8 water molecules. Shown are the structure and the associated spectrum before optimisation by molecular dynamics.

Figure 61  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated cluster of 3 imidazole molecules and 8 water molecules. Shown are the structure and the associated spectrum after 75 molecular dynamics optimisation steps.
Figure 62  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated cluster of 3 imidazole molecules and 8 water molecules. Shown are the structure and the associated spectrum after 150 molecular dynamics optimisation steps.

Figure 63  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated cluster of 3 imidazole molecules and 8 water molecules. Shown are the structure and the associated spectrum after 225 molecular dynamics optimisation steps.
Chapter 5 – Computational analysis of imidazole-imidazole aggregates and their interaction with water

Figure 64  Calculated N K-edge absorption spectrum for the central molecule in a microhydrated cluster of 3 imidazole molecules and 8 water molecules. Shown are the structure and the associated spectrum after 300 molecular dynamics optimisation steps.

Figure 65  Summary plot of all calculated spectra during MD optimisation of the imidazole trimer·8H₂O structure
Figure 65 summarises the spectra that were obtained throughout the simulation. It can be seen that the hydrated trimer exhibits $N \ 1s \rightarrow 1\pi^*$ energy splittings of approximately 1.35 to 1.50 eV. These values are substantially lower than the observed experimental value of 1.7 eV (Figure 36), indicating that the model is either not representative of the structure examined by experiment, or the complexity, especially the number of water molecules included in the StoBe calculation of the absorption spectrum, is insufficient to model the experimental results. In any case, however, the data show that the absorption spectrum is sensitive to the conformational changes involved in the molecular dynamics optimisation process.

5.4 Conclusions

Various additional models with increasing complexity for imidazole-imidazole and imidazole-water interactions have been examined. It is seen that imidazole that the energetic difference between the $N \ 1s \rightarrow 1\pi^*$ transitions in crystalline imidazole actually stem predominantly from the hydrogen bonding interactions, rather than from additional interactions between the imidazole chains in the crystal, such as $\pi-\pi$ interactions. The influence of these secondary interactions is estimated to contribute at most a few tenths of an eV to the energetic position. Trimeric $\pi-\pi$-bonded stacks of imidazole do not lead to spectra in agreement with experimental data, though the addition of a small hydrate shell improves the result significantly. The N K-edge spectra of trimeric imidazole chains surrounded by 8 water molecules were calculated at various steps during a molecular dynamics optimisation of the structure. It was found that the absorptions spectra of the central imidazole in these structures are quite sensitive to conformational detail in the evaluated cluster, yielding reasonable but not quite satisfactory agreement with experimental data. It is concluded that more complex structure models, including more water molecules, need to be evaluated before firm conclusions about the applicability of the complex system modelling can be drawn.
6. Aqueous imidazole solutions at low concentrations (< 1M): Comparative N K-edge NEXAFS measurements in water and in chloroform

6.1 Introduction

The investigations of concentrated (> 0.5 mol L⁻¹) aqueous imidazole solutions in chapter 4 concluded that they consist of hydrated imidazole monomers that significantly interact with each other through hydrogen bonding of the water molecules in their hydration shells. As already summarised in section 1.7.2, the self-association of imidazole solutions at lower concentrations in any solvent is well documented. However, the structure model developed in chapter 4 is significantly at odds with previously derived structure models for dilute solutions, which tend to conclude that imidazole forms stacked self-associated trimer structures at low concentrations. Solvents that have been investigated extensively are water, chloroform, carbon tetrachloride and benzene. Clear evidence was found already in early IR studies of chloroform and carbon tetrachloride solutions. It was concluded that chains of hydrogen-bonded imidazole oligomers were present in these solutions. Later IR studies of benzene and carbon tetrachloride revealed a high degree of self-association through hydrogen-bonding down to concentrations of 2×10⁻³ mol L⁻¹. ¹H NMR as a function of temperature established that imidazole forms trimers in chloroform solutions. The UV-vis study of dilute aqueous imidazole solutions by Peral and Gallego, which clearly indicated substantial self-association in hydrogen-bonded stacked structures even at concentrations as low as the 10⁻⁴ mol L⁻¹ range, has been mentioned several times throughout this work, as it is particularly relevant for the interpretation of the NEXAFS of concentrated solutions described in chapters 4 and 5. It has been summarised in detail in section 1.7.2.

The aim of the NEXAFS experiments on dilute solutions was to establish whether evidence could also be obtained about the nature of self-associates at lower concentrations than 0.5 mol L⁻¹. In particular, it was similar to those observed at higher concentrations. As previous studies had suggested that the nature of imidazole associates in water was similar to those found in chloroform, the NEXAFS characterisation of the related system imidazole in chloroform was performed as well. In addition, 1N-methyl imidazole, which cannot form hydrogen bonds, was characterised in chloroform to
determine whether NEXAFS was sensitive to the expected difference in solvation structure between the two solutes.

6.2 Methodology

Dilute imidazole solutions in water and in chloroform, as well as N-methyl imidazole solutions in chloroform, were prepared without adding any additives or, in the case of water, adjustments of pH as described in section 2.1. The pH of the aqueous solutions was already reported and discussed in section 2.2.3. As expected, the pH of the dilute aqueous solutions was found to be in the range around 10 where the speciation is expected to be nearly 100% neutral imidazole species.

NEXAFS measurements were carried out at BESSY-II as described in section 2.5, using the flow cell shown in Figure 25.

6.3 Results and Discussion

![N K-edge NEXAFS spectrum](image)

Figure 66 N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra of flowing aqueous imidazole solutions as a function of concentration from 0.03 mol L\(^{-1}\) to 0.5 mol L\(^{-1}\). Also included is a spectrum of a 0.03 mol L\(^{-1}\) stagnant solution (bottom).
6.3.1 N K-edge NEXAFS of dilute aqueous imidazole solutions

The N K-edge NEXAFS data of dilute aqueous imidazole solutions from starting from 0.03 mol L⁻¹ to 0.5 mol L⁻¹ are presented in Figure 66. Starting our discussion of the data from the spectrum of the quite concentrated 0.5 mol L⁻¹ solution at the top of the figure, we observe the two already familiar N 1s → 1π* peaks from the N1 and N3 sites of what we previously suggested is a hydrated imidazole monomer. The vertical dashed lines indicate the energetic positions of both N 1s → 1π* transitions, which are located at photon energies of 400.2 eV and 402.0 eV.

As the concentration of imidazole is lowered, additionally a shoulder at 399.2 eV becomes increasingly apparent, and significant X-ray absorption takes place in the energy region between the two N 1s → 1π* transitions of the hydrated monomer. This clearly indicates the appearance of a different imidazole species in solutions of lower concentrations.

Interestingly, we observed during NEXAFS experiments on the most dilute solutions that the spectrum significantly changed when the flow was switched off and stagnant solutions were investigated. No significant effect was detectable at higher concentrations, and the reader may want to compare the data in Figure 67 to those in Figure 36. One such spectrum of a stagnant 0.03 mol L⁻¹ solution, obtained under otherwise identical conditions in the same flow cell, is shown in grey at the bottom of the figure. It can be seen that the two peaks arising from the N 1s → 1π* transitions of the hydrated monomer have vanished, and it appears that the spectrum obtained under these conditions is that of the imidazole species responsible for the shoulder in the flow data at low concentrations.

It is evident that the broad band in the N 1s → 1π* region of this spectrum arises from at least two slightly shifted or strongly broadened transitions, possibly more, that are not resolved. It is currently not clear from what species this spectrum arises – more experimental work would be needed to elucidate its origin. The following hypothetical possibilities for its interpretation have been identified:

- It is the spectrum of aggregates different from the hydrated monomers seen at higher concentrations, possibly the stacked structures identified in previous studies. Assuming that the broad band arises from two broadened peaks, one estimates an N 1s → 1π* N1/N3 energy split of approximately 1.5 eV, which may be in line with the values found for the hydrated stacked structures in section 5.3.
• Soft X-ray radiation damage leads to the accumulation of decomposition products in the stagnant solution, giving the observed spectrum. This possibility would have to be investigated with further NEXAFS measurements.

• Deposition of solid, possibly amorphous, imidazole on the Si$_3$N$_4$ window of the flow cell takes place in the absence of a flow field. This possibility seems unlikely, given the low concentration of imidazole in the solution, which is several orders of magnitude away from the saturation concentration. Moreover, we have observed the appearance of similar low-energy shoulders in windowless experiments on stagnant imidazole/water solutions (see Figure 70 in Appendix I).

In any case, the spectra in Figure 66 indicate that at low concentration two types of associates or imidazole species may coexist. Clearly, more studies are needed to elucidate all these possibilities in more detail. However, some additional pointers for the interpretation arise from an examination of the NEXAFS acquired for chloroform solutions of imidazole and N-methyl imidazole.

Figure 67 N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra of four stagnant aqueous imidazole solutions, measured in the flow cell as a function of concentration from 0.03 mol L$^{-1}$ to 8.2 mol L$^{-1}$.
6.3.2 Self-association in the absence of imidazole-solvent hydrogen bonds: NEXAFS of imidazole in chloroform

As reported above, there is strong evidence that imidazole assumes an imidazole-imidazole hydrogen-bonded trimer associate structure in chloroform solutions. To obtain a spectrum of such trimeric species we measured N K-edge NEXAFS spectra of imidazole in chloroform for three concentrations: 0.5 mol L\(^{-1}\), 2.0 mol L\(^{-1}\), and 2.0 mol L\(^{-1}\). The data are shown in Figure 68. The noise quality of the spectra is not as good as that obtained for aqueous solutions because chloroform has a high absorption coefficient in the soft X-ray energy region because of its high chlorine content. It is therefore optically dense and does not permit as deep penetration of the X-rays into the sample as water, thereby limiting the signal that can be obtained from the solute molecules. It can be seen that the N 1s → 1π* region of the spectra is very similar to that observed for 0.03 – 0.10 mol L\(^{-1}\) aqueous solutions: there is a low energy shoulder, followed by a sharp peak and a broader, less intense peak at higher energy. The energy spacing between the three features matches well with that reported for the aqueous solutions.

Assuming that these spectra indeed represent the trimer structures previously postulated for chloroform solutions this finding would indicate that the imidazole also assumes such trimer associates in dilute aqueous solution.

Figure 68 N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra of flowing imidazole solutions in chloroform as a function of concentration, from 0.5 mol L\(^{-1}\) to 2.0 mol L\(^{-1}\).
6.3.3 Self-association in the absence of any hydrogen bonding: NEXAFS measurements of N-methyl imidazole dissolved in chloroform

Interestingly, similar, though not identical, spectra are observed also for N-methyl imidazole in chloroform, as shown in Figure 69. As for the spectra of imidazole in chloroform the quality of the spectra is affected by the short detection length in the X-ray-optically dense chlorinated solvent. Because the N1 site of N-methylimidazole is blocked from participating in hydrogen bonding, any self-association in this system must rely entirely on interactions between the π systems of the aromatic rings, as neither chloroform nor the solute provide sites for hydrogen bonding interactions. A more detailed analysis of the spectra in Figure 69 should be undertaken to elucidate this point. However, the obtained data indicate that imidazole-imidazole hydrogen bonding does not play a dominant role in the formation of self-associated structures.

Figure 69  N K-edge near edge X-ray absorption fine structure (NEXAFS) spectra of flowing N-methylimidazole solutions in chloroform as a function of concentration, from 0.5 mol L\(^{-1}\) to 2.5 mol L\(^{-1}\).

6.4 Conclusions

N K-edge NEXAFS investigations of lower concentrations of aqueous imidazole solutions indicate that a second, probably self-associated, imidazole species exists at lower concentrations, which is different from the hydrated monomer species seen at higher concentrations. The driving force for the formation of the latter may be the increasing scarcity of available water molecules at higher concentrations, which may help to overcome the entropic penalty associated with ordering of the solvent.
The similarity of the spectra of the known trimer species in chloroform and the imidazole species in dilute aqueous solutions suggests that such trimers may also be formed in water, in line with the suggestion of Peral and Gallego. No computational analysis of the obtained spectra has been carried out yet, though it is noted that the spectra may be compatible with the outputs obtained from the hydrated stacked structures in chapter 5.

Experiments with stagnant dilute solutions yield different data from those observed under flow, suggesting that structural changes may be induced by flow, though the possibilities of radiation damage or unwanted phase separation effects need to be investigated further.
7. Conclusions & Future Work

The work on imidazole solutions reported in this dissertation has sought to further develop the use of soft X-ray core level spectroscopy for the characterisation of local solutions structure by systematic measurements as a function of concentration. One important novel feature of this work is the successful application of complex structure models for interpreting the N K-edge spectra of the imidazole system by ab initio simulation using StoBe.

The work built on previous work on aqueous imidazole with XPS, energy dispersive XRD and UV-vis. A structure model of interacting hydrated imidazole monomers that self-associate via their hydration shells has been proposed. The application of NEXAFS for the development of this model benefitted significantly from the information already available in the mentioned complementary studies. Comparative measurements with other solvents were useful for forming hypotheses about the structural nature of dilute aqueous solutions. It is perhaps too early to come to a final and definite conclusion about the veracity of the proposed structure model at high concentrations, but it can now be used as a starting point for forming hypotheses that will permit developing the understanding of the imidazole system further.

More systematic modelling of self-associated imidazole structures in the low concentration range of aqueous and perhaps also chloroform solutions needs to be carried out to fully understand the information contained in the obtained NEXAFS data for these systems.

It has been shown that complex structure models in conjunction with NEXAFS allow to obtain deeper structural information about molecular solutes in solution system than previously accessible. Future modeling using StoBe should evaluate even larger cluster models, going beyond the limit of 30-40 atoms imposed by the compiled version of the program used for the present study. The molecular dynamics methods yused to generate the input structures for the calculations clusters with hundreds of solvent and solute molecules. Such models would enable examining the influence of even longer-range interactions, e.g. by adding outer hydration shells. Calculations of longer chains and a large cut-out from crystals may be useful for future work as wel. It is understood that the
Manchester group is now moving on to StoBe calculations on a Unix/Linux platform, which will permit the evaluation of larger model clusters.

All these results suggest that NEXAFS is, in combination with other techniques, a promising tool for obtaining information about the local structure of molecular solutes. The work can now be extended to applications related to crystallisation, for example for studying supersaturated solutions, nucleation phenomena and early stages of crystallisation.

Besides more NEXAFS work, future work on imidazole should be based around additional analytical studies of imidazole and its derivatives, including NMR studies with more complex pulse sequences as well as $^{15}$N and solid state analysis. Neutron scattering analysis is another possibility for obtaining more information about the solution structure. ATR probe UV/Vis should be carried out on concentrated solutions over the full pH range. Rheological measurements may for some systems supply useful pointers for structure formation.

More incisive spectroscopic probing, using advanced vibrational analysis may be able to provide deeper insight into the bonding in the imidazole system. For example, it has been found for solutions of pyrazole that hydrogen bonding induces spectral complexity in the NH stretching mode.$^{[242]}$ It arises from combinations and overtones associated with a Fermi resonance involving aromatic ring modes. Hydrogen bonding brings them into resonance with the NH stretching chromophore, which leads to detectable vibrational overtones in linearly hydrogen-bonded trimers.$^{[242]}$
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Appendix I: N K-edge NEXAFS data of obtained using an open stagnant solution cell

![N K-edge NEXAFS data](image)

Figure 70  Experimental N K-edge NEXAFS data of aqueous imidazole solutions from 0.03 M to 8.2 obtained in an open stagnant container cell enclosed in a He-filled chamber.

These data were acquired during an initial run at BESSY, but indicated a number of problems with the setup. First, air ingress resulted in contamination of the data by emission from gaseous N\textsubscript{2}; evaporation of solvent led to the detection of solid imidazole (bottom spectrum) at the saturation concentration; later studies (see chapter 6) with a flow cell indicated that beam damage and other restructuring effects may take place under stagnant conditions.
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Abstract. A computer-controlled continuous tubular flow reactor system has been commissioned that permits time-resolved in situ XAFS measurements of organometallic reactions. The system was commissioned by Zn K-edge measurements of products formed during the Soai reaction. XANES data are shown that illustrate the quality of the data that can be achieved. The XANES spectra are compatible with the presence of dimer, trimer or other oligomeric alkoxide species in the Soai process. It is shown how heterogeneity in the Soai reaction system leads to considerable complications with the measurements due to the formation of floating particles of the aldehyde/iPr2Zn adduct formed in the reaction; additionally, decomposition of iPr2Zn with residual air and moisture leads to deposits on cell walls.

1. Introduction
Alkylations of pyrimidyl aldehydes (Scheme 1) by diisopropylzinc have over the last two decades received considerable attention because they represent an amplifying asymmetric autocatalytic reaction mechanism that can, in principle, achieve homochiral products in an essentially non-chiral environment. The reaction has initially been developed by Soai and co-workers and is therefore often referred to as the ‘Soai’ reaction. A pyrimidyl aldehyde 1 reacts with diisopropylzinc 2 to an organozinc complex 3, from which the pyrimidyl alcohol (product 4) can be obtained by hydrolysis. Chiral amplification in this reaction occurs because the chiral product 3 transfers the unreacted isopropyl group enantioselectively, forming the pyrimidyl alcohol 4, which can then react with further diisopropylzinc 2 to form the same product. In other words, 4 is both the product of the alkylation and the chiral auxiliary, so the overall process is autocatalytic and strong amplification of chirality can be achieved.

Elucidating the structural nature of the intermediate(s) involved in the decisive autocatalytic step of the reaction will be crucial for a deep understanding of the chiral amplification process. Mechanistic details of the reaction have until now been derived only from computational studies of possible intermediates, NMR-studies of the relevant species in solution, and by calorimetric studies of
the reaction kinetics.\textsuperscript{6-10} Organometallic zinc complexes that are monomeric, dimeric, trimeric or even tetrameric have been proposed as possible candidates for the chiral intermediate that achieves the autocatalytic selection of only one product enantiomer. We have now undertaken the first studies of the reaction by X-ray Absorption Fine Structure (XAFS) spectroscopy at the Zn K-edge, to obtain structural information about the local environment of zinc in the reaction media.

2. Experimental

The \textit{in situ} flow XAFS measurements at the Zn K-edge were performed at station 9.3 of the SRS, UK, and at 12ID-B\textsuperscript{11} of the Advanced Photon Source (APS) at Argonne National Laboratory (USA). Supporting work with non-flowing solutions was performed using sealed Eppendorf microcentrifuge tubes\textsuperscript{13} at BM29 of the ESRF, Grenoble, France. Solutions were loaded into the microcentrifuge tubes in a glove bag continuously purged with dry N\textsubscript{2}. All reactions were performed at room temperature. At all three beamlines simultaneous measurements in transmission mode with gas ionization chambers and by fluorescence-yield (FY) detection with multielement Ge detectors were performed. Reactants and dry toluene solvent were obtained from Aldrich.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Schematic arrangement of the PTFE tubular flow reactor mounted on a heatable Al frame; also shown are representative \textit{in situ} Zn K-edge FY XANES data taken at positions A1, D2 and C4 during the Soai reaction with a 1:1 volume mixture of 0.1 mol L diisopropylzinc and pyrimidyl aldehyde solutions.}
\end{figure}
The flow reactor was based on PTFE tubing (1/8 inch outer diameter) attached to an aluminium support frame that had 16 holes in a regular 4x4 pattern machined out of it (see schematic sketch in figure 1). At the positions of these holes in situ monitoring of the reaction progress along the tube was possible by combined transmission and fluorescence-yield detection. For our studies of the Soai reaction the pyrimidyl aldehyde and diisopropylzinc were mixed at the tube inlet by joining the two solution streams in a PTFE ‘T’-piece (Omnifit). The solution streams were provided by syringe pumps (Versa 6, Kloehn) fitted with 1 mL syringes and non-distribution valves; they were controlled remotely via a serial interface with a LabVIEW (National Instruments) GUI. A pair of syringe pumps was used for each of the two reactants (0.1 mol L⁻¹ diisopropylzinc and pyrimidyl aldehyde solutions). Handshaking operation synchronised the pump pairs: while one pump was dispensing the other was aspirating in preparation for subsequent dosing. As mentioned above, due to the oxygen and moisture sensitivity of this iPr₂Zn solution a nitrogen atmosphere was needed to keep the environment inert within the pump pairs and flow cell apparatus. This was achieved by including a nitrogen feed on the multiport pump-head and purging before introduction of iPr₂Zn solution. The reactant solutions were also prepared and stored under nitrogen. By varying the flow rate from the dosing pumps it is possible to tune the flow rate in the reactor to obtain information about the nature of metal species as a function of reaction time. Positioning in the X-ray beam was achieved by using a computer controlled XYZ stage calibrated to the dimensions of the reactor system. FY XANES data obtained at the APS during the reaction in a solution containing 0.1 mol L⁻¹ of pyrimidyl aldehyde and 0.1 mol L⁻¹ diisopropylzinc are included in figure 1. A photograph of the completely assembled system at station 9.3 of the SRS is shown in figure 2.

3. Results and Discussion

3.1 Flow Experiments

The XANES data from figure 1 indicate that under the chosen flow conditions the reaction had progressed almost to completion at the initial measurement point, A1. Only minor spectral changes
occur as the reaction progresses towards positions D2 and C4. The appearance of occasional ‘spikes’ in the XANES data shown in figure 1 was traced to the formation of small floating particles of a precipitate formed by the Soai process. We found that particles moving into and out of the X-ray beam would cause such distortions of the spectra, which were especially strong in transmission mode. In fact, several runs of experiments were rendered uninterpretable by the resulting presence of strong non-random noise. In addition to the observed formation of a precipitate a strongly adherent wall deposit became apparent during the flow reactor experiments. These stationary deposits additionally influenced the XANES spectra. They form because the velocity of the flowing solution near the walls is lower than in the inner volume of the tube. The extent to which wall deposits can grow quickly is illustrated by electron microscopic images in figure 3. The lower of the two images shows that after running the Soai reaction for 50 min the deposit had a thickness of 5 μm. Ex situ energy-dispersive X-ray (EDX) analysis (figure 3) confirmed that the deposit contains ZnO and organo-zinc material. It seems likely that the formation of such wall deposits can only be suppressed if the reactor design is modified to maintain a high space velocity of the reaction medium, for example through strong turbulent flow or shear, near the wall where the XAFS measurements take place. Abrupt changes of flow direction or introduction of constricted regions on the tube may achieve this objective. The XANES data included in figure 1 are reminiscent of the Zn K-edge XANES of Zn\(^{2+}\) species in a tetrahedral environment, such as ZnO\(^{2+}\). This is illustrated in figure 4, in which the spectrum from position C4 is compared to a previously published\(^{12}\) spectrum of solid crystalline ZnO. It can be seen that the energetic positions of the shoulder at ~9664 eV, the main resonance at ~9669 eV and the broad resonance around ~9682 eV coincide. Note however that the amplitudes of the XANES resonances of the Soai product, and especially the features in the EXAFS region (e.g., at ~9717 eV), are strongly reduced, indicating disorder relative to crystalline ZnO on one hand and the presence of a significant self-absorption effect, likely associated with the formation of the observed solid product on the other. It appears that deposition of a poorly ordered ZnO and/or Zn(OH)\(_2\) product.
Figure 4. *In situ* transmission XANES (BM29, ESRF) obtained in microcentrifuge tubes. From top to bottom: Zn K-edge XANES spectra of a toluene solution containing 0.1 M diisopropylzinc; the supernatant of a solution formed by reacting 0.1 M diisopropylzinc and 0.1 M pyrimidine aldehyde in toluene; the sediment formed in this solution; a toluene solution containing 0.1 M diisopropylzinc and 2 M pyrimidine aldehyde; the spectrum labelled C4 in figure 1 (measured at the SRS); a spectrum of ZnO.

3.2 Products of Soai Process under Non-Flow Conditions

Experiments with a sealed static reactor cell (a standard Eppendorf polypropylene microcentrifuge tube\(^{13}\)) allowed us to minimise the formation of wall deposits and to selectively characterise the precipitate formed by the Soai process. This was achieved by allowing sedimentation of the precipitate at the bottom of the microcentrifuge tube, which also enabled us to separately examine the remaining supernatant solution. Figure 4 contains the resulting transmission XANES spectra of the sedimented precipitate (3\(^{rd}\) spectrum from top) and of the supernatant solution (2\(^{nd}\) spectrum from top) obtained by mixing 0.1 mol L\(^{-1}\) aldehyde and 0.1 mol L\(^{-1}\) iPr\(_2\)Zn in toluene in a 1:1 molar ratio. It can be seen by comparison with the spectrum of iPr\(_2\)Zn in toluene (top spectrum) that any Zn species remaining in the supernatant solution stem from unreacted iPr\(_2\)Zn. In contrast, the spectrum of the sedimented precipitate (second spectrum from top) has no strong white line, indicating that p-like valence states are occupied and that the local bonding and/or coordination geometry are fundamentally different from that in iPr\(_2\)Zn. For a 1:1 mixture of iPr\(_2\)Zn and
aldehyde one would statistically expect a product mixture containing unreacted iPr₂Zn as well as the monomeric species 3 (Scheme 1) and some monomeric dialkoxide species 5 (figure 3). To address which of these species was responsible for the observed spectrum we carried out the reaction of iPr₂Zn with a 20-fold excess of aldehyde because this reaction is expected to result in the formation of only the dialkoxide 5. Interestingly, the XANES spectrum of this product (3rd spectrum from bottom in figure 3) is very similar to the spectrum of the precipitate formed in the 1:1 mixture, indicating that the dialkoxide is preferentially formed even when understoichiometric amounts of aldehyde are supplied. What is currently not clear is whether the precipitate contains the monomeric species 5 or whether the previously proposed6-10 dimers, trimers or oligomers of 5 are formed. In these products the Zn centres would be in a distorted tetrahedral coordination environment,10 which is compatible with the overall appearance of the spectra and especially the absence of the strong white line in the XANES spectra of the observed product.

4. Conclusions
A fully computer-controlled continuous tubular flow reactor system for time-resolved in situ XAFS measurements has been commissioned. Zn K-edge XANES data demonstrate that with 3rd generation synchrotron beam spectra of very good quality can be achieved with Zn concentrations in the 100 mmol region. Heterogeneous processes in the Soai reaction lead to considerable complications with the measurements due to the formation of floating particles of the aldehyde/iPr₂Zn adduct formed in the reaction, while the deposition of solid iPr₂Zn decomposition products on the walls of the flow reactor dominates the spectra after less than an hour of continuous reaction. The Soai precipitate formed in 1:1 iPr₂Zn:aldehyde mixtures appears to be the dialkoxide complex, while the remaining supernatant still contains unreacted iPr₂Zn. The XANES data for the dialkoxide do not exclude the presence of non-monomeric species; that a precipitate is observed supports the notion that the formation of dimers, trimers, tetramers or higher oligomers takes place.
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