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Abstract

We developed a new decision-making model with probabilistic information and used the concept of the immediate probability to aggregate the information. This type of probability modifies the objective probability by introducing the attitudinal character of the decision maker. Using the immediate probability implies the use of the ordered weighted average (OWA) operator. When using this model, it is assumed that the information is given by exact numbers. However, if one were to perform the same experiment many times, then the results would be in accordance with the results predicted by the probabilities. The problem in decision making is that we are modeling a problem of the real life that will only occur once (or few times). Then, the probabilistic information may be affected by some exceptional situations, which are not probable. Therefore, it can be very useful to use immediate probabilities instead of the usual probabilities.

The use of immediate probabilities implies the use of the ordered weighted average (OWA) operator (Yager, 1988) in order to consider the attitudinal character of the decision maker. Then, although the decision maker considers the probabilistic information, he can manipulate it according to his degree of optimism or pessimism. The OWA operator provides a parameterized family of aggregation operators that includes the maximum, the minimum and the average operators. Since its appearance, it has been studied by many authors (Alonso, Cabrerizo, Chiclana, Herrera, & Herrera-Viedma, 2009; Beliakov, Pradera, & Calvo, 2007; Canós & Liern, 2008; Kacprzyk & Zadrozny, 2009; Merigó, 2008; Merigó & Casanovas, 2009; Merigó & Gil-Lafuente, 2008, 2009; Torra, 1997; Wang, Luo, & Liu, 2007; Wu, Li, & Duan, 2009; Xu, 2005, 2009; Yager, 1993, 2007, 2008, 2009; Yager & Filev, 1994; Yager & Kacprzyk, 1997).

When using the OWA operator, it is assumed that the information can be represented with exact numbers. However, this may not be the real situation found in the specific decision-making problem at hand. Sometimes, the information is imprecise and it is necessary to use another approach to assess the information. In this type of problem, it can be useful to use fuzzy numbers.
(FNs). FNs (Chang & Zadeh, 1972; Dubois & Prade, 1980; Kaufmann & Gupta, 1985; Zadeh, 1975) consider the best and worst possible scenarios, as well as an intermediate values there between, that may occur. In order to use the OWA operator in these situations, the adoption of the fuzzy OWA (FOWA) operator has been suggested (Merigó & Casanovas, 2008; Mitchell & Estrakh, 1998; Yager, 2008; Zarghami & Szidarovszky, 2009; Zhou, Chiclana, John, & Garibaldi, 2008).

The aim of this paper is to develop a new decision-making model by using immediate probabilities and information that can be represented with FNs. In doing so, we will suggest a new aggregation operator: the Immediate Probability-Fuzzy OWA (IP-FOWA) operator. This operator uses the OWA operator, FNs and probabilistic information. It is quite useful because it can assess the uncertain information within the problem by using both FNs and the probabilistic information that considers the attitudinal character of the decision maker. We study some of its main properties and distinguish between different particular cases such as the IP-OWA, the IP-olympic-FOWA and the IP-centered-FOWA.

We also developed an application of the new approach in a decision-making problem about selection of strategies. The main advantage of using IP-FOWA operators is that we can consider a wide range of possible situations because the aggregation with OWAs permits us to consider a parameterized family of aggregation operators whose values are between the minimum and the maximum. Then, the decision maker will get a complete view of the decision problem while considering the probabilistic information and its attitudinal character. Note that in the literature, we find only a few studies about immediate probabilities (Engemann et al., 1996, 2004; Yager 1999). Moreover, by using FNs, we can assess in a more complete way the uncertain information of the decision problem because we are considering all possible results and able to consider the ones with the highest degree of possibility of occurrence. However, it is interesting to note that there are many potential applications that could be developed with them, for example in the actuarial sciences and statistics. More generally, we could consider that the immediate probabilities can be used in almost all problems already considered with the usual probabilities. Obviously though, its case-dependent usefulness will be more significant to the problem at hand.

This paper is organized as follows. In Section 2, we briefly review some basic concepts about FNs, the FOWA operator and the immediate probabilities. Section 3 introduces the IP-FOWA operator. In Section 4, we analyze different types of IP-FOWA operators. Section 5 illustrates the new approach with an example in decision making. Finally, in Section 6, we summarize the main conclusions of the paper.

2. Preliminaries

In this section, we briefly review the FNs, the fuzzy OWA operator and the concept of immediate probabilities.

2.1. Fuzzy numbers

The FN was introduced in (Chang & Zadeh, 1972; Zadeh, 1975). Since then, it has been studied and applied by a wide array of authors, such as (Dubois & Prade, 1980; Kaufmann & Gupta, 1985). A FN is a fuzzy subset (Zadeh, 1965) of a universe of discourse that is both convex and normal (Kaufmann & Gupta, 1985). Note that the FN may be considered to be a generalization of the interval number (Moore, 1966).

In the literature, we find a wide range of FNs (Dubois & Prade, 1980; Kaufmann & Gupta, 1985). For example, a trapezoidal FN (TpFN) A of a universe of discourse R can be characterized by a trapezoidal membership function A = (a, a) such that:

\[ a(x) = a_1 + x(a_2 - a_1), \]

\[ a(x) = a_4 - x(a_4 - a_3), \]

where \( a \in [0, 1] \) and is parameterized by \( a_1, a_2, a_3, a_4 \) where \( a_1 \leq a_2 \leq a_3 \leq a_4 \) are real values. Note that if \( a_1 = a_2 = a_3 = a_4 \), then the FN is a singleton, and if \( a_2 = a_3 \), then the FN is represented by a triangular FN (TFN). Note that the TFN can be parameterized by \( (a_2, a_2, a_4) \).

In the following, we review the FN arithmetic operations as follows. Let A and B be two TFN, where \( A = (a_1, a_2, a_3) \) and \( B = (b_1, b_2, b_3) \). Then:

1. \( A + B = (a_1 + b_1, a_2 + b_2, a_3 + b_3) \)
2. \( A - B = (a_1 - b_3, a_2 - b_2, a_3 - b_1) \)
3. \( A \times k = (k \times a_1, k \times a_2, k \times a_3) \) for \( k > 0 \).

Note that other operations could be studied (Dubois & Prade, 1980; Kaufmann & Gupta, 1985) but in this paper we will focus on these ones.

2.2. Fuzzy OWA operator

The FOWA operator (Merigó, 2008; Mitchell & Estrakh, 1998) represents an extension of the OWA operator. Essentially, its main difference is that the FOWA operator uses uncertain information in the arguments represented in the form of FNs. The reason for using this aggregation operator is that sometimes the available information cannot be assessed with exact numbers and it is necessary to use other techniques such as FNs. The FOWA operator provides a parameterized family of aggregation operators that include the fuzzy maximum, the fuzzy minimum and the fuzzy average criteria, among others.

Comparing FNs with interval numbers, we see that the FNs are more complete. This happens because they use a membership function to describe the possibility that an uncertain result will occur. Then, the FNs give the same information as the interval numbers, but they also explain the possibility that the interval values of the interval will occur. It can be defined as follows.

**Definition 1.** Let \( \Psi \) be the set of fuzzy numbers. A FOWA operator of dimension n is a mapping \( \text{FOWA}: \Psi^n \rightarrow \Psi \) that has an associated weighting vector \( W \) of dimension n such that the sum of the weights is 1 and \( w_j \in [0, 1] \), then:

\[ \text{FOWA}(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} w_j \tilde{b}_j, \]

where \( \tilde{b}_j \) is the jth largest of the \( \tilde{a}_i \) and the \( \tilde{a}_i \) are FN.

From a generalized perspective of the reordering step, we have to distinguish between the descending FOWA (DFOWA) operator and the ascending FOWA (AFOWA) operator. The weights of these operators are related by \( w_i = w_{n-i+1} \), where \( w_i \) is the jth weight of the DFOWA and \( w_{n-i+1} \) is the jth weight of the AFOWA operator. The FOWA operator is commutative, monotonic, bounded and idempotent. Different families of FOWA operators can be obtained by choosing a different manifestation in the weighting vector, such as the step-FOWA operator, the window-FOWA operator, the FOWA median operator, the S-FOWA and the centered-FOWA operator (Merigó, 2008).

2.3. Immediate probabilities

The immediate probability (IP) is a concept that tries to include the decision maker’s attitude in a probabilistic decision-making...
problem. We can then represent in the same problem the probabilistic information with the attitudinal character of the decision maker. The main advantage is that it is very easy to use. Therefore, it is not difficult to apply it in almost all the probabilistic problems studied before such as in decision-making problems, actuarial sciences and statistics. The motivation for using it is that the probabilistic information is objective but uncertain. We cannot then guarantee that the expected result is the result that will happen in the future. Due to the fact that we are in a situation of uncertainty (risk environments), each decision maker will have a different attitude regarding the same problem. For example, an optimistic decision maker is more open to consider more risky situations than the expected result, as opposed to a pessimistic one who is more cautious to consider situations that are safer than the expected result. As we can see, the main difference is that the weight of the IP-DFOWA and the IP-AFOWA operator is the same because the transformation developed in the construction of the uncertain decision problem to the decision maker will be the set of FNs. An IP-FOWA operator of dimension $n$ is a mapping $\Psi^n \rightarrow \Psi$ that has an associated weighting vector $W$ of dimension $n$ such that the sum of the weights is 1 and $w_j \in \{0, 1\}$, then:

$$IP-FOWA (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} \tilde{p}_j \tilde{b}_j,$$

where $\tilde{b}_j$ is the $j$th largest of the $\tilde{a}_i$, each $\tilde{a}_i$ has associated a probability $p_i$, $p_i$ is the probability $p_i$ reordered according to $b_j$, $b_j = (w_j p_i / \sum_{j=1}^{n} w_j p_i)$ and the $\tilde{a}_i$ are FNs.

Note that we could formulate the whole equation as follows:

$$IP-FOWA (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} \frac{w_j p_j}{\sum_{j=1}^{n} w_j p_j} \tilde{b}_j.$$  

Moreover, note that an IP-FOWA operator can also be formulated according to the ordering established with the probabilities $p_i$, in the following way.

**Definition 4.** Let $\Psi$ be the set of FNs. An IP-FOWA operator of dimension $n$ is a mapping $IP-FOWA: \Psi^n \rightarrow \Psi$ that has an associated weighting vector $W$ of dimension $n$ such that the sum of the weights is 1 and $w_j \in \{0, 1\}$, then:

$$IP-FOWA (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} \tilde{p}_j \tilde{a}_i,$$

where $\tilde{a}_i$ is the argument variable represented in the form of FNs, each $\tilde{a}_i$ has associated a weight $w_j$ being $j$ the reordering of the arguments $\tilde{a}_i$ in decreasing order, $w_j$ is the associated weight reordered according to $\tilde{a}_i$, and $p_i = (w_j p_i / \sum_{j=1}^{n} w_j p_i)$.

From a generalized perspective of the reordering step, we can distinguish between the descending IP-FOWA (IP-DFOWA) operator and the ascending IP-FOWA (IP-AFOWA) operator. The weights of these operators are related by $w_j = w_{n-j+1}$, where $w_j$ is the $j$th weight of the IP-DFOWA and $w_{n-j+1}$ is the $j$th weight of the IP-AFOWA operator. As we can see, the main difference is that in the IP-AFOWA operator, the elements $b_j (j = 1, 2, \ldots, n)$ are ordered in an increasing way.

Note that the reordering of the arguments (i.e., the establishment of a total order) has an additional difficulty because now we are using FNs; in some cases, it is not clear which FN is higher. We therefore need to establish an additional criterion for ranking FNs. For simplicity, we recommend adherence to the procedure as commented in Merigó (2008), that is, the selection of the result with the highest degree of membership. If this result is an interval, then calculate the average of this interval. However, note that there are a lot of other methods for ranking FNs (Dubois & Prade, 1980; Kaufmann & Gupta, 1985; Merigó, 2008). The method used for ranking FNs will depend on the particular problem we are analyzing.

Note also that in a more complicated analysis, it would be possible to consider that the weights $w_j$ are themselves also FNs. Another complex situation would be to mix in the same problem information given with interval numbers and information given with FNs.

A further, interesting issue is that it is possible to use a wide range of FNs, such as triangular FNs, trapezoidal FNs, generalized FNs, interval-valued FNs, intuitionistic FNs and even more complex structures (Dubois & Prade, 1980; Kaufmann & Gupta, 1985; Merigó, 2008; Merigó & Casanovas, 2008; Xu & Yager, 2008; Yager, 2008; Zhou et al., 2008).

If $B$ is a vector corresponding to the ordered arguments $b_j$, then we shall call this the ordered argument vector and $W^T$ is the transpose of the weighting vector, and the IP-FOWA operator can be expressed as:

$$IP-FOWA (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = W^T B.$$  

Note that in the IP-FOWA operator, if the weighting vector is not normalized, i.e., $W = \sum_{j=1}^{n} w_j \neq 1$, then the result is still the same because the transformation developed in the construction
of the immediate probabilities normalizes the results. The same happens if the sum of the weighting vector of the probabilities is not 1.

Note also that the IP-FOWA operator is bounded and idempotent. These properties can be demonstrated with the following theorems.

**Theorem 1 (Idempotency).** Assume \( f \) is the IP-FOWA operator, if \( \tilde{a}_i = a_i \) for all \( \tilde{a}_i \), then:

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = a.
\]

**Proof.** Since \( \tilde{a}_i = a_i \) for all \( \tilde{a}_i \), we have

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} w_j b_j = \sum_{j=1}^{n} w_j b = b \sum_{j=1}^{n} w_j,
\]

Since \( \sum_{j=1}^{n} w_j = 1 \), we get

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = a. \quad \Box
\]

**Theorem 2 (Boundedness).** Assume \( f \) is the IP-FOWA operator, then:

\[
\min\{\tilde{a}_i\} \leq f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq \max\{\tilde{a}_i\}.
\]

**Proof.** Let \( \max(\tilde{a}_i) = b \), and \( \min(\tilde{a}_i) = a \), then

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} w_j b_j \leq \sum_{j=1}^{n} w_j b = b \sum_{j=1}^{n} w_j,
\]

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \sum_{j=1}^{n} w_j b_j \geq \sum_{j=1}^{n} w_j b = b \sum_{j=1}^{n} w_j.
\]

Because \( \sum_{j=1}^{n} w_j = 1 \), we obtain

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq b,
\]

\[
f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \geq a.
\]

Therefore,

\[
\min\{\tilde{a}_i\} \leq f(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq \max\{\tilde{a}_i\}. \quad \Box
\]

Note that the IP-FOWA operator is not commutative or monotonic. It is not commutative because the probabilistic aggregation performed by using weighted averages is not commutative. It is not monotonic due to the inconsistencies explained by Liu (2005).

Another interesting issue to consider are the measures for characterizing the weighting vector \( W = (w_1, w_2, \ldots, w_n) \) of the IP-FOWA operator such as the attitudinal character, the entropy of dispersion, the divergence of \( W \) and the balance operator. Note that these measures follow the same methodology as the original version developed for the OWA operator (Yager, 1988) also explained by Merigó (2008).

4. Families of IP-FOWA operators

Different types of IP-FOWA operators may be found by using different manifestations of the weighting vector. For example, we can obtain the fuzzy maximum, the fuzzy minimum, the fuzzy average (FA) and the fuzzy weighted average (FWA). Note that these results are found in the weighting vector \( W \) prior to the transformation developed in the immediate probability.

**Remark 1.** The fuzzy maximum is obtained if \( w_1 = 1 \) and \( w_j = 0 \), for all \( j \neq 1 \).

**Remark 2.** The fuzzy minimum is obtained if \( w_n = 1 \) and \( w_j = 0 \), for all \( j \neq n \).

**Remark 3.** More generally, if \( w_k = 1 \) and \( w_j = 0 \), for all \( j \neq k \), we get, IP-FOWA \( (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_k) \) = \( b_k \), where \( b_k \) is the \( k \)-th largest argument \( \tilde{a}_k \). Note that this type of aggregation is known as the step-IP-FOWA aggregation.

**Remark 4.** The FA is found when \( w_j = 1/n \), and \( p_i = 1/n \), for all \( \tilde{a}_j \). Note that in the FA, we find the usual probabilistic results.

**Remark 5.** The FWA (or fuzzy probabilistic aggregation) is obtained when \( w_j = 1/n \), and the FOWA operator is found when \( p_i = 1/n \), for all \( \tilde{a}_i \).

**Remark 6.** Note that the IP-FOWA becomes the usual IP-OWA when the FNs are reduced to the usual exact numbers.

**Remark 7.** Note that the IP-FOWA becomes the immediate probabilistic uncertain OWA (IP-UOWA) operator when the FNs are reduced to the interval numbers (Moore, 1966). Note that this process is obtained considering only some critical points of the FN such as the maximum, the minimum and the result or results with the highest degree of membership.

Following a similar methodology to those developed in (Amin & Emrouznejad, 2006; Emrouznejad, 2008; Liu, 2008; Merigó, 2008; Xu, 2005; Yager, 1993, 2007, 2009; Yager & Filev, 1994), we could study other particular cases of the IP-FOWA operator such as the window-IP-FOWA, the olympic-IP-FOWA, the centered-IP-FOWA operator, the S-IP-FOWA operator, the median-IP-FOWA and the maximal entropy IP-FOWA weights.

Note that the main advantage of using OWA operators is that we can consider a parameterized family of aggregation operators between the maximum and the minimum, depending on the particular interests we have in the problem and its uses. Therefore, these families represent some examples of how to aggregate with the IP-FOWA when considering some particular aspect we want to take into account. Obviously, the selection of the particular method will depend on the particular interests of the decision maker in the given problem.

Note also that the calculation of the OWA weights has been a very popular topic in recent years. Therefore, in the future, we can expect that more methods for determining the OWA weights will appear that can be implemented as different extensions of the OWA operators, such as the IP-FOWA operator developed here.

**Remark 8.** For example, when \( w_j = 1/m \) for \( k \leq j \leq k + m - 1 \) and \( w_j = 0 \) for \( j > k + m \) and \( j < k \), we are using the window-IP-FOWA operator. Note that \( k \) and \( m \) must be positive integers such that \( k + m - 1 \leq n \). Also note that if \( m = k \), the window-IP-FOWA is transformed in the fuzzy maximum. If \( m = 1, k = n \), then the window-IP-FOWA becomes the fuzzy minimum. Also, if \( m = n \) and \( k = 1 \), then the window-IP-FOWA is transformed in the FA.

**Remark 9.** The Olympic-IP-FOWA, based on the Olympic average, is found when \( w_j = 1/w_j \), and for all others \( w_j = 1/(n-k) \). Note that if \( n = 4 \) or \( n = 5 \), then the Olympic-IP-FOWA is transformed in the median-IP-FOWA and if \( n = 2 \) and \( k = 2 \), then the window-IP-FOWA is transformed in the Olympic-IP-FOWA.

**Remark 10.** Another interesting family is the S-IP-FOWA operator. It can be subdivided in three classes: the “or-like”, the “and-like” and the generalized S-IP-FOWA operator. The generalized S-IP-FOWA operator is obtained when \( w_j = (1/n)(1-(x+b)) + x, w_n = (1/n)(1-(x+b)) + b \), and \( w_j = (1/n)(1+(x+b)) \) for \( j = 2 \) to \( n - 1 \),
where $\alpha, \beta \in [0, 1]$ and $\alpha + \beta < 1$. Note that if $\alpha = 0$, then the generalized S-IP-FOWA operator becomes the “and-like” S-IP-FOWA operator, and if $\beta = 0$, then it becomes the “or-like” S-IP-FOWA operator. Also, note that if $\alpha + \beta = 1$, then we get the IP-fuzzy Hurwicz criteria (IP-FHC).

Remark 11. Note that the median can also be used as IP-FOWA operators. For the median-IP-FOWA, if $n$ is odd, then we assign $w_{(n+1)/2} = 1$ and $w_i = 0$ for all others. If $n$ is even, then we assign, for example, $w_{n/2} = w_{n/2+1} = 0.5$ and $w_i = 0$ for all others.

Remark 12. For the weighted median-IP-FOWA, we select the argument $b_k$ that has the kth largest argument such that the sum of the weights from 1 to $k$ is equal or higher than 0.5 and the sum of the weights from 1 to $k - 1$ is less than 0.5.

Remark 13. Another family of aggregation operator that could be used is the centered-IP-FOWA operator. Following the same method of Yager (2007) one could define a IP-FOWA operator as a centered aggregation operator if it is symmetric, strongly decaying and inclusive. Note that these properties have to be considered for the weighting vector $w$ of the OWA operator. It is symmetric if $w_j = w_{n-j}$. It is strongly decaying when $i < j \leq (n + 1)/2$ then $w_i < w_j$ and when $i > j > (n + 1)/2$ then $w_i < w_j$. It is inclusive if $w_j > 0$.

Remark 14. A very useful approach for obtaining the weights, which is also applicable for the IP-FOWA operator, is the functional method introduced by Yager for the OWA operator. It can be summarized as follows. Let $f$ be a function $f: [0, 1] \rightarrow [0, 1]$ such that $f(0) = f(1)$ and $f(x) > f(y)$ for $x > y$. We call this function a basic unit interval monotonic function (BUM). Using this BUM function we obtain the IP-FOWA weights $w_j$ for $j = 1$ to $n$ as

$$w_j = f\left(\frac{j}{n}\right) - f\left(\frac{j-1}{n}\right).$$

It can easily be shown that when using this method that $w_j$ satisfactorily sum to 1 and each $w_j \in [0, 1]$.

5. Illustrative example

In the following section, we develop an illustrative example about the use of immediate probabilities in fuzzy decision-making problems. We analyze a decision-making problem where a company is studying which strategy is the most appropriate for them. The board of directors prefers to focus only on this variable in the analysis.

In order to evaluate these strategies, the company considers that the key factor is the economic situation for the next year. Then, depending on the situation, the expected benefits for the company will be different. The experts have considered five possible situations for the next year:

1. $S_1 =$ Negative growth rate.
2. $S_2 =$ Growth rate near 0.
4. $S_4 =$ Medium growth rate.
5. $S_5 =$ High growth rate.

In this problem, the experts of the company find probabilistic information given as follows: $P = (0.3, 0.3, 0.2, 0.1, 0.1)$. Moreover, the policy of the company is to be very pessimistic whenever the future results are not clear. Therefore, they decide to manipulate the probabilities by using the following OWA weighting vector: $W = (0.1, 0.2, 0.2, 0.2, 0.3)$. Note that the company will use immediate probabilities in order to assess this problem. The results found in the immediate probabilities by using the above probabilities and weights are shown in Table 2.

Note that we can only use the information shown in Table 2 when using the IP-FOWA operator. Once the initial information is established, it is possible to aggregate it in order to take a decision. First, we will consider some basic aggregation operators, such as the fuzzy IP-maximum, the fuzzy IP-minimum, the IP-FA, the IP-FWA and the IP-FOWA operator, to be used in the aggregation. The results are shown in Table 3.

As we can see, the decision is different depending on the aggregation used. If we use the IP-Fuzzy-Minimum, the IP-FA and the IP-FWA, then the optimal strategy is $A_5$. If we use the IP-Fuzzy-Maximum, then the best choice is $A_3$. Also, if we use the IP-FOWA, then the best alternative is $A_4$.

Now, we consider the results obtained by using other particular cases of IP-FOWA operators such as the step-IP-FOWA ($k = 2$), the Olympic-IP-FOWA, the median-IP-FOWA, the OR-IP-FOWA

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>(60, 70, 80)</td>
<td>(50, 60, 70)</td>
<td>(10, 20, 30)</td>
<td>(50, 60, 70)</td>
</tr>
<tr>
<td>$A_2$</td>
<td>(40, 50, 60)</td>
<td>(10, 20, 30)</td>
<td>(80, 90, 100)</td>
<td>(70, 80, 90)</td>
</tr>
<tr>
<td>$A_3$</td>
<td>(60, 70, 80)</td>
<td>(40, 50, 60)</td>
<td>(60, 70, 80)</td>
<td>(20, 30, 40)</td>
</tr>
<tr>
<td>$A_4$</td>
<td>(30, 40, 50)</td>
<td>(40, 50, 60)</td>
<td>(60, 70, 80)</td>
<td>(20, 30, 40)</td>
</tr>
<tr>
<td>$A_5$</td>
<td>(50, 60, 70)</td>
<td>(70, 80, 90)</td>
<td>(30, 40, 50)</td>
<td>(60, 70, 80)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP$_1$</td>
<td>0.166</td>
<td>0.333</td>
<td>0.222</td>
<td>0.111</td>
</tr>
<tr>
<td>IP$_2$</td>
<td>0.095</td>
<td>0.095</td>
<td>0.285</td>
<td>0.095</td>
</tr>
<tr>
<td>IP$_3$</td>
<td>0.05</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>IP$_4$</td>
<td>0.05</td>
<td>0.2</td>
<td>0.3</td>
<td>0.15</td>
</tr>
<tr>
<td>IP$_5$</td>
<td>0.157</td>
<td>0.105</td>
<td>0.105</td>
<td>0.315</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>Expand to the South American market.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_2$</td>
<td>Expand to all three continents.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_3$</td>
<td>Do not develop any expansion.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
(\(\alpha = 0.6\)) and the AND-IP-FOWA (\(\beta = 0.7\)). The results are shown in Table 4.

As we can see, in this case, we also arrived at different results, which each depend on the operator used. If we use the IP-Step-FOWA, the best choice is A2; if we use the IP-Olympic-FOWA, then, A1; with the IP-Or-S-FOWA, the A4; with the IP-And-S-FOWA, the A5; and with the IP-Median-FOWA, the A3 and the A5.

Note that the results given in the form of triangular FNs can also be represented by using their membership functions. For simplicity, we will simply consider the results shown in Tables 3 and 4.

Another interesting issue is to establish an ordering of the alternatives. This becomes useful when we want to consider more than one alternative. The results are shown in Table 5. Note that \(\{\) means “preferred to”.

As we can see, depending on the aggregation used, the ordering of the strategies is different. Therefore, depending on the aggregation operator used, the results may lead to different decisions.

Note that in most cases, the reordering is the same for all the aggregation techniques. However, in some cases, when the results between the alternatives are very equal, each particular case of the IP-FOWA (or other types of OWA) may give different orderings because each particular method may fluctuate closer to the minimum or to the maximum. Note also that we prefer to focus on these critical results because we believe that they are more interesting when looking for the main advantages and characteristics of the IP-FOWA operator.

6. Conclusions

We analyzed the use of FNs in decision making with immediate probabilities. We demonstrated the feasibility of using FNs in this type of problems because it gives a more complete view of the uncertain decision problem. Moreover, by using immediate probabilities, we were able to develop a framework that simultaneously considers the probabilistic information and the attitudinal characteristics of the decision maker. In order to develop the analysis, we introduced a new aggregation operator, the IP-FOWA operator. We showed that this operator has similar properties to the OWA operator, the main difference being that it is able to consider probabilities in the problem. We then showed that it is possible to distinguish between descending and ascending orders, study different measures for characterizing the weighting vector, analyze different families of IP-FOWA operators such as the olympic-IP-FOWA or the S-IP-FOWA.

We also developed an application of the new approach in a decision-making problem about selection of strategies. We demonstrated that it is possible to be more optimistic or pessimistic in probabilistic decision-making problems. Obviously, this manipulation of the probabilistic results may give different results that lead to different decisions. Note that there are a lot of other potential applications of this method, which could be developed. Generally, immediate probabilities can be applied in almost all the problems where the usual probabilities have been past employed, such as decision making, actuarial sciences and statistics.

In our future research, we expect to further develop the decision-making problem with immediate probabilities by adding new characteristics in the problem, such as the use of inducing orders or hybrid aggregations. We will also consider other uncertain environments such as the ones that use interval numbers or linguistic variables.
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