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Chapter 1

Introduction

1.1 Scope of course

This course aims to introduce and discuss a number of commonly used mathemat-
ical methods techniques that graduate students will find useful in their research.
In the subsequent lectures we will aim to cover the following topics:

• Advanced differential equations, series solution,classification of singulari-
ties. Properties near ordinary and regular singular points. Approximate
behaviour near irregular singular points. Method of dominant balance.
Airy, Gamma and Bessel functions.

• Asymptotic methods. Boundary layer theory. Regular and singular pertur-
bation problems. Uniform approximations. Interior layes. LG approxima-
tion, WKBJ method.

• Generalised functions. Basic definitions and properties.

• Revision of basic complex analysis. Laurent expansions. Singularities.
Cauchy’s Theorem. Residue calculus. Plemelj formuale.

• Transform methods. Fourier transform. FT of generalised functions. Laplace
Transform. Properties of Gamma function. Mellin Transform. Analytic
continuation of Mellin transforms.

• Asymptotic expansion of integrals. Laplace’s method. Watson’s Lemma.
Method of stationary phase. Method of steepest descent. Estimation using
Mellin transform technique.

• Conformal mapping. Riemann-Hilbert problems.

Many of the above topics could easily be studied in detail over many lectures,
but our motivation is to give a flavour of the particular topic rather than give
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8 CHAPTER 1. INTRODUCTION

an exhaustive treatment of the subject. There will be sufficient detail for the
interested reader to follow up and investigate further if required. The course
therefore proceeds at a fairly rapid pace and students are strongly advised to
study the techniques, work through the examples covered and also attempt the
set problems.

Recommended Texts It will be assumed that students have done basic
courses on real and complex analysis. The following texts cover various topics
discussed in the course, although no single book covers all the topics that we will
be discussing.

1. C. M. Bender & S.A. Orszag, ‘Advanced Mathematical Methods for Scien-
tists and Engineers, McGraw-Hill.

2. N. Bleistein & R.A. Handelsman, ‘Asymptotic Expansions of Integrals.’

3. F. W. J. Olver, ‘Introduction to Asymptotics and Special Functions’, Dover.

4. M. J. Ablowitz & A. S. Fokas ‘Complex variables, introduction and appli-
cations’, C.U.P.

5. M. J. Lighthill ‘Introduction to Fourier analysis and generalised functions.’,
Dover.

The book by Bender & Orszag is particularly recommended and is one of my
favourites. It contains a wonderful selection of worked examples and accompa-
nying commentary. It is easy to read and well worth purchasing.

1.2 Important definitions and preliminaries

In this section we will introduce some of the definitions and notation which will
be used extensively in later parts of the course.

1.2.1 Ordering symbols, ’O and ’o’ notation

Ordering symbols ‘O’ and ‘o’
Definition of ‘O’: Let φ(x), ψ(x) be real or complex valued functions. Let

x0 be a limit point of a set R not necessarily belonging to R. We write

ψ = O(φ) in R

if ∃ a constant A (independent of x) so that

|ψ| ≤ A|φ| ∀x ∈ R.
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Also ψ = O(φ) as x→ x0 in some neighbourhood ∆, if ∃A such that

|ψ| ≤ A|φ| ∀x ∈ ∆ ∩R.

If φ 6= 0 in R then ψ = O(φ) as x→ x0 if ψ
φ
is bounded in R as x→ x0.

Examples
sinx = O(x) as x→ 0.

cosx = O(1) as x→ 0.

Definition of ‘o’: We write ψ = o(φ) as x→ x0 if for any given ε > 0 ∃
neighbourhood ∆ε of x0 such that

|ψ| ≤ Aε|φ| ∀x ∈ ∆ε ∩R.

Note that if φ 6= 0 in R then ψ = o(φ) as x→ x0 if ψ
φ
→ 0 as x→ x0.

Sometimes << used in place of o notation.
If the functions involved depend on parameters, in general the constants A,

and neighbourhoods ∆,∆ε will depend on the parameters. If however, A,∆,∆ε

are independent of the parameters, the order relation is said to hold uniformly in
the parameters.

Examples

sinx = o(1) as x→ 0.

Examples
sin(x+ ε) = O(1) uniformly as x→ 0.

√
x+ ε−√x = O(ε) nonuniformly as ε→ 0.

sin(x+ ε) = o(ε−
1
2 ) uniformly as ε→ 0.

1.2.2 Asymptotic sequences

Asymptotic sequences are extremely useful and will be used throughout this
course.
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Video clip of section on the O and o nota-
tion.Click here to open video clip in external
player.

Definition The sequence of functions {φn} is called an asymptotic se-
quence for x→ x0 in R if for each n, φn is defined in R and

φn+1 = o(φn) as x→ x0 in R.

If the sequence is infinite and φn+1 = O(φn) uniformly in n, then the {φn} is said
to be an asymptotic sequence uniformly in n. If the φn depend on parameters, and
φn+1 = o(φn) in the parameters, the {φn} is an asymptotic sequence uniformly in
the parameters.

Example The following define asymptotic sequences

{(x− x0)n} x→ x0 x ∈ C.

{x−n}, as x→∞.
{x−λn}, as x→∞,

where <(λn) < <(λn+1) for each n.

DefinitionWe say
f(x) ∼ g(x) as x→ x0

if
f(x)

g(x)
→ 1 as x→ x0.

Observe that this implies

f(x) = (1 + o(1))g(x) as x→ x0.

1.2.3 Asymptotic expansion

Definition Let {φn} be an asymptotic sequence. The series∑
anφn(x)

http://helix.stream.manchester.ac.uk/flash/50543577_hi.mp4
http://helix.stream.manchester.ac.uk/flash/50543577_hi.mp4
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is said to be an asymptotic expansion to N terms of f(x) as x→ x0 if

f(x)−
N∑
n=1

anφn(x) = O(φN+1) as x→ x0.

Sometimes this is written as

f(x) ∼
∑

anφn(x) to N terms as x→ x0 in R.

If N =∞ then
f(x) ∼

∑
anφn(x)

is called an asymptotic expansion. An asymptotic expansion involving certain
parameters is said to hold uniformly in the parameters if

f −
N∑
n=1

anφn(x) = O(φN+1)

uniformly in the parameters for each sufficiently large N , (not necessarily uni-
formly in N). If φn = x−λn where 0 < λ1 < λ2 < · · · < λn < λn+1 < . . .
then

φn+1

φn
=

xλn

xλn+1
=

1

xλn+1−λn
→ 0 as x→∞.

The above definitions stem from Poincaré’s studies, Poincaré (1886), where
he introduced asymptotic power series as a means for making divergent series
more useful. In Poincare’s definition the point x0 is infinity and the asymptotic
sequence is z−n where z →∞ in some section in the complex plane.

Poincaré power series expansionsA series
∑∞

n=0 anz
−n is called an asymp-

totic expansion of f(z) in some sector S, α ≤ arg(z) ≤ β if for each N ≥ 0

f(z) =
N∑
n=0

anz
−n +O(z−(N+1)), z →∞.

Examples Consider √
x+ ε =

√
x(1 +

ε

x
)
1
2 .

This suggests
√
x+ ε ∼ √x

[
1 +

ε

2x
− ε2

8x2
+ . . .

]
.

Define

φn(x, ε) =
1
2
(1

2
− 1) . . . (1

2
− n+ 1)

n!

εn

xn
,
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with x > 0 and fixed n. Now

φn+1

φn
=

(1
2
− n)

(n+ 1)

ε

x
→ 0 as ε→ 0.

Thus
∑
φn is an asymptotic expansion.

Note that that the series

∞∑
n=0

1
2
(1

2
− 1) . . . (1

2
− n+ 1)

n!

εn

xn

converges only for |ε| < |x|. Thus the series in an asymptotic expansion
does not necessarily converge.

Clip covering asymptotic expansions. Click
here to open video clip in external player.

How do we know that
√
x+ ε ∼ x

1
2

∑
φn(x, ε) above?

Theorem The asymptotic expansion to a given number of terms of a given
function is unique if the asymptotic sequence is given.

Proof
If f(x) ∼∑ anφn(x) then

f(x) =
n∑
k=1

akφk +Rn(x)

where Rn(x) = o(φn).

Hence

f(x) =
n−1∑
k=1

akφk + anφn +Rn(x)

Therefore ∣∣∣∣∣f(x)−∑n−1
k=1 akφk

φn
− an

∣∣∣∣∣ =

∣∣∣∣Rn

φn

∣∣∣∣→ 0 as x→ x0.

http://helix.stream.manchester.ac.uk/flash/21587190_hi.mp4
http://helix.stream.manchester.ac.uk/flash/21587190_hi.mp4
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Hence an is given uniquely by

an = lim
x→x0

(
f(x)−∑n−1

k=1 akφk(x)

φn(x)

)
(1.2.1)

Conversely,suppose we have N + 1 functions f(x), φ1(x), . . . φN(x) defined
in R. Then if (1.2.1) holds and am 6= 0 for m = 1, 2, . . . , N then {φn} is an
asymptotic sequence for x → x0 and

∑
anφn is an asymptotic expansion to N

terms of f(x) as x→ x0.
Proof: We have to show that φn+1 = o(φn) for n = 1, 2, . . . , N − 1. Now

from (1.2.1)

f −
m∑
k=1

akφk = o(φm).

Replace m by m+ 1 and we have

f −
m∑
k=1

akφk = am+1φm+1 + o(φm+1).

= am+1φm+1 + o(1)φm+1,

= (am+1 + o(1))φm+1.

Hence
(am+1 + o(1))φm+1 = o(φm).

Thus if am+1 6= 0 then qm+1 + o(1) 6= 0 for some x in the neighbourhood of x0

and dividing gives the result

φm+1 = o(φm).

The same function may have different asymptotic expansions involving two differ-
ent asymptotic sequences, or two different functions may have the same asymp-
totic expansion.

Examples
1

x+ 1
=

1

x(1 + 1
x
)
∼

∞∑
1

(−1)n+1

xn
as x→∞.

1

x+ 1
=

x− 1

x2 − 1
∼

∞∑
1

(x− 1)

x2n
as x→∞.

Also
1

x+ 1
+ e−x

2 ∼
∞∑
1

(−1)n+1

xn
.
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Video clip covering above examples.Click here
to open video clip in external player.

φ, ψ are said to be asymptotically equivalent as x→ x0 if

f(x) = g(x)(1 +O(1)).

The usefulness of an asymptotic expansion arises from the fact that only a
few terms of the series are required to give a good approximation to the function,
whereas with a Taylor series expansion many terms are required for equivalent
accuracy.

Note that from the definition of an asymptotic expansion, the remainder after
N terms is much smaller than the last term retained as x→ x0.

Example Consider

Ei(x) =

∫ ∞
x

e−t

t
dt.

Put t = x+ z and then

Ei(x) =
e−x

x

∫ ∞
0

e−z

1 + z
x

dz,

=
e−x

x

∫ ∞
0

e−z dz

[
1− z

x
+
z2

x2
−+ · · ·+ (−1)n−1zn−1

xn−1
+

(−1)nzn

xn(1 + z
x
)

]
.

Integrating term by term gives

Ei(x) = Sn(x) +Rn(x)

where

Sn(x) = e−x
n∑
j=1

(−1)j+1(j − 1)!

xj
,

Rn(x) = (−1)n
e−x

x

∫ ∞
0

e−zzn

xn(1 + z
x
)
dz = e−x

∫ ∞
0

e−xt
(−1)ntn

1 + t
dt.

http://helix.stream.manchester.ac.uk/flash/65057131_hi.mp4
http://helix.stream.manchester.ac.uk/flash/65057131_hi.mp4


1.2. IMPORTANT DEFINITIONS AND PRELIMINARIES 15

We have
|Rn(x)| < e−x

∫ ∞
0

e−txtn dt = e−x
n!

xn+1
.

Thus for fixed n, Rn = O( e−x

xn+1 ) as x → ∞. Hence Sn is an asymptotic
expansion for Ei(x) to n terms as x→∞.

If we take x = 10 then

S1(10) = 0.1 ∗ e−10 , |R1(10)| < 0.01 ∗ e−10.

S4(10) = 0.0914 ∗ e−10, |R4(10)| < 0.00024 ∗ e−10.

1.2.4 Additional notes

In general it is not permissible to differentiate asymptotic expansions.

Example If
f(x) = x+ sinx, f ′(x) = 1 + cosx,

then
f(x) ∼ x as x→∞

but it is not true that
f ′(x) ∼ 1 as x→∞.

Example If
f(x) = e−x cos(ex)

and x is real, then

f(x) ∼ 0 +
0

x
+

0

x2
+ . . . as x→∞,

but
f ′(x) = − sin(x)− e−x cos(ex)

oscillates as x→∞.

Differentiation is ok when it is known that f ′(x) is continuous and its asymp-
totic expansion exists. Also if f(z) is an analytic function of z and has a Poincaré
type of asymptotic power series expansion ie

f(z) ∼ a0 +
a1

z
+
a2

z2
+ . . . to N terms as z →∞
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uniformly in arg(z) in some sector S, then the expansion can be differentiated ie

f ′(z) ∼ −a1

z2
+

2a2

z3
+ . . . to N − 1 terms as z →∞

uniformly in arg(z) in some sector S ′ contained in S.
Integration is usually ok. Additional properties and proofs concerning asymp-

totic expansions may be found in Erdélyi (1956), Olver (1974).

Bibliography
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Olver, F. W. J. 1974 Introduction to Asymptotics and Special Functions . Dover.

Poincaré, H. 1886 Sur les intégrales irréguliéres des équations linéaires. Acta
Math. 8, 259–344.



Chapter 2

Basic complex analysis, review of
important results

In the section we will review some fundamantal concepts and theorems of complex
analysis which are used in later sections. A good reference text is the book on
Complex Variables by Ablowitz & S. (2003).

2.1 Singularities of complex functions
Definition An isolated singular point is a point where a (single-valued or a
single branch of a multivalued) function f(z) is not analytic, ie near z = z0 the
derivative of the function f ′(z0) does not exist.

In the neighbourhood of an isolated singular point the function may be repre-
sented by a Laurent expansion:

f(z) =
∞∑

n=−∞

cn(z − z0)n. (2.1.1)

An isolated singularity of a function f(z) at z = z0 is a pole of order N ,
where N ≥ 1 is a positive integer, if

f(z) =
φ(z)

(z − z0)N

where φ(z) is analytic in a neighbourhood of z = z0 and φ(z0) 6= 0. A simple
pole is when N = 1.

Example The function

f(z) =
(z − 2)2

z(z + i)3

has a simple pole at z = 0 and a pole of order 3 at z = −i.

17
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It may turn out that the singularity is removable as for example with

f(z) =
sin z

z

where one could define f(0) to be 1.
Definition An isolated singularity that is neither removable nor a pole is

called an essential singular point. An essential singular point has a full Lau-
rent expansion in that given

f(z) =
∞∑

n=−∞

cn(z − z0)n

then for any M > 0 there exists an m < −M such that cm 6= 0.

Example f(z) = e−
1
z has an essential singular point at z = 0 and

f(z) =
∞∑
n=0

(−1)n

n!zn
.

Multivalued Functions A function such as f(z) = z
1
2 , f(z) = log(z) are

multivalued functions with a branch point.
A point is a branch point if the multivalued function is discontinuous after

traversing a small circuit around the point.

Example Consider
f(z) = (z − 1)

1
2

and consider the circuit z = 1 + reiθ as θ ranges from θ = 0 to θ = 2π. The
argument of the function when θ = 0 is zero but when θ = 2π the argument of
f(z) is π.

We can work with a single-valued branch of a multivalued function if we
work in a restricted region of the complex plane with branch cuts.

Example Consider
f(z) = (z2 + 1)

1
2 .

This has branch points at z = ±i. We can define f(z) = (r1r2)
1
2 ei(θ1+θ2)/2 where

z = −i+ r1e
iθ1 , −3π/2 < θ1 < π/2 and z = i+ r2e

iθ2 , −π/2 < θ2 < 3π/2.
This makes the function continuous in the region z = iy, |y| < 1 and dis-

continuous for |y| > 1. Hence we have branch cuts as shown in figure 2.1.

Example Consider
f(z) = (z2 + 1)

1
2 .
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−i

i

Figure 2.1: Solid lines indicate branch cuts for f(z) = (z2 + 1)1/2.

−i

i

Figure 2.2: Solid lines indicate branch cuts for f(z) = (z2 + 1)1/2.

Alternatively we can define f(z) = (r1r2)
1
2 ei(θ1+θ2)/2 where z = −i+r1e

iθ1 , −π/2 <
θ1 < 3π/2 and z = i+ r2e

iθ2 , −π/2 < θ2 < 3π/2.

This makes the function discontinuous in the region z = iy, |y| < 1 and
continuous for |y| > 1. We then have branch cuts as shown in figure 2.2.

2.2 Cauchy’s residue and other important theo-
rems

The following results are heavily used in our work later. Proofs of the theorems
may be found in standard texts.

Theorem (Cauchy) Suppose f(z) is analytic in a simply connected domain D,
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and if C is a closed contour in D then∮
C
f(z) dz = 0.

Theorem- Cauchy’s integral formula. If f(z) is analytic in D and on a
closed contour C then all the derivatives f (k)(z), k = 1, 2, . . . exist in D and

f (k)(z) =
k!

2πi

∮
C

f(ξ)

(ξ − z)k+1
dξ.

Let f(z) be analytic in region D except for an isolated singular point at z = z0,
and suppose that

f(z) =
∞∑

n=−∞

cn(z − z0)n.

The coefficient c−1 is called the residue of f(z) at z = z0.
Definition Let C be a closed curve in region D containing the point z = z0

and z0 does not lie on the curve. The winding number or index of C with respect
to z0 is defined by

I(C, z0) =
1

2πi

∮
C

dz

z − z0

.

z0
z0 z0 z0

I = 2I = −1 I = 1 I = 0

Figure 2.3: Winding numbers I for different circuits around z = z0.

Cauchy’s Residue Theorem Let f(z) be analytic inside and on a closed
contour C except for a finite number of isolated singular points z1, z2, . . . zN inside
C. Then ∮

C
f(z) dz = 2πi

N∑
k=1

akI(C, zk),

where ak is the residue of f(z) at z = zk, and I(C, zk) is winding number of C
with respect to zk.
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Example Consider the different circuits as shown in figure 2.3. The winding
numbers are as shown for the different circuits.

Proof of Cauchy’s theorem: This is a sketch proof for a simple closed curve,
see figure 2.4 and apply Cauchy’s theorem to contour C ′ = C+L1 +c1 +L′1 + ...+
Ln + cn +L′1 and use fact that integrals over Lk and L′k cancel out, and integrals
around −ck give residues of f(z) around z = zk.

C

c1

c2

cn

L1

L2
L′1

L′2

L′n
Ln

Figure 2.4: Contour for proof of Cauchy;s residue theorem.

2.3 Use of Cauchy’s residue theorem in evaluation
of integrals

Cauchy’s residue theorem is very useful when evaluating certain integrals, invert-
ing transforms etc. We will study a few examples.

Example Suppose f(z) is analytic in C except for a finite number of poles which
do not lie on the real axis. Also suppose that there exists an M,R and k > 1
such that for |z| > R

|f(z)| ≤ M

|z|k ,

then ∫ ∞
−∞

f(x) dx = 2πi
∑
{res(f(z) in upper-half plane},∫ ∞

−∞
f(x) dx = −2πi

∑
{res(f(z) in lower-half plane }.

Proof Consider
∮

Γ
f(z) dz where Γ is as shown in fig. 2.5 Cauchy’s theorem

gives ∮
Γ

= 2πi
∑
{res(f(z) in upper-half plane}.
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−R R

Γ

Figure 2.5: Contour for example taken in upper-half plane

z3 z0

z2 z1

Figure 2.6: Poles of 1/(1 + z4).

But ∮
Γ

=

∫ R

−R
f(x) dx+

∫ π

0

f(Reiθ)iReiθ dθ.

Now ∣∣∣∣∫ π

0

f(Reiθ)iReiθ dθ

∣∣∣∣ ≤ π
M

Rk
R =

πM

Rk−1

Hence as R→∞ the integral
∫ 2π

0
f(Reiθ)iReiθ dθ → 0 and we obtain the result.

A similar result is obtained by taking a contour in the lower half plane.

Example Consider ∫ ∞
−∞

dx

1 + x4
.

The function f(z) = 1/(z4 + 1) has simple poles at z = zk = e
2ikπ−iπ

4 , k =
0, 1, 2, 3 and z = z1, z2 lie in the upper-half plane, see fig. 2.6.

Hence ∫ ∞
−∞

dx

1 + x4
= 2πi

∑
k=1,2

Res[
1

1 + z4
, zk].
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−R1 R2

S

L1

L2

L3

L4

Figure 2.7

Now
Res[

1

1 + z4
, zk] =

1

4z3
k

= −zk
4
.

Hence ∫ ∞
−∞

dx

1 + x4
= 2πi

[
−1

4
(e

iπ
4 + e

3iπ
4 )

]
= −πi

2

[
1 + i√

2
+
−1 + i√

2

]
=

π√
2
.

Suppose f(z) is analytic in C except for a finite number of poles which do not
lie on the real axis. Also suppose that there exists an M,R such that for |z| > R

|f(z)| ≤ M

|z| ,

then for any a > 0∫ ∞
−∞

eiaxf(x) dx = 2πi
∑
{res[f(z)eiaz] in upper-half plane}.

Note by taking real and imaginary parts we can use this result to work out
integrals of the form

∫∞
−∞ f(x) cos ax dx and

∫∞
−∞ f(x) sin ax dx.

Proof Consider
∫
L1+L2+L3+L4

eiazf(z) dz as shown in figure 2.7 where L1, L2, L3, L4

denote the sides of the rectangle −R1 ≤ <(z) ≤ R2, and 0 ≤ =(z) ≤ S and
R1, R2, S are such that all the zeros of the function in the upper-half plane are
contained in the rectangle.

Using Cauchy’s theorem∫
L1+L2+L3+L4

eiazf(z) dz = 2πi
∑

[Res[f(z)eiaz, in upper-half plane].

Consider

I2 =

∫
L2

eiazf(z) dz =

∫ S

0

eia(R2+iy)f(R2 + iy)i dy.
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We have

|I2| ≤
∫ S

0

e−ay|f(R2 + iy)| dy ≤ M2

R2

∫ S

0

e−ay dy =
M2(1− e−aS)

aR2

,

i.e

|I2| ≤
M2

aR2

.

Similarly if

I4 =

∫
L4

eiazf(z) dz = −
∫ S

0

eia(−R1+iy)f(−R1 + iy)i dy.

We have

|I4| ≤
∫ S

0

e−ay|f(−R1 + iy)| dy ≤ M4

R1

∫ S

0

e−ay dy =
M4(1− e−aS)

aR1

.

Thus

|I4| ≤
M4

aR1

.

Next if

I3 =

∫
L3

eiazf(z) dz = −
∫ R2

−R1

eia(iS+x)f(iS + x) dx

then

|I3| ≤
∫ R2

−R1

e−aS|f(iS + x)| dx ≤ M3

S

∫ R2

−R1

e−aS dx.

Thus

|I3| ≤M3e
−aSR2 +R1

S
.

Note that

I1 =

∫ R2

−R1

eiaxf(x) dx.

Taking the limits S →∞, R1 →∞, R2 →∞ independently, and noting that
I2, I3, I4 → 0 gives the required result∫ ∞

−∞
eiaxf(x) dx = 2πi

∑
[Res[f(z)eiaz, in the upper-half plane].
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2.4 Jordan’s Lemma
Jordan’s Lemma is also useful when evaluating contour integrals. The condi-
tions on the function are slightly weaker than in the previous result.

Consider
I =

∫
Γ

eiazf(z) dz

where a > 0 and Γ is the semicircle in the upper-half plane centered on the origin
and of radius R. f |f(Reiθ)| ≤ G(R) and G(R)→ 0 as R→∞ then

lim
R→∞

I = 0.

Proof of Jordan’s Lemma Now

I =

∫ π

0

ieiaR(cos θ+i sin θ)f(Reiθ)Reiθ dθ.

If we make use of the result that 0 ≤ 2θ/π ≤ sin θ for 0 ≤ θ ≤ π/2 then

|I| ≤
∫ π

0

e−aR sin θRG(R) dθ

≤ 2

∫ π/2

0

RG(R)e−2aRθ/π dθ =
πG(R)

a
(1− e−aR).

Let R→∞ and the result follows as G(R)→ 0 as R→∞.

Example Show that ∫ ∞
0

sinx

x(x2 + 1)
dx =

π

2
(1− e−1).

Consider ∮
C

eiz

z(z2 + 1)
dz

We take a contour as shown in figure 2.8 with a semicircular path of large radius
R and a small semicircular path of radius δ around the origin. The integrand has
a simple pole at z = i inside C Applying Cauchy’s Theorem gives∮

C

eiz

z(z2 + 1)
dz = 2πiRes[

eiz

z(z2 + 1)
; i] = 2πi[

e−1

2i2
] = −πie−1.

Now ∮
c

=

∫
L1

+

∫
CR

+

∫
L2

+

∫
Cδ
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L1

CR

Cδ

L2
R−R −δ δ

Figure 2.8: Contour C. Here CR is a semi-circle of radius R and Cδ a semi-circle
of radius δ.

and using Jordan’s Lemma
∫
CR
→ 0 as R→∞. Also∫

Cδ

=

∫ δ

π

eiδe
iθ
iδeiθ

δeiθ(δ2e2iθ + 1)
dθ = i(δ − π) +O(δ2)

as δ → 0.
Note that ∫

L1

+

∫
L2

=

∫ R

δ

eix

x(x2 + 1)
dz +

∫ −δ
−R

eix

x(x2 + 1)
dx = 2i

∫ R

δ

sinx

x(x2 + 1)
dx.

Hence taking the limit as R→∞ and δ → 0 gives

2i

∫ ∞
0

sinx

x(x2 + 1)
dx− iπ = −πie−1,

and thus ∫ ∞
0

sinx

x(x2 + 1)
dx =

π

2
(1− e−1).

Let f(z) be analytic in C except for a finite number of poles, none of which
lie on the positive real axis. Suppose a > 0 and a is not an integer. Suppose
that (i) there exist constants M,R > 0 and b > a such that |f(z)| ≤ M/|z|b for
|z| > R and (ii) and constants S,W > 0 and 0 < d < a such that for 0 < |z| ≤ S,
|f(z)| ≤ W/|z|d. Then

∫∞
0
xa−1f(x) dx is absolutely integrable and∫ ∞

0

xa−1f(x) dx =

− πe−πai

sin(aπ)

∑
{res[za−1f(z)] at the poles off(z), z 6= 0}
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and the branch za−1 = e(a−1) log(z) 0 < arg(z) < 2π is used.

Proof Note that for 0 < x ≤ S, we have

|xa−1f(x)| ≤ Wxa−d−1,

and for large positive x > R we have

|xa−1f(x)| ≤Mxa−b−1

and thus the integral exists and is absolutely convergent. To evaluate the integral
consider the integral of za−1f(z) around the contour Γ = C1 + C2 + C3 + C4 as
shown in the figure 2.9. Applying Cauchy’s theorem gives

x

y

C1

C2

C4

C3−R R

ε

θ1

θ2

Figure 2.9

IΓ =

∫
C1+C2+C3+C4

za−1f(z) dz =

2πi
∑
{res[za−1f(z)] at the poles off(z), z 6= 0}.

Now let In =
∫
Cn
za−1f(z) dz and note that

|I1| =
∣∣∣∣∫ 2π−θ2

θ1

(Reiθ)a−1f(Reiθ)iReiθ dθ

∣∣∣∣
≤M

∫
C1

|R|a−1

|R|b Rdθ < 2πMRa−b

independent of θ1, θ2. Hence I1 → 0 as R→∞. Similarly

|I3| =
∣∣∣∣∫ θ1

2π−θ2
(εeiθ)a−1f(εeiθ)iεeiθ dθ

∣∣∣∣ ≤ W

∫ 2π−θ2

θ1

εa−1

εd
ε dθ

< 2πWεa−d.
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Hence I3 → 0 as ε→ 0.

Next

I4 =

∫
C4

za−1f(z) dz =

∫ R

ε

(yeiθ1)a−1f(yeiθ1)eiθ1 dy

and

I2 =

∫
C2

za−1f(z) dz = −
∫ R

ε

(ye2iπ−iθ2)a−1f(ye2iπ−iθ2)e2iπ−iθ2 dy

= −
∫ R

ε

ya−1e2πi(a−1)e−i(a−1)θ2e−iθ2f(ye−iθ2) dy.

Letting R→∞, ε→ 0, θ1,2 → 0 shows that

I2 + I4 →
∫ ∞

0

ya−1(1− e2iπ(a−1))f(y) dy.

Hence putting it all together shows that

−
∫ ∞

0

ya−1eiaπ2i sin(πa)f(y) dy

= 2πi
∑
{res[za−1f(z)] at the poles off(z), z 6= 0}.

Thus ∫ ∞
0

xa−1f(x) dx =

− πe−πai

sin(aπ)

∑
{res[za−1f(z)] at the poles off(z), z 6= 0}

Example Consider ∫ ∞
0

xs−1

1 + x
dx

with 0 < <(s) < 1. Applying the previous result gives∫ ∞
0

xs−1

1 + x
dx =

− πe−πsi

sin(sπ)

∑
{res[zs−1 1

1 + z
] at z = −1},

=
π

sin(πs)
.



2.5. PLEMLJ FORMULAE 29

Z
ε

Cε

L − Lε

Figure 2.10: Contour L and Cε.

2.5 Plemlj formulae

Suppose L is a smooth contour (which may be closed or open) and suppose φ(z)
is continuous at z. Consider

Φ(z) =
1

2πi

∫
L

φ(ξ)

ξ − z dξ.

If z lies on L then the integral may not exist in the normal sense and we have to
work with the Cauchy principal value integral.

Consider the limit as ε→ 0+ along the curve L − Lε and Cε as shown in the
figure 2.1. The convention is that ε → 0+ implies the region on the left in the
positive direction of L.

Thus

Φ+(z) = lim
ε→0+

1

2πi

∫
L−Lε

φ(ξ)

ξ − z dξ + lim
ε→0+

1

2πi

∫
Cε

φ(ξ)

ξ − z dξ.

The first integral reduces to

1

2πi

∫
−
L

φ(ξ)

ξ − z dξ

and for the second put ξ = z + εeiθ to obtain

lim
ε→0+

1

2πi

∫
Cε

φ(z + εeiθ)

εeiθ
iεeiθ dθ =

1

2
φ(z).

Hence

Φ+(z) =
1

2
φ(z) +

1

2πi

∫
−
L

φ(ξ)

ξ − z dξ. (2.5.1)

Similarly

Φ−(z) = −1

2
φ(z) +

1

2πi

∫
−
L

φ(ξ)

ξ − z dξ. (2.5.2)

The formulae (2.5.1,2.5.2) are known as the Plemlj formulae Plemelj (1908).
They have important applications in many Riemann-Hilbert problems (see

later).
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Example Consider the following problem which arises in a (triple-deck) ap-
plication.

ux + vy = 0, ux = −px, vx = −py,
for 0 ≤ y <∞, −∞ < x <∞, and

u(x, y = 0+) = −P (x), v(x, y = 0+) = −A′(x).

In terms of the complex velocity u− iv and z = x+ iy we have

u− iv =
1

2π

∫ ∞
−∞

m(ξ)

z − ξ dξ.

Here m(ξ) is a suitable distribution of sources (to be found).
With z = x+ iy let y → 0+ and use the Plemlj formula. This gives This gives

u(x, 0+)− iv(x, 0+) = i

[
1

2πi

∫
−
∞

−∞

m(ξ)

ξ − x dξ +
1

2
m(x)

]
.

Using the conditions on y = 0 gives

m(x) = 2A′(x),

and
P (x) = − 1

2π

∫
−
∞

−∞

m(ξ)

ξ − x dξ.

Hence
P (x) = − 1

π

∫
−
∞

−∞

A′(ξ)

ξ − x dξ,

ie the interaction law in subsonic flow.
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Chapter 3

Approximate solution of linear
differential equations using
Frobenius series

3.1 Introduction
A large number of special functions are defined in terms of an ordinary differential
equation. It is useful to be able to predict solution properties just by examin-
ing the coefficents of the differential operator. Fortunately, there exist powerful
methods for predicting the local behaviour of the solutions near a point x = x0

without needing to solve the full differential equation. In many cases the dom-
inant behaviour can extracted without too much work, In this chapter we will
discuss the Frobenius Frobenius (1873) method for obtaining series solution of
linear ordinary equations about ordinary and regular singular points. In a later
chapter we will extend the ideas to obtain apprioximate solutions near irregular
singular points. The material discussed here follows closely the book by Bender
& Orsag Bender & Orszag (1999) which contains many wonderful, fully worked
examples.

3.2 Classification of singularities
Consider a homogeneous linear differential equation.

Ly = 0,

where
L ≡ dn

dxn
+ pn−1(x)

dn−1

dxn−1
+ . . . p1(x)

d

dx
+ p0(x). (3.2.1)

Definition - Ordinary Point The point x = x0( 6= ∞) is called an ordinary
point of (3.2.1) if p0(x), p1(x), . . . , pn−1(x) are analytic in a neighbourhood of x0.

31
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Definition - regular singular point
The point x = x0(x0 6=∞) is a regular singular point of (3.2.1) if all of (x−

x0)np0(x), (x − x0)n−1p1(x), . . . , (x − x0)pn−1(x) are analytic in a neighbourhood
of x = x0.

Definition - irregular singular point The point x = x0( 6= ∞) is called an
irregular singular point of (3.2.1) if it is neither an ordinary point or a regular
singular point. To classify the point at infinity, put x = 1/t and rewrite the
differential equation in terms of t. Then the point at ∞ is either an ordinary
point, regular singular point, or an irregular singular point, if t = 0 is an ordinary
point, regular singular point, or irregular singular point respectively.

Examples

1. y′′(x) = (1 + x2)y(x). Every point x = x0( 6=∞) is an ordinary point.

2. xy′′′(x) − y′(x) + y = 0. Every point x = x0 with x0 6= 0 or x0 6= ∞ is an
ordinary point.

3. (x− 1)y′′′(x) + xy(x) = 0 All points x = x0, with x0 6= 1 or ∞ are ordinary
points. x0 = 1 is a regular singular point.

4. x3y′′(x) − y = 0. The point x = 0 is not an ordinary point or a regular
singular point.

Video clip of last section.Click here to open
video clip in external player

3.3 Properties near ordinary and regular singular
points

All n linearly independent solutions of (3.2.1) are analytic in a neighbourhood of
an ordinary point, Fuchs (1866). The radius of convergence of a Taylor series of a
solution about x = x0 is at least as large as the distance to the nearest singularity

http://helix.stream.manchester.ac.uk/flash/63182485_hi.mp4
http://helix.stream.manchester.ac.uk/flash/63182485_hi.mp4
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of the coefficient functions. Near a regular singular point, the form of the nth
solution is at worst of the form,

y(x) = (x− x0)γ
n−1∑
k=0

[log(x− x0)]kAk(x)

where Ak(x) is analytic at x0, and γ is an indicial exponent.

Video clip discussing properties near ordinary
and regular singular points.Click here to open
video clip in external player.

Example Consider Airy’s equation

y′′ = xy. (3.3.1)

Here every point (6= ∞) is an ordinary point and the solution can be expressed
as a Taylor series expansion.

Seek a solution of the form y(x) =
∑∞

n=0 anx
n and substitution into the

equation (3.3.1) and equating coefficients of like powers of x leads to

ann(n− 1) = 0, n = 0, 1, 2, ann(n− 1) = an−3, n = 3, 4, . . .

Thus a1, a2 are arbitrary, a2 = 0 and

a3n =
a0Γ(2

3
)

32nn!Γ(n+ 2
3
)
, a3n+1 =

a1Γ(4
3
)

32nn!Γ(n+ 4
3
)
, a3n+2 = 0.

The Gamma function Γ(z) used above satisfies Γ(z+ 1) = zΓ(z). Hence we have
obtained two linearly independent solutions

y1(x) = C0

∞∑
n=0

x3n

9nn!Γ(n+ 2
3
)
,

and

y2(x) = C1

∞∑
n=0

x3n+1

9nn!Γ(n+ 4
3
)
.

http://helix.stream.manchester.ac.uk/flash/89365543_hi.mp4
http://helix.stream.manchester.ac.uk/flash/89365543_hi.mp4
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The radius of convergence of both series is infinity, the distance to the nearest sin-
gularity. By convention the two linearly independent solutions of Airy’s equation,
the Airy functions Ai(x),Bi(x) are defined by

Ai(x) = 3−
2
3

∞∑
n=0

x3n

9nn!Γ(n + 2
3
)
− 3−

4
3

∞∑
n=0

x3n+1

9nn!Γ(n + 4
3
)
,

Bi(x) = 3−
1
6

∞∑
n=0

x3n

9nn!Γ(n + 2
3
)

+ 3−
5
6

∞∑
n=0

x3n+1

9nn!Γ(n + 4
3
)
.

Video clip with worked example for Airy’s
equation.Click here to open video clip in ex-
ternal player.

3.4 Frobenius solution for 2nd order odes
Near a regular singular point the solution can be obtained as a Frobenius series
in the form

y(x) =
∞∑
k=0

ak(x− x0)k+γ.

Here a0 6= 0 and γ is an indicial exponent (to be found), see below. Consider the
equation

y′′(x) + p̄1(x)y′(x) + p̄0(x)y(x) = 0, (3.4.1)

and

p̄1(x) =
1

(x− x0)

∞∑
n=0

pn(x− x0)n, p̄0(x) =
1

(x− x0)2

∞∑
n=0

qn(x− x0)n.

If we seek a solution in Frobenius form

y(x) =
∞∑
k=0

ak(x− x0)k+γ,

then substitution into the equation (3.4.1) gives:

[γ2 + (p0 − 1)γ + q0]a0 = 0, (3.4.2)

http://helix.stream.manchester.ac.uk/flash/11635996_hi.mp4
http://helix.stream.manchester.ac.uk/flash/11635996_hi.mp4
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[(γ + n)2 + (p0 − 1)(γ + n) + q0]an = −
n−1∑
k=0

[(γ + k)pn−k + qn−k]ak, n = 1, 2, . . . .

(3.4.3)
From (3.4.2) since a0 6= 0 we obtain the indicial equation

P (γ) ≡ γ2 + (p0 − 1)γ + q0 = 0.

This gives two roots γ1, γ2, and we will assume that <(γ1) ≤ <(γ2). Then P (γ2 +
n) 6= 0 for n = 1, 2, , . . . .

From (3.4.3) solving for an gives

an = −
∑n−1

k=0 [(γ + k)pn−k + qn−k]ak
P (γ + n)

(3.4.4)

The expression (3.4.4) together with the fact that P (γ2 + n) 6= 0 shows that we
can obtain at least one solution in Frobenius form with the an given by (3.4.4)
in terms of a0 and γ = γ2. Whether a second solution of this form exists or not,
depends on whether the indicial roots differ by an integer or not. If γ2 − γ1 6=
integer, then P (γ + n) 6= 0 and a second solution of Frobenius form also exists
with an given by (3.4.4) in terms of a0 and γ = γ1. If γ2 − γ1 = N , where N is a
positive integer then note that from (3.4.3) we obtain

P (γ1 +N)aN = −
N−1∑
k=0

[(γ1 + k)pN−k + qN−k]ak. (3.4.5)

But γ1 +N = γ2 and thus the left hand side of(3.4.5) is

P (γ2)aN = 0.

If the right hand side of (3.4.5) equals zero then aN is indeterminate and a second
linearly independent solution of Frobenius type exists with γ = γ1.

Video clip of solution properties near a regu-
lar singular point. Open video clip in external
player.

Example Consider Rayleigh’s equation which arises in Hydrodynamic Stability
Theory, see MAGIC014.

φ′′ − (α2 +
U ′′

U − c)φ = 0, 0 < x <∞,

http://helix.stream.manchester.ac.uk/flash/90183638_hi.mp4
http://helix.stream.manchester.ac.uk/flash/90183638_hi.mp4
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where α and c are constants and U = U(x). Suppose c is real and there exists xc
such that U(xc) = c, and near x = xc

U(x) = c+ (x− xc)U ′(xc) +
1

2
(x− xc)2U ′′(xc) + . . . .

Here x = xc is a regular singular point because in terms of our earlier notation
in (3.4.1) p̄1(x) = 0 and

p̄0(x) = (α2 +
U ′′

U − c) =
q1

(x− xc)
+ q2 + . . . , and q1 =

U ′′(xc)

U ′(xc)
.

The indicial equation is

γ(γ − 1) = 0, =⇒ γ = 0, 1

and the roots differ by an integer.
Also the condition from (3.4.5) with N = 1 reduces to

q1 =
U ′′(xc)

U ′(xc)
= 0.

Thus if U ′′(xc) = 0 then we have two linearly independent solutions of Frobenius
type.

Video clip of worked example for Rayleigh’s
equation. Click here to open video clip in ex-
ternal player.

3.5 Roots differ by an integer, γ2 − γ1 = N

Let

y(x, γ) =
∞∑
n=0

an(γ)(x− x0)γ+n.

Now

Ly = a0P (γ)(x− x0)γ−2 + (3.5.1)
∞∑
n=1

[
anP (γ + n) +

n−1∑
j=0

(pn−j(γ + j)aj + qn−jaj)

]
(x− x0)γ+n−2.

http://helix.stream.manchester.ac.uk/flash/50118953_hi.mp4
http://helix.stream.manchester.ac.uk/flash/50118953_hi.mp4
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Now let a0 be arbitrary and choose an(γ), n = 1, 2, ... so that

an(γ) = −
∑n−1

k=0 [(γ + k)pn−k + qn−k]ak
P (γ + n)

and assume that P (γ + n) 6= 0 for n = 1, 2, ...

Roots differ by an integer, γ2 − γ1 = N

Then from (3.5.1) we have

Ly = a0P (γ)(x− x0)γ−2. (3.5.2)

We can see that if γ is chosen to be γ2 the right hand side of (3.5.2) is zero and
we have the solution y(x, γ2) obtained earlier.

Roots differ by an integer, γ2 − γ1 = 0

Suppose we differentiate both sides of (3.5.2) with respect to γ and then set
γ = γ2. Then

L(
∂y

∂γ
)|γ=γ2 = a0((γ2 − 2) log(x− x0)(x− x0)γ2−2P (γ2)

+ (x− x0)γ2−2P ′(γ)). (3.5.3)

If the roots are equal ie γ2 − γ1 = 0 then P ′(γ2) = 0 and we see that the right
hand side of (3.5.3) is zero. Therefore when we have equal roots a second linearly
independent solution is

∂y

∂γ
|γ=γ2 = y(x, γ2) log(x− x0) +

∞∑
n=0

∂an(γ)

∂γ
|γ=γ2(x− x0)γ2+n.

Video clip of working for two equal roots. Click
here to open video clip in external player.

http://helix.stream.manchester.ac.uk/flash/36576417_hi.mp4
http://helix.stream.manchester.ac.uk/flash/36576417_hi.mp4
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3.6 Roots differ by an integer γ2 − γ1 = N > 0

From (3.5.3) note that is we set γ = γ2 the right hand side is equal to

a0(x− x0)γ2−2P ′(γ2) = a0(x− x0)γ1+N−2P ′(γ2),

and is not zero. However, consider

L
[

(
∂y

∂γ
)|γ=γ2 +

∞∑
n=0

bn(x− x0)γ1+n

]
,

= a0(x− x0)γ1+N−2P ′(γ2) + b0P (γ1)(x− x0)γ1−2 (3.6.1)

+
∞∑
n=1

[P (γ1 + n)bn +
n−1∑
j=0

(pn−jbj + qn−jbj)](x− x0)γ1+n−2.

Equating powers of (x− x0) to zero gives:

P (γ1)b0 = 0, (3.6.2)

P (γ1 + n)bn +
n−1∑
j=0

(pn−j(γ1 + j) + qn−j)bj = 0, n = 1, 2, .., N − 1,

P (γ1 + n)bn +
n−1∑
j=0

(pn−j(γ1 + j) + qn−j)bj = 0, n = N + 1, . . . (3.6.3)

P (γ1 +N)bN +
n−1∑
j=0

(pn−j(γ1 + j) + qn−j)bj = a0P
′(γ2). (3.6.4)

From (3.6.2) since P (γ1) = 0 we see that b0 is undetermined.
But from (3.6.4) since P (γ1 + N) = P (γ2) we have an expression which de-

termines a0 in terms of b0, b1, . . . , bN−1.
The term bN is undetermined, but a non-zero bN just replicates a multiple of

the y(x, γ2) solution. Hence a second linearly independent solution is obtained in
the form

y1 =
∂y

∂γ
|γ=γ2 +

∞∑
n=0

bn(x− x0)γ1+n.

This can be expressed as

y1 = k log(x− x0)y2(x, γ2) +
∞∑
n=0

cn(x− x0)γ1+n. (3.6.5)

Note that if the right-hand side of (3.4.5) is zero, a0 is zero and the coefficient k
of the logarithmic term in (3.6.5) is zero.
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Example Consider again Rayleigh’s equation which we met in an earlier ex-
ample:

φ′′ − (α2 +
U ′′

U − c)φ = 0, 0 < x <∞,
where α and c are constants and U = U(x). Suppose c is real and there exists xc
such that U(xc) = c, and near x = xc

U(x) = c+ (x− xc)U ′(xc) +
1

2
(x− xc)2U ′′(xc) + . . . .

Here x = xc is a regular singular point because in terms of our earlier notation
as in (3.4.1) p̄1(x) = 0 and

p̄0(x) = (α2 +
U ′′

U − c) =
q1

(x− xc)
+ q2 + . . . , and q1 =

U ′′(xc)

U ′(xc)
.

The indicial equation gives two roots α = 0 and 1 differing by an integer. The
Frobenius method gives two linearly independent solutions of the form

φ1(x) = (x− xc) + a2(x− xc)2 + a3(x− xc)3 + . . . ,

φ2(x) = 1 + b1(x− xc) + b2(x− xc)2 + b3(x− xc)3 + . . .

+
U ′′(xc)

U ′(xc)
φ1(x)(x− xc) log(x− xc) x > xc.

The presence of the logarithmic branch point raises questions about what happens
for x < xc.

Video clip of worked example for Rayleigh’s
equation. Click here to open video clip in ex-
ternal player.
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Chapter 4

Solution properties of linear
differential equations near an
irregular singular point

4.1 Introduction

We have seen how to construct the local solution properties near ordinary points
and regular singular points. The more interesting case is to estimate behaviours
near irregular singular points.

There is a powerful technique developed by Carlini (1817), Liouville (1837),
Green (1837) based on the method of dominant balance. This is explained clearly
with lots of illustrative examples in Bender & Orszag (1999). Carlini’s (1817)
work concerned a problem in planetary motion. He introduced what is now known
as the WKB expansion (see later in the course) and obtained an asymptotic
expansion for a Bessel function of the first kind for large values of the parameter.
Almost 20 years later Liouville (1837) used a similar WKB type expansion for a
problem in heat conduction, and Green (1837) for a problem concerning waves in a
fluid. The technique is more popularly known as the WKBJ after Wentzel (1926),
Kramers (1926), Brillouin (1926), and Jeffreys (1924). A historical account of the
development of the WKBJ method can be found in Pike (1964), and Fröman &
Fröman (2002).

Note that Frobenius type solutions do not work near irregular singular points.
One example will suffice to illustrate this.

Example Consider

x4y′′ = y,

and we see that x = 0 is an irregular singular point. If we look for a solution of

41
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the form

y =
∞∑
n=0

anx
n+γ, (a0 6= 0),

then we obtain
∞∑
n=0

an(n+ γ)(n+ γ − 1)xn+γ+2 =
∞∑
n=0

anx
n+γ.

The coefficient of xγ gives a0 = 0 which is a contradiction and therefore no
solution of this type exists near x = 0.

Video clip of worked example.Click here to
open video clip in external player.

4.2 Method of Dominant balance
In this section we will discuss the method of dominant balance which is described
in Bender & Orszag (1999) and which is used to obtain approximate solutions
to linear ordinary differential equations about irregular singular points. We will
study this technique by working through some examples.

The method of dominant balance relies on looking for local solutions of the
form y = eS(x), as x→ x0. The various steps are as follows.

• Substitute into the equation and retain only the dominant terms.

• Solve asymptotically for S(x).

• Continue like this until the full leading order behaviour is obtained.

• Check that any assumptions made in the working are consistent.

We will illustrate the technique with an example.

Example Consider the equation

x4y′′ = y (4.2.1)

http://helix.stream.manchester.ac.uk/flash/73309756_hi.mp4
http://helix.stream.manchester.ac.uk/flash/73309756_hi.mp4
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and look for a solution as x→ 0 of the form

y = eS(x).

Now
y′(x) = S ′(x)eS(x), y′′(x) = (S ′2(x) + S ′′(x))eS(x). (4.2.2)

Substitution of (4.2.2) into the equation (4.2.1) gives

x4(S ′2 + S ′′)− 1 = 0. (4.2.3)

We have to solve this for S(x) as x→ 0. Let us assume that

S ′(x) = cxα + . . . , S ′′(x) = cαxα−1 + . . . .

Substitution into (4.2.3) gives

x4(c2x2α + cαxα−1) ∼ 1. (4.2.4)

By balancing the various terms in (4.2.4) there appears to be various possibilities
for choosing α. For example

• c2x4+2α ∼ 1 =⇒ α = −2.

• c2x4+2α ∼ −cαx4+α−1 =⇒ α = −1.

• cαx4+α−1 ∼ 1 =⇒ α = −3.

Only the first possibility is self consistent because choosing α = −1 or 3 implies
that the term omitted is larger than the ones retained for the balancing as x→ 0.
Thus with α = −2 and retaining the dominant terms gives

c2 = 1, =⇒ c = ±, 1.

We can continue in this manner and set

S ′(x) = cx−2 + A1(x), (4.2.5)

where A1(x) = o(x−2). Substitution into (4.2.3) gives

x4(c2x−4 + 2cx−2A1 + A2
1) + x4(−2cx−3 + A′1) ∼ 1,

or
2cx2A1 + x4A2

1 − 2cx+ x4A′ ∼ 0.

Again looking for a term of the form A1(x) = c1x
β and looking for a dominant

balance suggests that
β = −1, c1 = 1.
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Other possibilities lead to inconsistencies.
Thus

S ′(x) = cx−2 + x−1 + A2(x), A2(x) = o(x−1).

The equation for A2 is

x2(1 + 2cA2) + 2x3A2 + x4A2
2 − x2 + x4A′2 ∼ 0. (4.2.6)

Note that (4.2.6) is identically satisfied by A2 = 0 (not typical) giving

S ′(x) = cx−2 + x−1, S(x) = −cx−1 + log(x) + S0.

Hence
y(x) = eS(x) = Kxe±

1
x .

It can be verified that this satisfies the equation x4y′′ = y exactly.
The previous example was unusual in that the expansion for S(x) terminated

after a finite number of terms. This is not typical.

Video clip of worked example for y′′−x4y = 0’.
Click here to open video clip in external player.

Example Consider the equation

x3y′′ − y = 0. (4.2.7)

Note that x = 0 is an irregular singular point of (4.2.7). We will seek a solution
of the form y = eS(x) as x→ 0. This gives

x3(S ′2 + S ′′) = 1. (4.2.8)

A dominant balance gives (with c = ±1)

S ′(x) = cx−
3
2 + A(x), A(x) = o(x−

3
2 ). (4.2.9)

Substituting (4.2.9) into (4.2.8) gives

x3(c2x−3 + 2cx−
3
2A+ A2 − 3

2
cx−

5
2 + A′) ∼ 1,

http://helix.stream.manchester.ac.uk/flash/50543577_hi.mp4
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ie
2cx

3
2A+ x3A2 − 3c

2
x

1
2 + x3A′ ∼ 0.

A dominant balance gives

A ∼ 3

4x
.

Hence
S ′(x) = cx−

3
2 +

3

4
x−1 +B(x), B(x) = o(x−1). (4.2.10)

The equation for B after substituting (4.2.10) into (4.2.8) is

9

16
x+ 2cBx

3
2 +

3

2
x2B + x3B2 − 3

4
x+ x3B′ ∼ 0.

This gives

B(x) =
3

32c
x−

1
2 + o(x−

1
2 ).

Hence
S ′(x) = cx−

3
2 +

3

4
x−1 +

3

32c
x−

1
2 + . . . ,

giving

S(x) = −2cx−
1
2 +

3

4
log(x)− 3

16c
x

1
2 .

Thus the leading order behaviour of y(x) as x→ 0 is

y ∼ eS(x) ∼ x
3
4 e−2cx−

1
2U(x),

where c = ±1 and U(x) = 1 + o(x
1
2 ).

Video clip showing leading order behaviour of
x3y′′ − y = 0 as x → ∞. Click here to open
video clip in external player.

The above gives the leading order asymptotic behaviour of the the solutions.
The full asymptotic behaviour for y(x) requires more work. To do this we first
set

y(x) = e2cx−
1
2W (x), W (x) ∼

∞∑
n=0

anx
nα+ 3

4 , (4.2.11)

http://helix.stream.manchester.ac.uk/flash/54559850_hi.mp4
http://helix.stream.manchester.ac.uk/flash/54559850_hi.mp4
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where α is to be found. We have

y′ = [−cx− 3
2W +W ′]e2cx−

1
2 ,

y′′ = [c2x−3W − 2cx−
3
2W ′ +

3c

2
x−

5
2W +W ′′]e2cx−

1
2 .

Substituting into the equation x3y′′ − y = 0 gives

W ′′ − 2cx−
3
2W ′ +

3c

2
x−

5
2W = 0. (4.2.12)

If we seek an asymptotic expansion for W (x) as x→ 0 in the form

W (x) ∼
∞∑
n=0

anx
nα+ 3

4 ,

with (a0 6= 0) then substitution into (4.2.12) gives

∞∑
n=0

an(nα+
3

4
)(nα+

3

4
−1)xnα+ 3

4
−2−2c

∞∑
n=0

an(nα+
3

4
)xnα+ 3

4
− 5

2 +
3c

2

∞∑
n=0

anx
nα+ 3

4
− 5

2 ∼ 0.

(4.2.13)
Note that the coefficient of the dominant term x

3
4
− 5

2 in (4.2.13) is

a0(−3c

2
+

3c

2
) = 0,

which is satisfied identically leaving a0 undetermined. Balancing the next terms
in (4.2.13) suggests that

x−2 ∼ xα−
5
2

giving α = 1
2
.

The coefficient of x
3
4

+nα−2 in (4.2.13) shows that

an(nα +
3

4
)(nα +

3

4
− 1)− 2can+1(n+ 1)α = 0, n = 0, 1, 2, . . .

giving

an+1 =
(2n+ 3)(2n− 1)

16c(n+ 1)
an, n = 0, 1, 2, . . . .

Hence an asymptotic expansion of the solution to

x3y′′ − y = 0

as x→ 0 is
y ∼ Ae2cx−

1
2 x

3
4 (1− 3

16c
x

1
2 + . . . anx

n
2 + . . . ),
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Video clip of example showing full asymptotic
expansion for x3y′′ = y. as x→∞. Click here
to open video clip in external player.

where A is an arbitrary constant, c = ±1 and a0 = 1

an+1 =
(2n+ 3)(2n− 1)

16c(n+ 1)
an, n = 0, 1, 2, . . . .

Example Consider the equation

x2y′′ + xy′ − (x2 + ν2)y = 0. (4.2.14)

Note that x = ∞ is an irregular singular point. The leading order behaviour is
easily obtained to be

y(x) ∼ Cx−
1
2 e±x as x→∞.

We will obtain the full asymptotic behaviour as x→∞. Write

y(x) = AecxW (x),

where
W (x) = x−

1
2 (1 + o(x)), as x→∞,

A is an arbitrary constant and c = ±1. If we substitute into the equation (4.2.14)
we find that W satisfies

x2W ′′ + (2cx2 + x)W ′ + (cx− ν2)W = 0.

We seek an asymptotic expansion of W (x) as

W (x) ∼
∞∑
n=0

anx
nα− 1

2 ,

with a0 6= 0. Substitution into the equation for W gives
∞∑
n=0

an(nα−1

2
)(nα−3

2
)xnα−

1
2 +

∞∑
n=0

an(nα−1

2
)(2cxnα+ 1

2 +xnα−
1
2 )+

∞∑
n=0

an(cxnα+ 1
2−ν2xnα−

1
2 ) ∼ 0.

(4.2.15)

http://helix.stream.manchester.ac.uk/flash/98424979_hi.mp4
http://helix.stream.manchester.ac.uk/flash/98424979_hi.mp4
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The coefficient of the a0 term in (4.2.15) is zero. The dominant balance in
(4.2.15) suggests that

x−
1
2 ∼ xα+ 1

2 =⇒ α = −1.

Equating the coefficients of xnα−
1
2 in (4.2.15) to zero gives

(nα− 1

2
)(nα− 3

2
)an + an+1((n+ 1)α− 1

2
)2c+ an(nα− 1

2
) + an+1c− ν2an = 0.

Hence
an[(n+

1

2
)2 − ν2]− 2c(n+ 1)an+1 = 0, n = 0, 1, .. . . . ,

giving

an+1 =
(n+ 1

2
)2 − ν2

2c(n+ 1)
, n = 0, 1, . . . . (4.2.16)

The solutions of (4.2.14) therefore have the behaviour

y(x) ∼ Ax−
1
2 ecx(1 +

∞∑
n=1

an
1

xn
)

as x→∞, with a0 = 1 and an given by (4.2.16).
Note that the series terminates if

ν = ±(n+
1

2
) n = 0, 1, . . . ,

in which case we have an exact solution of the equation.
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Chapter 5

Some special functions

5.1 Airy Functions
Airy functions arise often in asymptotic expansions and in the theory of differ-
ential equations. We will look at a few properties.

Ai(z),Bi(z) are called Airy functions and are two linearly independent solu-
tions of

y′′ − zy = 0. (5.1.1)

Note that every point 6=∞ is an ordinary point of the differential equation, and
if we look for a Taylor series solution we find

y =
∞∑
n=0

anz
n, a0 6= 0

and

a3n =
Γ(2

3
)

9nn!Γ(n+ 2
3
)
a0, a3n+1 =

Γ(4
3
)

9nn!Γ(n+ 4
3
)
a1, a3n+2 = 0, (5.1.2)

where a0, a1 are arbitrary constants - see lecture 2. Thus

y(z) = a0Γ(
2

3
)
∞∑
n=0

z3n

9nn!Γ(n+ 2
3
)

+ a1Γ(
4

3
)
∞∑
n=0

z3n+1

9nn!Γ(n+ 2
3
)
.

The radius of convergence of the series is infinite since all points are ordinary
points. We define Ai(z),Bi(z) by

Ai(z) = 3−2/3

∞∑
n=0

z3n

9nn!Γ(n+ 2
3
)
− 3−4/3

∞∑
n=0

z3n+1

9nn!Γ(n+ 4
3
)

(5.1.3)

Bi(z) = 3−1/6

∞∑
n=0

z3n

9nn!Γ(n+ 2
3
)

+ 3−5/6

∞∑
n=0

z3n+1

9nn!Γ(n+ 4
3
)
. (5.1.4)
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Figure 5.1: Sample plots of the Airy function (a) Ai(x) and (b) Bi(x) on the real
line. Notice the highly oscillatory behaviour for large negative x. Ai(x) decays
exponentially for large positive x and Bi(x) grows exponentially for large positive
x.

For large x→∞
Ai(x) ∼ 1

2
√
π
x−

1
4 e−

2
3
x
3
2 ,

Bi(x) ∼ 1

2
√
π
x−

1
4 e

2
3
x
3
2 .

A study of the large x behaviour of the differential equation yields

y(x) ∼ Cx−
1
4 e±x

3
2 ,

but the constants appropriate to Ai(x),Bi(x) can only be determined from an
integral representation of the functions. For x→ −∞ we can look for a solution
of the form y = eS(x) as before. This leads to

S ′′ + S ′2 − x = 0. (5.1.5)

Hence

S ′(x) ∼ ±i(−x)
1
2 , S(x) ∼ ±2

3
i(−x)

3
2 as x→ −∞.

Writing

S = ±i2
3

(−x)
3
2 +B(x), B(x) = o((−x)

3
2 ),

we find that after substitution into (5.1.5) that

B(x) ∼ −1

4
log(−x).

Hence
y(x) ∼ C(−x)−

1
4 e±

2
3
i(−x)

3
2 as x→ −∞.
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5.1.1 Airy functions, behaviour for large x.

Since Ai(x),Bi(x) are real for real arguments x the behaviour as x→ −∞ must
be a linear combination of the above solutions. Hence

y(x) ∼ C1(−x)−
1
4 sin(

2

3
(−x)

3
2 ) + C2(−x)−

1
4 cos(

2

3
(−x)

3
2 ), (5.1.6)

as x→ −∞.
Further terms in the expansion may be obtained by writing

y(x) ∼ C1(−x)−
1
4w1(x) sin(

2

3
(−x)

3
2 +

π

4
) + C2(−x)−

1
4w2(x) cos(

2

3
(−x)

3
2 +

π

4
),

(5.1.7)
where the π/4 factor is inserted for convenience. After substitution into the
equation (5.1.1) one can find the behaviours of w1(x), w2(x). It is convenient to
introduce t = −x and rewrite (5.1.7) as

y(x) ∼ W1(t) sin(
2

3
t
3
2 +

π

4
) +W2(t) cos(

2

3
t
3
2 +

π

4
), (5.1.8)

Then

dy

dt
= [W1t

1
2 +W ′

2] cos(
2

3
t
3
2 +

π

4
) + [W ′

1 −W2t
1
2 ] sin(

2

3
t
3
2 +

π

4
).

d2y

dt2
= [−t 12 (W1t

1
2 +W ′

2) +W ′′
1 −

1

2
t−

1
2W2 −W ′

2t
1
2 ] sin(

2

3
t
3
2 +

π

4
)

+[t
1
2 (W ′

1 −W2t
1
2 ) +W ′′

2 +
1

2
t−

1
2W1 +W ′

1t
1
2 ] cos(

2

3
t
3
2 +

π

4
).

Hence substituting into Airy’s equation in terms of t ie

d2y

dt2
+ ty = 0,

and equating the coefficents of the sine and cosine terms to zero leads to

W ′′
1 − 2t

1
2W ′

2 −
1

2
t−

1
2W2 = 0, (5.1.9)

W ′′
2 + 2t

1
2W ′

1 +
1

2
t−

1
2W1 = 0. (5.1.10)

Next seek asymptotic expansion solutions to these equations in the form

W1(t) =
∞∑
n=0

ant
−nα− 1

4 , W2(t) =
∞∑
n=0

bnt
−nβ− 1

4 .
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The equation (5.1.9) for W1 leads to
∞∑
n=0

an(nα +
1

4
)(nα +

1

4
+ 1)t−nα +

∞∑
n=0

bn(2(nβ +
1

4
)− 1

2
)t−nβ+ 3

2 = 0, (5.1.11)

and the equation (5.1.10)for W2 to

∞∑
n=0

bn(−nβ+
1

4
)(nβ+

1

4
+1)t−nβ +

∞∑
n=0

an(−2(nα+
1

4
)+

1

2
)t−nα+ 3

2 = 0, (5.1.12)

The dominant terms in (5.1.11,5.1.12) show that

0.b0 = 0, 0.a0 = 0

leaving a0, b0 arbitrary.
At next order we obtain β = α = 3

2
and

bn+1 = −(6n+ 1)(6n+ 5)

48(n+ 1)
an, an+1 =

(6n+ 1)(6n+ 5)

48(n+ 1)
bn.

The choice of the constants

a0 =
1√
π
, b0 = 0

represents the behaviour of Ai(x) as x→ −∞. In this case the terms

a2n+1 = 0, n = 0, 1, . . . , b2n = 0, n = 0, 1, . . . .

We obtain

Ai(x) ∼ (−x)−
1
4w1(x) sin[

2

3
(−x)

3
2 +

π

4
] + (−x)−

1
4w2(x) cos[

2

3
(−x)

3
2 +

π

4
]

where

w1(x) ∼ 1√
π

∞∑
n=0

c2nx
−3n, x→ −∞,

w2(x) ∼ − 1√
π

(−x)−
3
2

∞∑
n=0

c2n+1x
−3n x→ −∞,

and

cn =
1

2π

(
3

4

)n Γ(n+ 5
6
)Γ(n+ 1

6
)

n!
.

The behaviour of Bi(x) is described by the choice

a0 = 0, b0 =
1√
π
.
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In this case the terms

a2n = 0, n = 0, 1, . . . , b2n+1 = 0, n = 0, 1, . . . .

We obtain

Bi(x) ∼ (−x)−
1
4w1(x) sin[

2

3
(−x)

3
2 +

π

4
] + (−x)−

1
4w2(x) cos[

2

3
(−x)

3
2 +

π

4
]

where

w1(x) ∼ 1√
π

(−x)−
3
2

∞∑
n=0

c2n+1x
−3n, x→ −∞,

w2(x) ∼ 1√
π

∞∑
n=0

c2nx
−3n x→ −∞,

and cn are as before.

Video clip for discussion of the properties of
Airy’s functions. Click here to open video clip
in external player.

5.2 Stokes’s Phenomenon
If we write

f(z) ∼ g(z) as z → z0

then it is unclear which path we are specifying as z → z0 in the complex plane.
For the equation

d2y

dz2
− zy = 0

we found that

Ai(z) ∼ 1

2
√
π
z−

1
4 e−

2
3
z
3
2 , Bi(z) ∼ 1√

π
z−

1
4 e+ 2

3
z
3
2 . (5.2.1)

But Ai(z) is an enitre function and its Taylor series (reftayairyai) converges for
all finite values of |z| whereas the right-hand side of (5.2.1) is a multi-valued
function with branch points. How is this resolved. Note that

f(z) ∼ g(z)

http://helix.stream.manchester.ac.uk/flash/50543577_hi.mp4
http://helix.stream.manchester.ac.uk/flash/50543577_hi.mp4
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holds only in a certain sector. Since Bi(z) grows exponentially along the real axis
it suggests to restrict z such that

| arg(z
3
2 )| < π

2
, =⇒ | arg(z)| < π

3
.

Thus the sector of validity for Bi(z) to have the behaviour as in (5.2.1) is
| arg(z)| < π/3.

In general if
f(z) ∼ g(z) as z → z0

then
f(z)− g(z) = o(g(z)) as z → z0.

Now
f(z) = g(z) + (f(z)− g(z)).

We say that when z lies in a certain sector g(z) is dominant and f(z)−g(z) small
or subdominant. As the edges of the sector, or wedge, are approached f(z)−g(z)
is not small. Outside the sector f − g becomes larger than g. This exchange of
identities is called Stokes’s Phenomenon after Stokes (1857) who first observed
it.

The edges of the sector or wedge where the difference in behaviour occurs on
different sides are called Stokes Lines. For some of the second order equations
studied earlier, we observed that

y ∼ eS1,2(x) as z → z0.

Stokes lines are defined by

<(S1(z)− S2(z)) = 0.

and anti-Stokes lines by
=(S1(z)− S2(z)) = 0.

Example Consider the Airy functions. The Stokes lines are given by

Re(z
3
2 ) = 0

giving
arg(z) = ±π

3
, π, |z| → ∞.

The function Bi(z) has the behaviour

Bi(z) ∼ 1√
π
z−

1
4 e

2
3
z
3
2

valid only in the sector | arg(z)| < π/3.
However for Ai(z) it can be shown from the integral representation (see below)

for Ai(z) that

Ai(z) ∼ 1

2
√
π
z−

1
4 e−

2
3
z
3
2 ,

as z →∞ holds in a much larger sector for | arg(z)| < π.
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Video clip for discussion of the Stokes’ phe-
nomenon.Click here to open video clip in ex-
ternal player.

5.3 Linear relations between Airy functions

In the equation
d2y

dz2
− zy = 0

we can replace zy by ω3zy where ω = e−2iπ/3 is a cube root of unity.
Next put t = ωz and note that

d2y

dt2
− ty = 0

so that y = Ai(ωz) is also a solution of Airy’s equation. Similarly Ai(z),Ai(ωz),Ai(ω2z),Bi(z)
are all solutions of Airy’s equation but we can only have two linearly independent
solutions. Hence there exists a, b such that

Ai(z) = aAi(ωz) + bAi(ω2z).

From the Taylor series (5.1.3) for Ai(z) comparing the coefficents of the z0, z
terms shows that

a+ b = 1, aω + bω2 = 1.

Hence
a = −ω, b = −ω2.

Thus
Ai(z) = −ωAi(ωz)− ω2Ai(ω2z), (5.3.1)

and similarly
Bi(z) = iωAi(ωz)− iω2Ai(ω2z). (5.3.2)

These relations can be used to obtain asymptotic expansions for Ai(z),Bi(z) valid
in other sectors given that

Ai(z) ∼ 1

2
√
π
z−

1
4 e−

2
3
z
3
2

∞∑
n=0

(−1)ncnz
− 3n

2 , | arg(z)| < π. (5.3.3)

http://helix.stream.manchester.ac.uk/flash/14608277_hi.mp4
http://helix.stream.manchester.ac.uk/flash/14608277_hi.mp4
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with

cn =
1

2π

(
3

4

)n Γ(n+ 5
6
)Γ(n+ 1

6
)

n!
.

To use (5.3.3) with (5.3.1) we require that

−π < arg(ωz) < π, and − π < arg(ω2z) < π.

This implies that provided π/3 < arg(z) < 5π/3, we can write

Ai(z) ∼ −ω
[

1

2
√
π

(ωz)−
1
4 e−

2
3

(ωz)
3
2

∞∑
n=0

(−1)ncn(ωz)−
3n
2

]

−ω2

[
1

2
√
π

(ω2z)−
1
4 e−

2
3

(ω2z)
3
2

∞∑
n=0

(−1)ncn(ω2z)−
3n
2

]
.

Hence for π/3 < arg(z) < 5π/3

Ai(z) ∼ 1

2
√
π
z−

1
4 e−

2
3
z
3
2

∞∑
n=0

(−1)ncnz
− 3n

2 +
i

2
√
π
z−

1
4 e

2
3
z
3
2

∞∑
n=0

(−1)ncnz
− 3n

2 .

Video clip for properties of Airy functions
and asymptotic expansions across different sec-
tors.Click here to open video clip in external
player.

5.4 Integral represensations of Airy functions
Consider the Airy equation

d2y

dz2
− zy = 0

and suppose we seek a solution in the form

y(z) =

∫
c

F (s)esz ds.

Substitution into the equation shows that∫
c

(s2 − z)F (s)esz ds = 0.

http://helix.stream.manchester.ac.uk/flash/67418087_hi.mp4
http://helix.stream.manchester.ac.uk/flash/67418087_hi.mp4
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Integrate by parts then

[−F (s)esz]C +

∫
C

(s2F +
dF

ds
)esz ds = 0.

The first term above is to be evaluated at the endpoints of the curve C. Suppose
we choose F so that

dF

ds
+ s2F = 0,

ie
F (s) = e−

s3

3 .

For this to satisfy the equation we also need to choose a suitable contour C so
that

[F (s)esz]C = [e−
s3

3
+sZ ]C = 0.

This gives rise to three sectors

−π
6
< arg(s) <

π

6
,

π

2
< arg(s) <

5π

6
, −π

2
< arg(s) < −5π

6

where |e− s
3

3 | → 0, provided the endpoints of the start and begin in these sectors.
This gives rise to three functions

fn =
1

2πi

∫
Cn

esz−
s3

3 ds,

where the curves are as in the fig. 5.2. The Airy function Ai(z) is given by

Ai(z) =
1

2πi

∫
C1

esz−
s3

3 ds.

The Airy function of the second kind Bi(z) is given by

Bi(z) = i[f2(z)− f3(z)].

5.5 Properties of parabolic cylinder functions
Consider the parabolic cylinder equations

y′′ + (ν +
1

2
− 1

4
z2)y = 0.

All points except z = ∞ are ordinary points and one can readily obtain Taylor
series solutions about z = 0. For z → ∞ if we look for a solution of the form
y ∼ eS(z) we find that

y(x) ∼ c1z
−ν−1e

z2

4 , and y(x) ∼ c2z
νe−

z2

4 , z →∞.
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C3

C1

C2

Figure 5.2: Various contours for solutions of the Airy equation in the integral
representation

Video clip for discussion of the integral repre-
sentation of Airy’s functions.Click here to open
video clip in external player.

The convention is to take Dν(z) as the solution with the property that

y(z) ∼ zνe−
z2

4 , z →∞.

Note that Dν(−z) is also a solution and if we put x = iz we find that the equation
becomes

−d
2y

dx2
+ (ν +

1

2
+
x2

4
)y = 0,

ie
d2y

dx2
+ (−(ν +

1

2
)− x2

4
)y = 0,

or
d2y

dx2
+ (−(ν + 1) +

1

2
− x2

4
)y = 0.

http://helix.stream.manchester.ac.uk/flash/44213490_hi.mp4
http://helix.stream.manchester.ac.uk/flash/44213490_hi.mp4
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C3

C1

C2

3π/4

5π/4

Figure 5.3: Stokes lines for parabolic cylinder function

Thus y = D−ν−1(−iz) is also another (linearly independent) solution. A linear
relationship must therefore exist between the three solutions and one can show
that

Dν(z) = eiνzDν(−z) +

√
2π

Γ(−ν)
ei(ν+1)π

2D−ν−1(−iz)

is valid for all z.
From the leading order asymptotic behaviour we see that the Stokes lines are

given by

Re(z2) = 0, =⇒ arg(z) = ±π
4
,±3π

4
.

The asymptotic behaviour for Dν(z) as z → ∞ can be obtained (see examples
2), and shows that

Dν(z) ∼ zνe−
z2

4

∞∑
n=0

(−1)nanz
−2n as z →∞, | arg(z)| < 3π

4
. (5.5.1)

Here a0 = 1, and

an =
ν(ν − 1) . . . (ν − 2n+ 1)

2nn!
.

Since Dν(z) is subdominant in | arg(z)| < π/4 the expression (5.5.1) is valid in
the larger sector | arg(z)| < 3π/4. [NB, as a rule of thumb this is generally true].

We can use the relation

Dν(z) = eiνzDν(−z) +

√
2π

Γ(−ν)
ei(ν+1)π

2D−ν−1(−iz)

in conjunction with (5.5.1) to derive an expression valid for a larger sector.
Note that to use (5.5.1) with Dν(−z) if we write −z = |z|e−iπ+iθ we require

−3π

4
< −π + θ <

3π

4
, =⇒ π

4
< θ <

7π

4
.
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Similarly to use (5.5.1) with D−ν−1(−iz) if we write −iz = |z|e−iπ2 +iθ we
require

π

4
< θ <

5π

4
.

Hence for π/4 < arg(z) < 5π/4 using (5.5.1) we find that

Dν(z) ∼ zνe−
z2

4

∞∑
n=0

(−1)nanz
−2n − (2π)

1
2

Γ(−ν)
eiπνz−ν−1e

z2

4

∞∑
n=0

bnz
−2n

as z →∞, π

4
< arg(z) <

5π

4
. (5.5.2)

Here b0 = 1, and

bn =
(ν + 1)(ν + 2) . . . (ν + n)

2nn!
.
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Chapter 6

Properties of the Gamma function

Before we discuss Laplace and Mellin transforms we need a few properties of the
Gamma function. Many of these can be found in standard texts such as the book
by Olver (1974), or Whittaker & Watson (1927) A course of modern analysis.

6.1 Definition of the Gamma Function due to
Weierstrass (1856)

The Gamma function Γ(z) is defined by the equation

1

Γ(z)
= zeγzΠ∞n=1{(1 +

z

n
)e−

z
n}, (6.1.1)

where the constant γ is the Euler or Mascheroni constant

γ = lim
m→∞

{1 +
1

2
+

1

3
+ · · ·+ 1

m
− logm} = 0.5772157 . . . .

The Gamma function was first defined by Euler in a different way (see below).
Note that if

un =

∫ 1

0

t

n(n+ t)
dt =

1

n
− log

n+ 1

n

then
0 < un <

1

n2

and so
∑∞

n=0 un converges. Also

γ = lim
m→∞

{1 +
1

2
+

1

3
+ · · ·+ 1

m
− logm}

= lim
m→∞

{
m∑
n=1

un + log
m+ 1

m
} =

∞∑
n=0

un.
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Thus the constant γ takes a finite value in the limit. Next consider (with the
principal value of log(z), −π < arg(z) < π),∣∣∣log(1 +

z

n
)− z

n

∣∣∣ =

∣∣∣∣− z2

2n2
+

z3

3n3
− . . .

∣∣∣∣ ,
≤ |z|

2

n2

(
1 +
|z|
n

+
|z|2
n2

+ . . .

)
.

Let integer N be such that |z| ≤ N/2 and then for n > N , we have |z|/n < 1/2
and so ∣∣∣log(1 +

z

n
)− z

n

∣∣∣ ≤ 1

4

N2

n2

(
1 +

1

2
+

1

22
+ . . .

)
≤ 1

2

N2

n2
.

Video clip on Weierstrass definition of Gamma
function. Click here to open video clip in ex-
ternal player.

Thus it follows that when |z| ≤ N/2 the series
∞∑

n=N+1

(
log(1 +

z

n
)− z

n

)
is an absolutely and uniformly convergent series of analytic functions, and so its
exponential

Π∞n=N+1

[(
1 +

z

n

)
e−

z
n

]
is an analytic function. Thus

Π∞n=1

[(
1 +

z

n

)
e−

z
n

]
is an analytic function for all finite values of z. The Gamma function Γ(z) defined
by

1

Γ(z)
= zeγzΠ∞n=1

[(
1 +

z

n

)
e−

z
n

]
is analytic except for the points z = 0,−1,−2, . . . where it has simple poles.

It is easy to prove from this that

Γ(1) = 1, Γ′(1) = −γ.

http://helix.stream.manchester.ac.uk/flash/81451252_hi.mp4
http://helix.stream.manchester.ac.uk/flash/81451252_hi.mp4
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Video clip showing working for Γ(1) = 1. Click
here to open video clip in external player.

6.2 Euler’s (1729) definition of the Gamma func-
tion

Now
1

Γ(z)
= z lim

m→∞
e(1+ 1

2
+... 1

m
−logm)z

[
lim
m→∞

Πm
n=1

[(
1 +

z

n

)
e−

z
n

]]
,

= z lim
m→∞

[
e(1+ 1

2
+... 1

m
−logm)zΠm

n=1

[(
1 +

z

n

)
e−

z
n

]]
,

= z lim
m→∞

m−zΠm
n=1(1 +

z

n
).

Thus except at the points z = 0,−1,−2, ... we have

Γ(z) = lim
m→∞

1.2. . . . (m)

z(z + 1) . . . (z +m)
mz.

This formula is due to Euler (1729). Note that if z is not a negative integer, using
Euler’s formula

Γ(z + 1)

Γ(z)
=

lim
m→∞

1.2. . . . (m)

(z + 1)(z + 2) . . . (z +m+ 1)
mz+1 z(z + 1) . . . (z +m)

1.2. . . .m

1

mz
,

= lim
m→∞

mz

z +m+ 1
= z.

Thus
Γ(z + 1) = zΓ(z).

Using this for positive integer n, gives Γ(n) = (n− 1)!.

6.3 Integral representation of the Gamma func-
tion

Consider
Πn(z) =

∫ n

0

(1− t

n
)ntz−1 dt,

http://helix.stream.manchester.ac.uk/flash/50538644_hi.mp4
http://helix.stream.manchester.ac.uk/flash/50538644_hi.mp4
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where <(z) > 0. Note that

Πn(z) = nz
∫ 1

0

(1− t)ntz−1 dz

and after integrating by parts a few times we obtain

Πn(z) =
n(n− 1) . . . 1

z(z + 1) . . . (z + n− 1)

∫ 1

0

tn+z−1dt,

ie
Πn(z) =

1.2. . . . n

z(z + 1) . . . (z + n)
nz.

Taking the limit shows that Πn(z)→ Γ(z) as n→∞. Hence

Γ(z) = lim
n→∞

∫ n

0

(1− t

n
)ntz−1 dt.

Once can show that

Γ(z) = lim
n→∞

∫ n

0

(1− t

n
)ntz−1 dt =

∫ ∞
0

e−ttz−1 dt.

where we have made use of the result that

et = lim
n→∞

(1 +
t

n
)n

6.4 Mittag-Leffler (1880) expansions and infinite
products

An important identity is

Γ(z)Γ(1− z) =
π

sin(πz)
z 6= 0,±1,±2, . . . .

From the Euler definition we have

1

Γ(z)Γ(1− z)
=

lim
n→∞

{
z(z + 1) . . . (z + n)(1− z)(2− z) . . . (n+ 1− z)

n!nzn!n1−z

}
= zΠ∞n=1

(
1− z2

n2

)
=

sin πz

π
.

Put z = 1
2
to obtain Γ(1

2
) =
√
π.
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In the last section use is made of the more general result stated below.
Suppose that f(z) is an analytic function for all values of z and which has

simple zeros at a1, a2, . . . and limn→∞ |an| is infinite. Then

f(z) = f(0)e
f ′(0)
f(0)

zΠ∞n=1

{(
1− z

an

)
e
z
an

}
.

For the function f(z) = sin z
z

we have f(0) = 1, f ′(0) = 0 and the function has
simple zeros at z = ±nπ, n = 1, 2, . . . . So

sin z

z
= Π∞n=1

{(
1− z

nπ

)
e
z
nπ

}{(
1 +

z

nπ

)
e−

z
nπ

}
= Π∞n=1

(
1− z2

n2π2

)
.

Video clip showing proof of Γ(z)Γ(1 − z) =
π sin πz. Click here to open video clip in ex-
ternal player.

The proof of the previous result requires the following theorem which shows
how to construct a Mittag-Leffler expansion.
Theorem

Suppose g(z) is an analytic function whose only singularities are simple poles
a1, a2, . . . where |a1| ≤ |a2| ≤ . . . . Let b1, b2, . . . be the residues at these poles.
We will assume that we can construct a sequence of circles Cm with centre at
O not passing through the poles of g(z) and such that g(z) is bounded on Cm ie
|g(z)| < M on Cm and M is independent of m.

Then if x is not a pole of g(z)

g(x) = g(0) +
∞∑
n=1

bn

[
1

x− an
+

1

an

]
.

Proof
We have from Cauchy’s Theorem

1

2πi

∫
Cm

g(z)

z − x dz = g(x) +
∑
r

br
ar − x

the summation being over all poles inside Cm. But

1

2πi

∫
Cm

g(z)

z − x dz =
1

2πi

∫
Cm

g(z)

z
dz +

x

2πi

∫
Cm

g(z)

z(z − x)
dz

http://helix.stream.manchester.ac.uk/flash/35438325_hi.mp4
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= g(0) +
∑
r

br
ar

+
x

2πi

∫
Cm

g(z)

z(z − x)
dz.

Now ∣∣∣∣∫
Cm

g(z)

z(z − x)

∣∣∣∣ ≤ M

Rm

where Rm is the radius of Cm. Let m → ∞ and subtracting the two expansions
gives the required result

g(x) = g(0) +
∞∑
n=1

bn

[
1

x− an
+

1

an

]
.

We apply the previous result to the function

g(z) =
f ′(z)

f(z)

where f(z) is an analytic function for all z and it has simple zeros at the points
a1, a2, . . . , where limm→∞ |am| is infinite.

Then f ′(z) is analytic and since

f(z) = (z − ar)f ′(ar) +
1

2
(z − ar)2f ′′(ar) + . . . ,

f ′(z) = f ′(ar) + (z − ar)f ′′(ar) + . . .

the function g(z) = f ′(z)
f(z)

has a simple pole at z = ar with residue 1.
Then if we can find a sequence of circles such that f ′(z)/f(z) is bounded on

Cm as m→∞ it follows that

f ′(z)

f(z)
=
f ′(0)

f(0)
+
∞∑
n=1

[
1

z − an
+

1

an

]
.

Integrating and taking the exponential gives

f(z) = ce
zf ′(0)
f(0) Π∞n=1

[(
1− z

an

)
e
z
an

]
.

Putting z = 0 gives c = f(0) and hence

f(z) = f(0)e
zf ′(0)
f(0) Π∞n=1

[(
1− z

an

)
e
z
an

]
.



6.5. HANKEL’S (1864) LOOP INTEGRAL FOR Γ(Z). 69

C

Figure 6.1: Loop contour for Hankel’s integral representation of Γ(z).

6.5 Hankel’s (1864) loop integral for Γ(z).
An alternative integral representation of Γ(z) was given by Hankel and is

1

Γ(z)
=

i

2π

∫
C
(−t)−ze−t dt

where C is the loop contour, see figure 6.1), which starts at ∞+ i0 encircles the
origin and tends to ∞− i0. Alternatively

I(z) =
1

Γ(z)
=

1

2πi

∫
D
t−zet dt (6.5.1)

where D is the contour as in the figure 6.2.

D

Figure 6.2: Loop contour for Hankel’s integral representation of Γ(z).

We will use the second form, and the branch of t−z = e−z log t is the principal
branch of the log function, ie −π < arg(t) < π.

The integrand in (6.5.1) is an analytic function in the restricted region and
so by Cauchy’s theorem the loop integral can be deformed to the paths starting
at −∞− i0 looping around the origin and ending up at −∞+ i0.

The integral around the loop is

1

2πi

∫ π

−π
iεeiθeεe

iθ

e−z(log ε+iθ) dθ → 0

as we take the radius of the loop ε → 0. On the lower part of D put t = τe−iπ

and on the upper part t = τeiπ to get

I(z) = − 1

2πi

∫ 0

∞
e−ττ−zeiπz dτ − 1

2πi

∫ ∞
0

e−ττ−ze−iπz dτ
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=
1

π
sin(πz)

∫ ∞
0

e−ττ−z dτ. =
1

π
sin(πz)Γ(1− z).

Using the identity Γ(z)Γ(1− z) = π
sin(πz)

, we obtain

1

Γ(z)
=

1

2πi

∫
D
t−zet dt.

Video clip showing Hankel’s integral represen-
tation of Γ(z). Click here to open video clip in
external player.

6.6 Stirling’s formula for Γ(z) for large z.
We will also need the asymptotic form for Γ(z) for |z| large and this is given by
Stirling’s formula:

Γ(z) =

√
2π

z

(z
e

)z [
1 +O(

1

z
)

]
, |z| → ∞, | arg(z)| < π.

This can be derived from the integral representation above, see later in the course.
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Chapter 7

Matched expansions, Boundary
Layer Theory, WKB method.

7.1 Boundary layer theory - regular and singular
perturbation problems.

In this section we will consider boundary layer and WKB theory for obtaining
asymptotic solutions to differential equations whose highest derivatives are mul-
tiplied by a small parameter ε. We will find that the solutions change rapidly in
thin regions as ε→ 0. A singular perturbation problem is characterised by the
fact that the ε = 0 problem has quite different solution properties as compared
to the 0 < ε << 1 problem. In a regular perturbation problem as ε → 0 the
solution tends to the solution for ε = 0. This is best illustrated by looking at
some simple examples.

Example
Consider

y′′ + 2εy′ − y = 0, y(0) = 0, y(1) = 1 (7.1.1)

and 0 < ε << 1. The general solution is

y(x, ε) =
em1x − em2x

em1 − em2
,

where
m1 = −ε+

√
1 + ε2, m2 = −ε−

√
1 + ε2.

As ε→ 0 we have

y(x)→ sinh(x)

sinh(1)
,

and everything seems ok.

71
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We can also obtain a solution as follows: Write

y = Y0 + εY1 + ε2Y2 + . . . .

Substitution into the equation (7.1.1) and equating coefficents of like powers of ε
to zero gives

Y ′′0 − Y0 = 0, Y0(0) = 0, Y0(1) = 1 (7.1.2)
Y ′′1 − Y1 = −2Y ′0 , Y1(0) = 0, Y1(1) = 0.

Solving (7.1.2) gives

Y0 =
sinh(x)

sinh(1)
, Y1 = (1− x)

sinh(x)

sinh(1)
.

Again there are no problems - we have a regular perturbation problem.

Video clip for regular perturbation problem ex-
ample. Click here to open video clip in external
player.

Example
Consider

εy′′ + 2y′ − y = 0, y(0) = 0, y(1) = 1, (7.1.3)

for 0 < ε << 1. The solution is as before

y(x, ε) =
em1x − em2x

em1 − em2
,

where now
m1 =

1

ε
(−1 +

√
1 + ε), m2 =

1

ε
(−1−

√
1 + ε).

As ε→ 0 we have
m1 →

1

2
, m2 ∼ −

2

ε
.

Note that as ε→ 0

y ∼ 1

(e
1
2 − e− 2

ε )
(e

x
2 − e− 2x

ε ) ∼ e−
1
2 (e

x
2 − e− 2x

ε ).

Clearly there are two distinct regions:

http://helix.stream.manchester.ac.uk/flash/96092380_hi.mp4
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• x
ε

= O(1), and then
y ∼ e−

1
2 (e

x
2 − e− 2x

ε ).

• x >> ε and then
y ∼ e−

1
2 e

x
2 .

The analytic solution for different values of ε is shown in Fig. 7.1. Note that

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

1.0

0.1

0.01

e
x−1
2

Figure 7.1: Solution y(x, ε) for different values of ε.

the solution changes rapidly in the region x = O(ε). We have an example of a
singular limit as ε→ 0. The region x = O(ε) is called a boundary layer.

Suppose we try solving the equation as before. Put

y = Y0 + εY1 + . . . .

This gives after substitution into (7.1.3)

2Y ′0 − Y0 = 0, 2Y ′1 − Y1 = Y ′′0 , (7.1.4)

and boundary conditions

Y0(0) = 0, Y0(1) = 1,

Y1(0) = 0, Y1(1) = 0,

etc. Now there is a problem! The order of the equations (7.1.4) is reduced,
ie we now have first order equations for the Yi. Consequently which boundary
conditions do we choose? The exact solution suggests we can satisfy the condition
at x = 1. Let us continue with the boundary condition at x = 1.
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Video clip showing working for singular pertur-
bation example.Click here to open video clip in
external player.

Solution of first order problem

2Y ′0 − Y0 = 0, Y0(1) = 1,

gives
Y0 = e

x−1
2 .

Clearly this solution is not valid for all x since the condition at x = 0 is not
satisfied. When x is small the solution fails and we need to examine this region
in more detail. The Y0 solution is the leading order outer solution. Now when x
is small we have

Y0 ∼ e−
1
2 (1 +

x

2
) = O(1).

Put x = εnX say where n > 0 is to be found. The variable X is called the
inner variable and is O(1) in the inner region of thickness O(εn). The differential
equation (7.1.3) in terms of X is

ε1−2n d
2y

dX2
+ 2ε−n

dy

dX
− y = 0. (7.1.5)

For n > 0 the dominant terms are the first two terms and these balance if

1− 2n = −n =⇒ n = 1.

A quick consistency check shows that this is ok, (other choices for n eg n = 1/2
are not ). In the inner region if we put

y = y0(X) + εαy1(X) + . . .

with α > 0 and substitute into (7.1.5) (with n = 1) we find that the leading order
problem is

d2y0

dX2
+ 2

dy0

dX
= 0,

and one boundary condition is y0(X = 0) = 0.
The other condition must come from matching with the outer solution taking

X large. Solving yields
y0(X) = A+Be−2X

http://helix.stream.manchester.ac.uk/flash/27765299_hi.mp4
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and y0(0) = 0 implies that A = −B. Thus

y0(X) = A(1− e−X).

To obtain the constant A we match the inner solution just derived with the outer
solution.

y0(X) ∼ A for X >> 1,

and
Y0(x) ∼ e−

1
2 for x→ 0.

This gives A = e−
1
2 and

y0(X) = e−
1
2 (1− e−2X).

Summary so far: 1 term inner and 1 term outer expansions.
outer:

x = O(1), y = Y0(x) + εY1(x) + . . . ,

Y0(x) = e−
1
2 e

x
2 .

inner:
x = εX, y = y0(X) + εαy1(X) + . . . ,

y0(X) = e−
1
2 (1− e−2X).

Video clip for discussion boundary layer solu-
tion. Click here to open video clip in external
player.

These are the basics of boundary layer theory and matched asymptotic ex-
pansions. The solution can be continued to higher order. Notice that the outer
solution expanded for small x gives

y ∼ e−
1
2 (1 +

x

2
+ . . . ) + εY1(x) + . . . .

When written in terms of x = εX this suggests that the inner solution should
proceed as

y = y0 + εy1 + . . . .

http://helix.stream.manchester.ac.uk/flash/30443333_hi.mp4
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We had assumed that the outer expansion proceeded in powers of ε but this
does not have to be the case. One needs to proceed on a term by term basis
matching the inner and outer solutions systematically and this will inform how
the addtional terms behave. We will continue to the next order for both the inner
and outer solutions. Now for the outer solution

y = Y0 + εY1 + . . . ,

and the problem for Y1 is

2Y ′1 − Y1 = Y ′′0 =
1

4
e
x−1
2 , Y1(1) = 0.

Solving gives

Y1 =
(x− 1)

8
e
x−1
2 .

For the inner problem, we have x = εX and

y = y0(X) + εy1(X) + . . . .

The problem for y1 is

d2y1

dX2
+ 2

dy1

dX
= y0 = e−

1
2 (1− e−2X), y1(X = 0) = 0. (7.1.6)

The solution of (7.1.6) gives

y1 = A(1− e−2X) +
1

2
X(1 + e−2X)e−

1
2 ,

where we have incorporated the boundary condition and A is an arbitrary con-
stant to be determined from matching with the outer solution. The outer solution
expanded for small x gives

youter = e
x−1
2 + ε

1

8
(x− 1)e

x−1
2 + . . . ,

∼ e−
1
2 (1 +

x

2
+ . . . ) + εe−

1
2 (

(x− 1)

8
(1 +

x

2
+ . . . )).

Written in terms of inner variables this is

youter ∼ e−
1
2 + εe−

1
2 (
X

2
− 1

8
) + . . . .

The two term inner solution is

yinn = e−
1
2 (1− e−2X) + ε[A(1− e−2X) +

1

2
X(e−2X + 1)e−

1
2 ] + . . . ,
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∼ e−
1
2 + ε(A+

1

2
Xe−

1
2 ) + . . . , (7.1.7)

as X →∞. This has to match with the two term outer solution written in terms
of inner variables, i.e.,

youter ∼ e−
1
2 + εe−

1
2 (
X

2
− 1

8
) + . . . . (7.1.8)

A match is only possible if A = −1
8
e−

1
2 . Thus

y1 = −1

8
e−

1
2 (1− e−2X) +

X

2
e−

1
2 (1 + e−2X).

Video clip showing example of higher-order
matching.Click here to open video clip in ex-
ternal player.

7.2 Uniform approximations
A uniform approximation to the solution valid in the whole region is defined by

yunif = Youter + yinn − ymatch
where ymatch is the approximation to y(x) in the matching region.

For the above problem we had

Youter = e−
1
2 e

x
2 + ε

e−
1
2

8
(x− 1)e−

x
2 +O(ε2).

yinn = e−
1
2 (1− e− 2x

ε ) + ε[−1

8
e−

1
2 (1− e− 2x

ε ) +
e−

1
2

2

x

ε
(1 + e−

2x
ε )] + . . . .

The matching region is X(= x/ε) >> 1 and x << 1, ie,

ε << x << 1.

Thus a one-term uniform approximation is

yunif = e−
1
2 e

x
2 + e−

1
2 (1− e− 2x

ε )− e− 1
2

http://helix.stream.manchester.ac.uk/flash/40830080_hi.mp4
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ie
yunif = e−

1
2 [e

x
2 − e− 2x

ε ].

A two term uniform approximation is

yunif = e−
1
2 e

x
2 + ε

e−
1
2

8
(x− 1)e−

x
2

+e−
1
2 (1− e− 2x

ε ) + ε[−1

8
e−

1
2 (1− e− 2x

ε ) +
e−

1
2

2

x

ε
(1 + e−

2x
ε )]

−[e−
1
2 + ε(−1

8
+
x

2ε
)e−

1
2 ].

ie

yunif = e−
1
2 (e

x
2 − e− 2x

ε +
x

2
e−

2x
ε ) + ε(

e−
1
2

8
(x− 1)e−

x
2 +

e−
1
2

8
e−

2x
ε ).

Video clip for uniform approximations. Click
here to open video clip in external player.

7.3 More on matching and intermediate variables
In the previous example we constructed an outer solution with x fixed and ε
tending to zero, and an inner expansion with X = x/ε fixed and ε going to
zero. Grapically the process may be represented as in fig. 7.2 with the region
A representing the outer solution and region B the inner solution. The figure
also shows an overlap region where the two solutions agree. However closer
examination of the figure might suggest that there is a possibility of a region
C not accessible by the inner or outer solutions. In reality the actual domains of
validity of the two solutions may be larger than the above limiting process allows.
The difficulty here is arises from the way the matching is done.

A different way to match the two solutions is to introduce an intermediate
variable, say x = εαξ with (in the above example) 0 < α < 1. We have X =
x/ε = ε−1+αξ and so as ε→ 0 with ξ fixed gives X →∞ and ε→ 0 with ξ fixed
also gives x → 0. Thus ξ is an intermediate variable and it is in this variable
that we attempt to match the inner and outer solutions. The region defined by

http://helix.stream.manchester.ac.uk/flash/67383846_hi.mp4
http://helix.stream.manchester.ac.uk/flash/67383846_hi.mp4
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ǫ

ǫ0

x

A

B

C

Figure 7.2: Outer solution represented by region A with ε→ 0 x fixed, and inner
solution by B with ε→ 0 with X = x/ε fixed.

ǫ

ǫ0

x

Figure 7.3: Overlap region (shaded) working in terms of intermediate variables
x = εαξ and X = ε−1+αξ with 0 < α < 1, and ε→ 0+.
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Video clip showing use of intermediate vari-
ables for previous example.Click here to open
video clip in external player.

ξ = O(1) is an overlap region for the two solutions, as shown schematically in fig.
7.3.

We will show how this works with another example in which the differential
equation is nonlinear.

Example Consider

εy′′ + y′ + y2 = 0, y(0) = 0, y(1) = 1/2. (7.3.1)

Suppose we look for an outer solution of the form

y = y0 + εy1 + . . . .

Then from (7.3.1) we obtain

y′0 + y2
0 = 0, y′′0 + y′1 + 2y0y1 = 0. (7.3.2)

The solution of the outer problem shows that

−y
′
0

y2
0

= 1,
1

y0

= x+ k,

and so
y0 =

1

x+ k
.

The boundary layer occurs at x = 0 (why?) and so we need to use the condition
y0(1) = 1/2 giving k = 1, and so

y0 =
1

x+ 1
.

At next order
y′1 + 2y0y1 + y′′0 = 0, y1(1) = 0.

Substituting for y0 = 1/(x+ 1) gives

y′1 +
2

x+ 1
y1 =

−2

(1 + x)3
.

http://helix.stream.manchester.ac.uk/flash/47254630_hi.mp4
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Hence
((1 + x)2y1)′ = − 2

1 + x
,

(1 + x)2y1 + k1 = −2 log(x+ 1).

Applying the condition y1(1) = 0 gives k1 = −2 log 2 and thus

y1 =
2 log( 2

1+x
)

(1 + x)2
.

For the inner solution we need to seek a solution in terms of an inner variable
say x = εnX and substitution in (7.3.1) shows that n = 1 for a distinguished
limit. The inner solution may be expanded as

y = Y0(X) + εY1(X) + . . . .

After substitution into (7.3.1) and using x = εX we obtain

Y ′′0 + Y ′0 = 0, Y ′′1 + Y ′1 + Y 2
0 = 0.

The boundary conditions are

Y0(0) = 0, Y1(0) = 0.

Solving for Y0 yields

Y0 = A0 +B0e
−X , and A0 +B0 = 0.

Thus
Y0 = A0(1− e−X).

To find A0 we match with intermediate variables and put x = εαξ,X = ε−1+αξ,
and 0 < α < 1 with ξ = O(1). The one term outer solution written in terms of ξ
is

y = y0(x) + · · · ∼ 1

1 + εαξ
∼ 1− εαξ + . . . . (7.3.3)

Similarly the outer solution in terms of ξ is

y = Y0(X) + · · · ∼ A0(1− e−ε−1+αξ) ∼ A0.

Thus matching with (7.3.3) shows that A0 = 1 with error O(εα).
Before we match to second order we need to find Y1 which satisfies

Y ′′1 + Y ′1 + Y 2
0 = 0, Y1(0) = 0.

Thus
Y ′′1 + Y ′1 = −(1− e−X)2.
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Solving and applying the condition on X = 0 gives (check)

Y1(X) = A1(1− e−X) +
1

2
(1− e−2X)−X(1 + 2e−X).

Next we write the outer and inner expansions in terms of the intermediate
variables and do the matching. The outer expansion written in terms of ξ is

yout =
1

1 + x
+ ε

1

(1 + x)2
2 log(

2

1 + x
) + . . . ,

=
1

1 + εαξ
+ ε

1

(1 + εαξ)2
2 log(

2

1 + εαξ
) + . . . ,

∼ 1− εαξ+ ε2αξ2 + · · ·+ 2 log 2(ε−2εα+1ξ+O(ε2α))−2ε(1−2εαξ)(εαξ−O(ε2α)).
(7.3.4)

Next the inner solution written in terms of ξ is

yinn = (1− e−X) + ε(A1(1− e−X) +
1

2
(1− e−2X)−X(1 + 2e−X)) + . . . ,

= (1−e−εα−1ξ)+ε

[
A1(1− e−εα−1ξ) +

1

2
(1− e−2εα−1ξ)− εα−1ξ(1 + 2e−ε

α−1ξ)

]
+. . . ,

∼ 1 + εA1 +
ε

2
− εαξ + . . . (7.3.5)

In (7.3.4) if we keep terms to order ε and assuming that the terms O(ε2α) are
smaller than terms of O(ε) we require 0 < α < 1/2. This gives

yout ∼ 1− εαξ + ε2 log 2 +O(ε2, ε1+α, ε2α). (7.3.6)

Comparing (7.3.6) and (7.3.5) we see that the terms of O(εα) match automatically
and to match the O(ε) terms we require

εA1 +
ε

2
= 2ε log 2,

giving

A1 = −1

2
+ 2 log 2.

At the next order of matching the terms of O(ε2α) match automatically.
The composite solution to O(ε2) is

ycomp = yout + yinn − ymatch.

In the above example we find

ycomp =
1

x+ 1
+

2ε

(x+ 1)2
log

2

x+ 1
+ (1− e−xε )+
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Figure 7.4: A comparison of the numerical solution of (7.3.1) (solid lines) with
the composite solution given by (7.3.7) (dashed line) taking (a) ε = 0.2, and (b)
ε = 0.1

ε

[
(−1

2
+ 2 log 2)(1− e−xε ) +

1

2
(1− e− 2x

ε )− x

ε
(1 + 2e−

x
ε )

]
− (1 + ε(−1

2
+ 2 log 2 +

1

2
− x

ε
)). (7.3.7)

A comparison of the numerical solution of (7.3.1) with the composite solution
is shown in Fig. (7.4) and shows excellent agreement for ε small.
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7.4 Interior boundary layers

Video clip covering an example of hidden
boundary layer. Click here to open video clip
in external player.

Consider

εy′′ + a(x)y′ + b(x)y = 0, y(0) = A, y(1) = B. (7.4.1)

The outer problem (set ε = 0) is just

a(x)y′ + b(x)y = 0.

Take a(x) > 0 and then

y′ = − b(x)

a(x)
y, y = Ce

−
∫ x
x0

b(s)
a(s)

ds
.

Again there are two boundary conditions to satisfy and so there must be a bound-
ary layer, but where is the boundary located?

Video clip for example of boundary layer not
at x = 0. Click here to open video clip in
external player.

Suppose that we have a boundary layer at x = x̄ of thickness γ(ε). We write

x = x̄+ γ(ε)X, where X = O(1).

Then substituting into (7.4.1) with y = Y gives

ε

γ2

d2Y

dX2
+
a(x̄+ γX)

γ

dY

dX
+ b(x̄+ γX)Y = 0.

http://helix.stream.manchester.ac.uk/flash/18525596_hi.mp4
http://helix.stream.manchester.ac.uk/flash/18525596_hi.mp4
http://helix.stream.manchester.ac.uk/flash/18937672_hi.mp4
http://helix.stream.manchester.ac.uk/flash/18937672_hi.mp4
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Now expand a, b as

a(x̄+ γX) = a(x̄) + γXa′(x̄) + . . . , b(x̄+ γX) = b(x̄) + γXb′(x̄) + . . . ,

to get
ε

γ2

d2Y

dX2
+
a(x̄)

γ

dY

dX
+ b(x̄)Y + · · · = 0. (7.4.2)

For |γ| << 1 the dominant terms are

ε

γ2

d2Y

dX2
,

a

γ

dY

dX
.

For a balance we require

ε

γ2
∼ 1

γ
=⇒ γ = O(ε).

Hence set γ = ε ie x = x̄+ εX. From (7.4.2) the reduced inner equation is

ε−1

[
d2Y

dX2
+ a(x̄)

dY

dX

]
+ b(x̄)Y + · · · = 0. (7.4.3)

The leading order inner problem is

d2Y

dX2
+ a(x̄)

dY

dX
= 0,

giving
Y = C0 + C1e

−a(x̄)X .

Now we have assumed that a(x̄) > 0. If x̄ > 0 we need to match as we go out of
the boundary layer, ie we need limits X → ±∞.

As X → ∞ everything is ok, but as X → −∞ it suggests that C1 must be
zero to avoid exponential growth.

But C1 = 0 implies no boundary layer. Hence x̄ = 0 and the boundary layer
is at x = 0 if a(x) > 0.

Similarly if a(x) < 0 then we have a bounday layer at x = 1. If a(x) = 0
inside the region we have an internal boundary layer. The above analysis also
breaks down.

7.4.1 Further Examples including interior layers

Consider
εy′′ + xy′ − (ε2x3 + 1)y = 0, y(−1) = 1, y(1) = 2

and −1 ≤ x ≤ 1, 0 < ε << 1. The above discussion suggests an interior layer
at x = 0.
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Video clip for above section. Click here to open
video clip in external player.

For the outer solution put

y = y0 + εy1 + . . . ,

to get
xy′0 − y0 = 0.

Thus
y0 = Ax.

Here we have a new difficulty. Which boundary condition do we choose? We can
show that there are no boundary layers near x = ±1. We write

y = A±x

where the + stands for x > 0 and − for x < 0.
From the boundary conditions it suggests that

A+ = 2, A− = −1.

When x is small the εy′′ term is not negligble, and hence we look for an interior
layer at x = 0 and write

x = γ(ε)X, γ(ε) << 1.

This gives with y = Y

ε

γ2

d2Y

dX2
+
γX

γ

dY

dX
− Y + · · · = 0.

For a dominant balance this suggests that

ε

γ2
∼ O(1) =⇒ γ = O(ε

1
2 ).

Hence set x = ε
1
2X and from the outer solution it suggests that we expand the

inner solution as
y = ε

1
2Y0 + εY1 + . . . .

http://helix.stream.manchester.ac.uk/flash/57065195_hi.mp4
http://helix.stream.manchester.ac.uk/flash/57065195_hi.mp4
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Video clip for interior layer problem, outer so-
lution for above example. Click here to open
video clip in external player.

Substituting into the equation gives

εε−1

(
ε
1
2
d2Y0

dX2
+ . . .

)
+ ε

1
2Xε−

1
2

(
ε
1
2
dY0

dX
+ . . .

)
− ε 1

2Y0 + · · · = 0.

Hence the leading order problem is

d2Y0

dX2
+X

dY0

dX
− Y0 = 0. (7.4.4)

The boundary conditions suggest that we must match with the outer solution as
X → ±∞. This suggests that

Y0 ∼ A±X as X → ±∞. (7.4.5)

The equation (7.4.4) can be solved in terms of parabolic cylinder functions. If we
put

Y0 = e−
X2

4 W0

then W0 satisfies

W ′′
0 + (

1

2
− 2− X2

4
)W0 = 0.

Note that two linearly independent solutions of the equation

W ′′ + (
1

2
+ ν − X2

4
)W = 0,

are the parabolic cylinder functions W = Dν(X) and D−ν−1(iX).
In order to do the matching we require the behaviours of Dν(x) for |x| large.

The properties of Dν(z) are summarized below (see for example Abramovitz &
Stegun1:

Dν(z) ∼ zνe−
z2

4

∞∑
n=0

(−1)nanz
−2n as z →∞, | arg(z)| < 3π

4
. (7.4.6)

1M. Abramovitz and I. A. Stegun Handbook of Mathematical Function, Dover. [web version
also available]

http://helix.stream.manchester.ac.uk/flash/77240340_hi.mp4
http://helix.stream.manchester.ac.uk/flash/77240340_hi.mp4
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Dν(z) ∼ zνe−
z2

4

∞∑
n=0

(−1)nanz
−2n − (2π)

1
2

Γ(−ν)
eiπνz−ν−1e

z2

4

∞∑
n=0

bnz
−2n

as z →∞, π

4
< arg(z) <

5π

4
. (7.4.7)

Here a0 = b0 = 1, and

an =
ν(ν − 1) . . . (ν − 2n+ 1)

2nn!
bn =

(ν + 1)(ν + 2) . . . (ν + n)

2nn!
.

Hence we can write the solution of (7.4.4) as

Y0 = e−
X2

4 (CD−2(X) + ED1(iX)).

Now using

D−2(X) ∼ X−2e−
X2

4 , D1(iX) ∼ (iX)e
X2

4 as X →∞

and

D−2(X) ∼ X−2e−
X2

4 − (2π)
1
2

Γ(2)
e2πiXe

X2

4 , as X → −∞

D1(iX) ∼ (iX)e
X2

4 as X → −∞,
we find that

Y0 ∼ e−
X2

4

[
C

X2
e−

X2

4 + E(iX)e
X2

4

]
X →∞,

ie
Y0 ∼ EiX as X →∞.

Hence
Ei = A+.

Similarly

Y0 ∼ e−
X2

4

[
−C
√

(2π)Xe
X2

4 + E(iX)e
X2

4

]
X → −∞.

Hence
Y0 ∼ (−

√
(2π)C + iE)X +O(1) X → −∞,

giving
−
√

(2π)C + iE = A−.

Using the given values for A± leads to

C =
3√
2π
, E = −2i,
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and the inner solution as

Y0 =

(
3√
2π
D−2(X)− 2iD1(iX)

)
e−

X2

4 .

A uniform approximation can be calculated to give

yunif = ε
1
2

(
3√
2π
D−2(

x√
ε
)− 2iD1(

ix√
ε
)

)
e−

x2

4ε .

A comparison of the uniform approxmation

yunif = ε
1
2

(
3√
2π
D−2(

x√
ε
)− 2iD1(

ix√
ε
)

)
e−

x2

4ε .

with a numerical solution of the differential equation

εy′′ + xy′ − (ε2x3 + 1)y = 0, y(−1) = 1, y(1) = 2

and −1 ≤ x ≤ 1, 0 < ε << 1, for ε = 0.05 is shown in Fig. 7.5 below.

-1.0 -0.5 0.5 1.0

1.0

1.5

2.0

Figure 7.5: A comparison of the (exact) numerical solution to the full equation
as compared with the uniform approximation (dashed line) for ε = 0.05.

Video clip for interior layer problem, inner so-
lution for above example. Click here to open
video clip in external player.

http://helix.stream.manchester.ac.uk/flash/96092380_hi.mp4
http://helix.stream.manchester.ac.uk/flash/96092380_hi.mp4
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7.5 The LG approximation, WKBJ Method
Boundary layer theory fails when we have a rapid variation in the solution
throughout the region rather than locally at some location.

Example Consider

εy′′ + by = 0, y(0) = 0, y(1) = 1,

where b > 0 and 0 < ε << 1. Note that the general solution is

y =
sin(x

√
b
ε
)

sin(
√

b
ε
)
.

The outer solution is just y = 0. For the inner solution, suppose we set

x = x̄+ γ(ε)X, γ << 1.

Then the equations gives
ε

γ2

d2y

dX2
+ by = 0.

A dominant balance gives γ = ε
1
2 and the resulting inner problem is

d2y

dX2
+ by = 0.

The solution gives
y = A sin(

√
bX) +B cos(

√
bX).

We can choose any x̄ but note that for any choice of x̄ the solution is not of
boundary layer form and cannot be matched to the outer solution as X → ±∞
because the inner solution oscillates.

Video clip for above example. Click here to
open video clip in external player.

Boundary layer theory fails for these types of singular perturbation problems
in which we have wavelike behaviour (as opposed to dissipative or dispersive

http://helix.stream.manchester.ac.uk/flash/28220051_hi.mp4
http://helix.stream.manchester.ac.uk/flash/28220051_hi.mp4
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behaviour). The LG approximation or WKBJ theory is ideal for these classes of
problems. The technique we describe below leads to an approximation which was
obtained by Liouville (1837) and Green (1837). In fact as noted earlier, Carlini
(1817) had also used the same ideas.

The method is more commonly known as the WKBJ method after Wentzel
(1926), Kramers (1926), Brillouin (1926), and Jeffreys (1924). (Theoretical physi-
cists call it the WKB method). However it is more correct it to call it the LG
approximation which was used by Jeffreys, Wentzel, Kramers and Brillouin, to
derive the connection formula in the presence of turning points (see later).

Consider
εy′′ = Q(x)y, Q(x) 6= 0. (7.5.1)

The basic idea of the theory is that for ε→ 0 we look for a solution to (7.5.1) of
the form

y ∼ A(x, δ)e
s(x,δ)
δ , δ(ε)→ 0

where A(x, δ), s(x, δ) are slowly varying functions of x, but note the rapid varia-
tion of the solution because of the exponential factor. We can absorb the A into
the exponential by writing

y = e
S(x,δ)
δ . (7.5.2)

Substitution (7.5.2) into the equation (7.5.1) gives

ε

[
S ′2

δ2
+
S ′′

δ

]
−Q(x) = 0,

where primes denote differentiation with respect to x.
For a dominant balance we have δ = ε

1
2 , and the equation for S reduces to

S ′2 −Q(x) = −ε 1
2S ′′. (7.5.3)

This suggests that we write

S =
∞∑
n=0

ε
n
2 Sn, ε→ 0.

Substitution into (7.5.3) gives

(S ′0 + ε
1
2S ′1 + . . . )2 −Q(x) = −ε 1

2 (S ′′0 + ε
1
2S ′′1 + . . . ). (7.5.4a)

Equating like powers of ε in (7.5.4a) to zero gives

(S ′0)2 = Q(x), (7.5.4b)
2S ′0S

′
1 = −S ′′0 , (7.5.4c)

2S ′0S
′
n +

n−1∑
j=1

S ′jS
′
n−j = −S ′′n−1, n ≥ 2. (7.5.4d)
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We can solve (7.5.4b) to obtain

S0 = ±
∫ x

Q
1
2 dx,

S ′1 = − S ′′0
2S ′0

=⇒ S1 = −1

4
log |Q|.

Hence the leading order behaviour of the solution can be written down as

y ∼ |Q|− 1
4

[
C1 exp (

1

ε
1
2

∫ x

a

Q
1
2 ) + C2 exp (− 1

ε
1
2

∫ x

a

Q
1
2 )

]
, (7.5.5)

where C1, C2, a are determined from the boundary conditions. This is the LG
approximation to the solution. The approximation with just the leading order
term S0 gives what the physicists like to call the geometrical optics approximation.
The approximation (7.5.5) is also referred to as the physical optics approximation.

Video clip for WKB method- general theory.
Click here to open video clip in external player.

Example Consider again

εy′′ + by = 0, y(0) = 0, y(1) = 1,

and b > 0. Here Q(x) = −b, and so

S0 = ±i
√
bx.

Hence using (7.5.5)
y ∼ b−

1
4 (C1e

ix
√

b
ε + C2e

−ix
√

b
ε ),

or

y ∼ A1 sin(

√
b

ε
x) + A2 cos(

√
b

ε
x).

Applying the boundary conditions gives the exact solution

y =
sin(
√

b
ε
x)

sin(
√

b
ε
)
.

http://helix.stream.manchester.ac.uk/flash/22246785_hi.mp4
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Example Consider

εy′′ − (1 + x2)2y = 0, y(0) = 0, y′(0) = 1.

If we look for a solution

y ∼ exp (
1

δ

∞∑
0

δnSn)

then again with δ = ε
1
2 we obtain

S ′20 = (1 + x2)2, S0 = ±(
x3

3
+ x).

Next
S1 = −1

4
log(1 + x2)2 = −1

2
log(1 + x2).

Thus

y ∼ (1 + x2)−
1
2

(
C1 exp(

x3

3
+ x

ε
1
2

) + C2 exp(−
x3

3
+ x

ε
1
2

)

)
. (7.5.6)

To find the constants we need to apply the boundary conditions. The condition
y(0) = 0 leads to (after substituting x = 0 in (7.5.6)

0 = C1 + C2.

Now assuming that differentition of (7.5.6) is valid, we find that

y′(x) ∼ (1 + x2)
1
2

ε
1
2

(
C1 exp(

(x
3

3
+ x)

ε
1
2

)− C2 exp(
−(x

3

3
+ x)

ε
1
2

)

)

−x(1 + x2)−
3
2

(
C1 exp(

(x
3

3
+ x)

ε
1
2

) + C2 exp(
−(x

3

3
+ x)

ε
1
2

)

)
.

Hence applying y′(0) = 1 gives

1 = ε−
1
2 (C1 − C2).

Solving for C1, C2 gives

C1 =
1

2
ε
1
2 , C2 = −1

2
ε
1
2 .

Hence a WKB approximation to the solution is

y ∼ ε
1
2 (1 + x2)−

1
2 sinh

(
x3

3
+ x

ε
1
2

)
, ε→ 0.
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The WKB method can also be used for certain eigenvalue problems.

Example Consider

y′′ + λp(x)y = 0, y(0) = 0, y(π) = 0. (7.5.7)

This equation has nontrivial solutions only for certain discrete values of λ say
(λ1, λ2, . . . ). We can obtain an approximation to the eigenvalues and eigenfunc-
tion for large λ.

Look for an asymptotic solution in WKB form as

y ∼ exp(λ
1
2

∞∑
n=0

λ−n/2Sn(x)).

Substitution into the equation (7.5.7) gives

λ(S ′0 + λ−
1
2S ′1 + . . . )2 + λ

1
2 (S ′′0 + λ−

1
2S ′′1 + . . . ) + λp(x) = 0.

Solving for S0, S1 gives

S0 = ±i
∫ x

(p(x))
1
2 dx, S1 = −1

4
log |p(x)|.

Hence

y ∼ |p|− 1
4

[
C1 sin(λ

1
2

∫ x

0

(p(x))
1
2 dx) + C2 cos(λ

1
2

∫ x

0

(p(x))
1
2 dx)

]
.

The boundary conditions in (7.5.7)imply

C2 = 0,

and
sin(λ

1
2

∫ π

0

(p(x))
1
2 dx) = 0.

Hence
λ

1
2 =

±nπ∫ π
0

(p(x))
1
4 dx

.

Thus
λ ∼ λn =

n2π2

[
∫ π

0
(p(x))

1
4 dx]2

, n >> 1,

and approximate solution to (7.5.7) is

y ∼ |p|− 1
4Cn sin(λ

1
2
n

∫ x

0

(p(x))
1
2 dx).
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7.5.1 Additional notes

Implicit in the use of the WKB (LG) method ie

y ∼ exp(
∞∑
n=0

δn−1Sn(x))

is that the series
∞∑
n=0

δn−1Sn(x), as δ → 0

is an asymptotic series, uniformly valid for all x throughout the interval. This
requires that

δnSn+1(x) = o(δn−1Sn(x)), n = 1, 2, . . . ,

holds uniformly in x.
Since we take the exponential of the above series, for the WKB (LG) approx-

imation to be a good approximation, if we truncate the series at n = M − 1 say,
then we should have

δMSM+1(x) = o(1) δ → 0

since
exp(δMSM+1(x)) = 1 +O(δMSM+1(x)), as δ → 0.

7.5.2 Turning points and connection formulae

So far in
εy′′ −Q(x, ε)y = 0

we have taken Q(x, ε) > 0 in the interval.
We will now consider

εy′′ −Q(x)y = 0, a < x < b, Q(x0) = 0, Q′(x0) > 0, a < x0 < b. (7.5.8)

We will assume that there is only one zero in the a < x < b. A WKB approxi-
mation to the equation (7.5.8) is

y ∼ C|Q(x)|− 1
4 exp

(
± 1

ε
1
2

∫ x

(Q(s))
1
2 ds.

)
.

Thus for x > x0 we write

y ∼ |Q(x)|− 1
4

[
A1 exp

(
1

ε
1
2

∫ x

(Q(s))
1
2 ds

)
+A2 exp

(
− 1

ε
1
2

∫ x

(Q(s))
1
2 ds.

)]
,

(7.5.9)
and for x < x0 we have

y ∼ |Q|− 1
4

[
B1 cos(

1

ε
1
2

∫ x

|Q(s)| 12 ds) +B2 sin(
1

ε
1
2

∫ x

|Q(s)| 12 ds)
]
. (7.5.10)
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The above approximation fails near x = x0, where we have

Q(x) ∼ (x− x0)Q′(x0) + . . . . (7.5.11)

If we put x = x0 + εγX and substitute into the differential equation (7.5.8)
and use (7.5.11) we obtain

εε−2γ d
2y

dX2
− (εγXQ′(x0)y + . . . ) = 0.

For a dominant balance we require

ε1−2γ ∼ εγ, =⇒ γ =
1

3
.

The dominant equation in this region reduces to Airy’s equation

d2y

dX2
−Xcy = 0, c = Q′(x0) > 0.

This has the solution

yinn = D1Ai(c
1
3X) +D2Bi(c

1
3X), (7.5.12)

which is the inner solution. We need to match this with the outer solution
(7.5.9.7.5.10) as X → ±∞ or x→ x0 ± . Now

Ai(X) ∼ 1

2
√
π
X−

1
4 e−

2
3
X

3
2 , X →∞,

Bi(X) ∼ 1√
π
X−

1
4 e

2
3
X

3
2 , X →∞.

Thus for X → +∞ from (7.5.12)

yinn ∼
1√
π
X−

1
4 c−

1
12

(
D1

2
e−

2
3
c
1
2X

3
2 +D2e

2
3
c
1
2X

3
2

)
.

Also
Ai(X) ∼ 1√

π
(−X)−

1
4 sin(

2

3
(−X)

3
2 +

π

4
) X → −∞,

Bi(X) ∼ 1√
π

(−X)−
1
4 cos(

2

3
(−X)

3
2 +

π

4
) X → −∞.

Hence from (7.5.12) for X → −∞

yinn ∼
1√
π

(−X)−
1
4 c−

1
12

[
D1 sin(

2

3
c

1
2 (−X)

3
2 +

π

4
) + D2 cos(

2

3
c

1
2 (−X)

3
2 +

π

4
)

]
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Now if we take the lower limit in (7.5.9) to be equal to x0 (this is not necessary
but it simplifies the expressions) then∫ x

x0

(Q(s))
1
2 ds =

∫ x−x0

0

[Q(x0 + T )]
1
2 dT,

∼
∫ x−x0

0

[
cT +

Q′′(x0)

2
T 2 + . . .

] 1
2

dT,

∼
∫ x−x0

0

c
1
2T

1
2

[
1 +

Q′′(x0)

4c
T + . . .

]
dT.

Hence ∫ x

x0

(Q(s))
1
2 ds ∼ 2

3
c

1
2 (x− x0)

3
2

Hence as x→ x0+ the outer solution behaves as

y+
out ∼ [c(x− x0)]−

1
4

[
A1 exp(

1

ε
1
2

2

3
c

1
2 (x− x0)

3
2 ) +A2 exp(− 1

ε
1
2

2

3
c

1
2 (x− x0)

3
2 )

]
,

ie
y+
out ∼ c−

1
4 ε
−1
12 X−

1
4

[
A1 exp(

2

3
c

1
2X

3
2 ) + A2 exp(−2

3
c

1
2X

3
2 )

]
.

Also
yinn ∼

1√
π
X−

1
4 c−

1
12

(
D1

2
e−

2
3
c
1
2X

3
2 +D2e

2
3
c
1
2X

3
2

)
. (7.5.13)

To match with the inner solution (7.5.13) as X >> 1 we must have

D1

2
√
π
c−

1
12 = A2c

− 1
4 ε−

1
12 ,

D2√
π
c−

1
12 = A1c

− 1
4 ε−

1
12 .

Similarly as x→ 0− we have∫ x

x0

(−Q(s))
1
2 ds ∼ −2

3
c

1
2 (x0 − x)

3
2 .

Thus

y−out ∼ c−
1
4 (x0 − x)−

1
4

[
B1 cos(

2

3
c

1
2 (x0 − x)

3
2 ) −B2 sin(

2

3
c

1
2 (x0 − x)

3
2 )

]
,

y−out ∼ c−
1
4 ε−

1
12 |X|− 1

4

[
B1 cos(

2

3
c

1
2 (−X)

3
2 ) −B2 sin(

2

3
c

1
2 (−X)

3
2 )

]
. (7.5.14)

And

yinn ∼
1√
π

(−X)−
1
4 c−

1
12

[
D1 sin(

2

3
c

1
2 (−X)

3
2 +

π

4
) + D2 cos(

2

3
c

1
2 (−X)

3
2 +

π

4
)

]
(7.5.15)
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To match (7.5.14, 7.5.15) we must have

c−
1
4 ε−

1
12B1 =

c−
1
12√

2π
(D1 +D2) = (

A1√
2

+ A2

√
2)c−

1
4 ε−

1
12 ,

−c− 1
4 ε−

1
12B2 =

c−
1
12√

2π
(D1 −D2) = −(

A1√
2
− A2

√
2)c−

1
4 ε−

1
12 .

Hence solving for B1, B2 gives

B1 =
A1√

2
+ A2

√
2,

B2 =
A1√

2
− A2

√
2.

Summary: For x > x0

y ∼ |Q(x)|− 1
4

[
A1 exp

(
1

ε
1
2

∫ x

x0

(Q(s))
1
2 ds

)

+A2 exp

(
− 1

ε
1
2

∫ x

x0

(Q(s))
1
2 ds.

)]
, (7.5.16a)

and for x < x0 we have

y ∼ |Q|− 1
4

[
A1 sin(

1

ε
1
2

∫ x

x0

|Q(s)| 12 ds+
π

4
)

]

+2A2 cos(
1

ε
1
2

∫ x

x0

|Q(s)| 12 ds+
π

4
)

]
. (7.5.16b)

For (x− x0) << 1

y ∼ √πc− 1
6 ε−

1
12

[
2A2Ai(c

1
3 ε−

1
3 (x− x0)) + A1Bi(c

1
3 ε−

1
3 (x− x0))

]
.

The formulae (7.5.16) are known as the connection formulae. The constants
A1, A2 are determined by the boundary conditions. ** CHECK video**

Bibliography
Brillouin, L. 1926 Remarques sur la méchanique ondulatoire. J. Phys. Radium
7, 353–368.

Carlini, F. 1817 Richerche sulla convergenza della serie che serva alla soluzione
del problema di keplero (milan). quoted in Pike (1964) .



BIBLIOGRAPHY 99

Video clip discussing the theory for a single
turning point. Click here to open video clip in
external player.

Video clip discussing the theory for two turn-
ing points. Click here to open video clip in
external player.

Green, G. 1837 On the motion of waves in a variable canal of small depth and
width. Trans. Camp. Phi. Soc. 6, 457–462.

Jeffreys, H. 1924 On certain approximate solutions of linear differential equa-
tions. Philos. Mag. 33, 451–456.

Kramers, H. A. 1926 Wellenmechanik und halbzahlige quantinsierung. Z.
Physik 39, 828–840.

Liouville, J. 1837 Sur le dÃ c©veloppement des fonctions et sÃ c©ries. J. Math.
Pures Appl. 1, 16–35.

Wentzel, G. 1926 Eine verallgemeinerung der quantenbedingungen für die
zwecke der wellenmechanik. Z. Physik 38, 518–529.

http://helix.stream.manchester.ac.uk/flash/26891288_hi.mp4
http://helix.stream.manchester.ac.uk/flash/26891288_hi.mp4
http://helix.stream.manchester.ac.uk/flash/94513677_hi.mp4
http://helix.stream.manchester.ac.uk/flash/94513677_hi.mp4


100 BIBLIOGRAPHY



Chapter 8

Introduction to generalised
Functions

8.1 Introduction
Consider the the following function.

δε(x) =


0, x < 0,

ε−1, 0 < x < ε,
0, x > ε.

If f(x) is continuous in an interval which includes the origin and (0, ε) then∫ ∞
−∞

δε(x)f(x) dx = ε−1

∫ ε

0

f(x) dx.

From the mean value theorem∫ ε

0

f(x) dx = εf(εξ), 0 ≤ ξ ≤ 1,

and therefore ∫ ∞
−∞

δε(x)f(x) dx = f(εξ), 0 ≤ ξ ≤ 1.

If we let ε→ 0 we obtain ∫ ∞
−∞

δ(x)f(x) dx = f(0),

for all functions f(x) continuous in a neighbourhood including the origin. The
function δ(x) is the limit of the δε(x) as ε→ 0 is called the delta function, and is
an example of a generalised function. Note that

δ(x) =

{
0, x < 0
0, x > 0.

,

101
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and is undefined at x = 0. It is not an ordinary function and also not integrable
in the usual sense.

The concept of a delta function dates back to the time of Kirchoff (1882) and
Heaviside (1893). The physicist Paul Dirac, after whom the function is named, in
the 1920’s popularised the concept of the delta function in quantum mechanics,
see Dirac (1947), but from a mathematical viewpoint there were many shortcom-
ings. The theory of generalised functions dates back to the work of Sobolev (1936)
and Schwartz (1950), Schwartz (1951). A popular and readable text (An intro-
duction to Fourier Analysis and generalised functions) was produced by Lighthill
(1980) based on the theory of Mikunsinski (1948) and Temple (1953), Temple
(1955). The brief introduction below follows Lighthill’s book, but see also Jones
(1982) (Generalised Functions) which does things in a more formal setting. If
you want a very formal treatment with linear functionals and measure theory,
the book by Vladimirov (2002) Methods of the theory of generalised functions is
highly recommended.

We first need to introduce the idea of what Lighthill calls good functions and
fairly good functions.

Definition We say that f(x) ∈ Cm(a, b) if f(x) and its first m derivatives are
continuous in the interval (a, b).

f(x) ∈ C∞(R) is the class of infinitely smooth function in R.

Example The function e−x2 ∈ C∞(R).

Definition A function is said to belong to G if f(x) ∈ C∞(R) and

lim
|x|→∞

|xm dk

dxk
f(x)| = 0

for every k and for every integer m ≥ 0.
The space G is the space of good functions in the sense of Lighthill. The space

G is also called the Schwartz space.

Example e−x2 ∈ G.

Definition A function is said to belong to N if f(x) ∈ C∞(R) and if there
exists some N such that

lim
|x|→∞

|x−N dk

dxk
f(x)| = 0

for every k ≥ 0.
The space N is the space of fairly good functions in the sense of Lighthill.

Example xp ∈ N . Any polynomial expression belongs to N .
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The following properties are straightforward to demonstrate.

• f(x) ∈ G =⇒ f ′(x) ∈ G.

• f(x), g(x) ∈ G =⇒ f(x) + g(x) ∈ G.

• f(x) ∈ G, g(x) ∈ N =⇒ f(x)g(x) ∈ G.

Definition A sequence {φn(x)}∞n=1, and φn(x) ∈ G is called a regular sequence
in G if for any f(x) ∈ G the limit

lim
n→∞

∫ ∞
−∞

φn(x)f(x) dx

exists.
Two regular sequences {φn(x)}∞n=1, {ψn(x)}∞n=1,are equivalent sequences in G

if

lim
n→∞

∫ ∞
−∞

φn(x)f(x) dx = lim
n→∞

∫ ∞
−∞

ψn(x)f(x) dx.

Example e−x2/n2
, e−x

4/n2 are equivalent sequences in G.

Definition Each equivalent class of regular sequences in G defines a gener-
alised function.

Definition The sequence δn(x) =
√

n
π
e−nx

2 defines the function δ(x) such
that ∫ ∞

−∞
δ(x)f(x) dx = f(0)

for f(x) ∈ G.

Proof We have to prove that the limit of the sequence

lim
n→∞

∫ ∞
−∞

δn(x)f(x) dx = f(0).

Now ∫ ∞
−∞

δn(x) dx =

∫ ∞
−∞

√
n

π
e−nx

2

dx = 1.

Also
|f(x)− f(0)| = |

∫ x

0

f ′(s) ds| ≤M |x|,

since f(x) ∈ G and is bounded. Thus∣∣∣∣∫ ∞
−∞

δn(x)f(x) dx− f(0)

∣∣∣∣ =

∣∣∣∣∫ ∞
−∞

δn(x)(f(x)− f(0)) dx

∣∣∣∣
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≤M

∫ ∞
−∞
|x|δn(x) dx = M

∫ ∞
−∞
|x|
√
n

π
e−nx

2

dx

≤ 2M

√
n

π

∫ ∞
0

xe−nx
2

dx =
M√
nπ

[−enx2 ]∞0 =
M√
nπ

.

Hence taking the limit as n→∞ proves the result.

8.2 Derivatives of generalised functions

Suppose that {φn(x)}∞n=0 is a regular sequence in G then since φ′n(x) ∈ G we have
after integrating by parts∫ ∞

−∞
φ′n(x)f(x) dx = −

∫ ∞
−∞

φn(x)f ′(x) dx,

for every f(x) ∈ G. Letting n → ∞ we see that {φ′n(x)}∞n=0 is also a regular
sequence. We denote the generalised function defined by this sequence as φ′(x)
and we see that ∫ ∞

−∞
φ′(x)f(x) dx = −

∫ ∞
−∞

φ(x)f ′(x) dx,

We can continue in this way and we see that generalised functions possess deriva-
tives to all orders and in an obvious notation∫ ∞

−∞

dkφ(x)

dxk
f(x) dx = (−1)k

∫ ∞
−∞

φ(x)
dk

dxk
f(x) dx.

Example ∫ ∞
−∞

dkδ(x)

dxk
f(x) dx = (−1)kf (k)(0).

Video clip on introduction to generalised func-
tions. Click here to open video clip in external
player.

http://helix.stream.manchester.ac.uk/flash/50056419_hi.mp4
http://helix.stream.manchester.ac.uk/flash/50056419_hi.mp4
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Suppose {φn(x)}∞n=0 is a regular sequence in G. Then∫ ∞
−∞

φn(ax+ b)F (x) dx = |a|−1

∫ ∞
−∞

φn(x)F (
x− b
a

) dx.

Hence for F (x) ∈ G∫ ∞
−∞

φ(ax+ b)F (x) dx = |a|−1

∫ ∞
−∞

φ(x)F (
x− b
a

) dx, a 6= 0.

Example∫ ∞
−∞

δ(ax− b)F (x) dx = |a|−1

∫ ∞
−∞

δ(x)F (
x+ b

a
) dx = |a|−1F (

b

a
), a 6= 0.

Definition We say that f(x) ∈ Lp(R) if
∫∞
−∞ |f(x)|p dx exists.

Thus for example L1(R) is the space of absolutely integrable functions.

Video clip discussing properties of generalised
functions. Click here to open video clip in ex-
ternal player.

Definition The function f(x) ∈ Kp(R) if for some N ≥ 0∫ ∞
−∞

|f(x)|p
(1 + x2)N

dx <∞.

Example Consider the Heaviside function

H(x) =

{
0, x < 0
1, x > 0

Clearly H(x) is not absolutely integrable but H(x) ∈ K1(R), with N = 1.

Example f(x) = H(x)x3 ∈ K1(R) with N = 3.

http://helix.stream.manchester.ac.uk/flash/72063007_hi.mp4
http://helix.stream.manchester.ac.uk/flash/72063007_hi.mp4
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Theorem Suppose f(x) ∈ K1(R). Then it is possible to construct a regular
sequence {φn(x)}∞n=0 in G which defines a generalised function φ(x) such that

lim
n→∞

∫ ∞
−∞

φn(x)F (x) dx =

∫ ∞
−∞

φ(x)F (x) dx =

∫ ∞
−∞

f(x)F (x) dx, (8.2.1)

for any F (x) ∈ G.

Proof For a proof see Jones, section 3.2.
The main point of this theorem is that it allows one to define a whole range

of generalised functions for which the integral on the right hand side of (8.2.1)
exists. The integral exists in the normal sense.

Example Consider the Heaviside function introduced earlier. This satisfies the
condition of the theorem. Hence we can consider H(x) as a generalised function
and using an earlier result for the derivatives of generalised functions, we have∫ ∞

−∞
H ′(x)F (x) dx = −

∫ ∞
−∞

H(x)F ′(x) dx

for any F (x) ∈ G. Now∫ ∞
−∞

H(x)F ′(x) dx =

∫ ∞
0

F ′(x) dx = [F (x)]∞0 = −F (0).

Hence we see that ∫ ∞
−∞

H ′(x)F (x) dx = F (0)

and thus
H ′(x) = δ(x).

Example Consider the function sgn(x) defined by

sgn(x) =

{
−1, x < 0
1, x > 0

This satisfies the condition of the theorem with N = 1. Hence∫ ∞
−∞

dsgn(x)

dx
F (x) dx = −

∫ ∞
−∞

sgn(x)F′(x) dx,

=

∫ 0

−∞
F ′(x) dx−

∫ ∞
0

F ′(x) dx = 2F (0).

Hence we have
dsgn(x)

dx
= 2δ(x).
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Consider the function |x|α. Now∫ ∞
−∞

(1 + x2)−N |x|α dx

is convergent only if α > −1 and if we take 2N > 1 + α. Thus we can define a
generalised function |x|α if α > −1. Now

d

dx
log |x| = |x|−1sgn(x),

and so
d

dx
|x|α = α|x|α−1sgn(x),

provided also α > 0.

Video clip discussing extensions to include
functions in Kp(R). Click here to open video
clip in external player.

We make use of a result which states that if f(x) is an ordinary function
and both f ′(x) and f(x) belong to K1(R) then the derivative of the generalised
function formed by f(x) is the generalised function formed by f ′(x).

This can be used to define generalised functions such as |x|α for non-integral
α < 0. For all α and α not equal to a negative integer, we can define the
generalised functions

|x|α =
1

(α + 1)(α + 2) . . . (α + n)

dn

dxn
[|x|α+n(sgn(x))n],

|x|αsgn(x) =
1

(α + 1)(α + 2) . . . (α + n)

dn

dxn
[|x|α+n(sgn(x))n+1],

|x|αH(x) =
1

(α + 1)(α + 2) . . . (α + n)

dn

dxn
[xα+nH(x))],

where n is a positive integer such that n + <(α) > −1. For completeness, the
generalised function x−1 is defined by

x−1 =
d

dx
[log |x|],

http://helix.stream.manchester.ac.uk/flash/10538221_hi.mp4
http://helix.stream.manchester.ac.uk/flash/10538221_hi.mp4
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and if m is a positive integer

x−m =
(−1)m−1

(m− 1)!

dm−1

dxm−1
(log |x|)m−1.

8.3 Application to singular integrals

We will show one use of the above results for handling singular integrals. But
first we need the following result.

Suppose f(x) is a continuous function with a derivative f ′(x) both belonging
to K1. Then

d

dx
[f(x)H(x− a)] =

df

dx
H(x− a) + f(a)δ(x− a).

Proof
With the given conditions f(x)H(x− a) and the derivative d

dx
[f(x)H(x− a)]

define generalised functions. Hence for any good function φ(x) we have∫ ∞
−∞

d

dx
[f(x)H(x− a)]φ(x) dx = −

∫ ∞
−∞

f(x)H(x− a)φ′(x) dx

= −
∫ ∞
a

f(x)φ′(x) dx.

Integrating by parts we obtain

−
∫ ∞
−∞

f(x)H(x− a)φ′(x) dx = −[f(x)φ(x)]∞a +

∫ ∞
a

f ′(x)φ(x) dx

=

∫ ∞
−∞

[f ′(x)H(x− a) + δ(x− a)f(a)]φ(x) dx.

Hence
d

dx
[f(x)H(x− a)] =

df

dx
H(x− a) + f(a)δ(x− a).

Consider the integral ∫ b

a

1

x
φ(x) dx

where φ(x) is a continuous differentiable function of x and φ(0) 6= 0 and a < 0 < b.
In the normal sense the integral does not exist since(

lim
ε1→0−

∫ ε1

a

+ lim
ε2→0+

∫ b

ε2

)
φ(x)

x
dx
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does not exist if ε1, ε2 go to zero independently.
However the Cauchy principal value of the integral is defined by∫

−
b

a

φ(x)

x
dx = lim

ε→0

(∫ −ε
a

+

∫ b

ε

)
φ(x)

x
dx

= φ(b) log |b| − φ(a) log |a| −
∫ b

a

φ′(x) log |x| dx.

Example ∫
−

2

−1

1

x
dx = log(2).

Video clip discussing Cauchy principal value
integral. Click here to open video clip in ex-
ternal player.

Let us see how we can tackle the integral using generalised functions. Consider∫ b

a

φ(x)

x
dx =

∫ ∞
−∞

[H(x− a)x−1 −H(x− b)x−1]φ(x) dx.

Now
[(H(x− a)−H(x− b)) log |x|]′ =

[H(x− a) log(|x|/|a|)−H(x− b) log(|x|/|b|)
+H(x− a) log |a| −H(x− b) log |b|]′

= {x−1H(x− a)− x−1H(x− b)}+ δ(x− a) log |a| − δ(x− b) log |b|.
Hence ∫ ∞

−∞
[H(x− a)x−1 −H(x− b)x−1]φ(x) dx =∫ ∞

−∞
{(H(x− a)−H(x− b)) log |x|]′φ(x) dx

+

∫ ∞
−∞

(δ(x− b) log |b| − δ(x− a) log |a|)φ(x) dx

http://helix.stream.manchester.ac.uk/flash/33871208_hi.mp4
http://helix.stream.manchester.ac.uk/flash/33871208_hi.mp4
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= φ(b) log |b| − φ(a) log |a| −
∫ ∞
−∞
{(H(x− a)−H(x− b)) log |x|}φ′(x) dx

which is the same as the Cauchy principal value interpretation.
Consider next singular integrals of the form∫ b

0

xβφ(x) dx

where 0 < b and β is not a negative integer. We can write the integral as∫ ∞
−∞

(xβH(x)− xβH(x− b))φ(x) dx.

Next note that

[xβ+nH(x− b)]′ = [(xβ+n − bβ+n)H(x− b) + bβ+nH(x− b)]′.

= (β + n)xβ+n−1H(x− b) + bβ+nδ(x− b).
Continue differentiating like this to obtain

[xβ+nH(x− b)](n) =

(β + n)(β + n− 1)...(β + 1)xβH(x− b) + bβ+nδ(n−1)(x− b)+
+(β + n)bβ+n−1δ(n−2)(x− b) + · · ·+ (β + n)...(β + 2)bβ+1δ(x− b).

Hence the integral can be written as∫ ∞
−∞
{xβH(x)− xβH(x− b)}φ(x) dx =

∫ ∞
−∞

[
(xβ+nH(x)− xβ+nH(x− b))(n)

(β + n)(β + n− 1)...(β + 1)

+
bβ+nδ(n−1)(x− b)
(β + n)...(β + 1)

+ · · ·+ bβ+1δ(x− b)
β + 1

]
φ(x) dx.

Finally we obtain ∫ b

0

xβφ(x) dx =

(−1)n

(β + 1)(β + 2)...(β + n)

∫ ∞
−∞

xβ+1(H(x)−H(x− b))φ(n)(x) dx

+
bβ+1

(β + 1)
φ(b)− bβ+2φ′(b)

(β + 1)(β + 2)
+ · · ·+ (−1)n−1bβ+nφ(n−1)(b)

(β + 1)(β + 2)...(β + n)
.

The above intepretation agrees with the Hadamard finite part of the integral∫ b
0
xβφ(x) dx.
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Video clip discussing Hadamard finite part in-
tegral. Click here to open video clip in external
player.

Example Consider ∫ ∗b
0

x−3/2f(x) dx = lim
ε→0

∫ b

ε

x−3/2f(x) dx.

[The notation
∫ ∗ is sometimes used to denote a singular integral and that we

need to interpret in the Hadamard finite part sense]. Now∫ b

ε

x−3/2f(x) dx. = [−2x−1/2f(x)]bε +

∫ b

ε

2x−1/2f(x) dx

= [−2b−1/2f(b)] + 2ε−1/2f(ε) +

∫ b

ε

2x−1/2f ′(x) dx

The Hadamard finite part of the integral is defined by ignoring the ε−1/2f(ε) term
and taking the limit as ε→ 0 giving∫ ∗b

0

x−3/2f(x) dx = [−2b−1/2f(b)] +

∫ b

ε

2x−1/2f ′(x) dx.

Example Consider ∫ 1

0

x−5/2

1 + x
dx

We can write
x−

5
2 (H(x)−H(x− 1)) =

1

(−5
2

+ 1)(−5
2

+ 2)

d2

dx2

[
x−

1
2 (H(x)−H(x− 1))

]
+
δ(x− 1)

(−5
2

+ 1)
+

δ′(x− 1)

(−5
2

+ 1)(−5
2

+ 2)
.

Hence with φ(x) = 1/(x+ 1) we have∫ 1

0

x−
5
2

1 + x
dx =

∫ ∞
−∞

4

3

d2

dx2

[
x−

1
2 (H(x)−H(x− 1))

]
φ(x) dx

http://helix.stream.manchester.ac.uk/flash/81628187_hi.mp4
http://helix.stream.manchester.ac.uk/flash/81628187_hi.mp4
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+

∫ ∞
−∞

(−2

3
δ(x− 1) +

4

3
δ′(x− 1))φ(x) dx,

=
4

3

∫ ∞
−∞

x−
1
2 (H(x)−H(x− 1))φ′′(x) dx− 2

3
φ(1)− 4

3
φ′(1)

=
4

3

∫ 1

0

2

x
1
2 (x+ 1)3

dx =
π

2
+

4

3

We will investigate Fourier transforms properties of generalised functions after
we have discussed Fourier transforms.
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Chapter 9

Integral Transforms

9.1 Fourier Transform
Definition We say that

f(x) ∈ Lp(Ω) if
∫

Ω

|f(x)|p dx <∞.

Note that L1(R) is the space of absolutely integrable functions in R.

Theorem Suppose f(t) and its derivative is continuous on R except at a finite
number of points for which f has integrable bounded discontinuities, and f(t) ∈
L1(R). Then Fourier’s Integral Theorem states that

1

2
[f(x+) + f(x−)] =

1

2π

∫ ∞
−∞

eikx dk

∫ ∞
−∞

e−iktf(t) dt (9.1.1)

Note that if f(t) is continuous at t = x the left hand side of (9.1.1) reduces to
f(x). For a proof of (9.1.1) see, for example, the book by Sneddon The use of
integral transforms.

The theorem can also be proved under less restrictive conditions, see Titch-
marsh.

Definition The Fourier transform F (k) of the function f(x) is defined by

F (k) =
1√
2π

∫ ∞
−∞

f(x)e−ikx dx, (9.1.2)

and the inverse Fourier transform by

1

2
[f(x+) + f(x−)] =

1√
2π

∫ ∞
−∞

F (k)eikx dk. (9.1.3)

113
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Note that different authors may use definitions of a FT different to that given
above.

We will sometimes write F(f(x); k) to denote the FT when we want to show
the function explictly. Likewise F−1(F (k)) will denote the inverse Fourier trans-
form.

9.1.1 Basic properties of FT

Some of the following properties are easy to prove. Suppose F (k) is the FT of
f(x). Then

1. F(f(x− a); k) = e−ikaF(f(x); k).

2. F(f(ax); k) = 1
|a|F (k

a
).

3. F(eiaxf(x); k) = F (k − a).

4. F(f(−x); k) = F(f(x); k).

5. F(F (x); k) = f(−k).

In the above the overbar denotes the complex conjugate.

Theorem If f(x) satisfies the conditions of the Fourier Integral Theorem, then

1. F (k) is bounded for −∞ < k <∞.

2. F (k) is continuous for −∞ < k <∞.

Proof of (1)

|F (k)| ≤ 1√
2π

∫ ∞
−∞
|e−ikx||f(x)| dx =

1√
2π

∫ ∞
−∞
|f(x)| dx < M

for some constant M since f is absolutely integrable. Hence F (k) is bounded for
real k.

Proof of (2) Consider

|F (k + h)− F (k)| ≤ 1√
2π

∫ ∞
−∞
|e−ikh − 1||f(x)| dx ≤

√
2

π
M.

Also
lim
h→0
|e−ihx − 1| = 0
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for all x ∈ R. Hence

lim
h→0
|F (k + h)− F (k)| ≤ lim

h→0

1√
2π

∫ ∞
−∞
|e−ihx − 1||f(x)| dx = 0.

Thus F (k) is continuous.

If f(x) is continuously differentiable and f(x)→ 0 as |x| → ∞ then

F(f ′(x); k) = ikF (k).

The proof follows easily from integration by parts.
If f(x) has a jump discontinuity at x = x0 then

F(f ′(x); k) =
1√
2π

∫ ∞
−∞

f ′(x)e−ikx dx

=
1√
2π

(∫ x0

−∞
+

∫ ∞
x0

[f ′(x)e−ikx]

)
dx

= ikF (k) + e−ikx0 [f(x0+)− f(x0−)].

Example Let a, b > 0 and consider

f(x) = eax x < 0

= e−bx x > 0.

Then

F (k) =
1√
2π

(∫ 0

−∞
eaxe−ikx dx+

∫ ∞
0

e−bxe−ikx dx

)
,

=
1√
2π

(
1

a− ik +
1

b+ ik
).

We can invert the transform obtained in the last example using contour integra-
tion. Now

I1 =

∫ ∞
−∞

eikx
1

a− ik dk =

∫ ∞
−∞

eikx
i

k + ia
dk.

Consider ∫
C

i
eixz

z + ia
dz

where the contour C is chosen appropriately.
For x < 0 we choose C to be the real axis and the semicircular arc C1 in the

lower half plane, see figure 9.1.
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−ia

C2

x > 0

C1

x < 0

−R R

Figure 9.1: Contours for example.

The integrand has a simple pole at z = −ia and so using Cauchy’s theorem

−
∫ R

−R
i
eikx

k + ia
dk +

∫
C1

i
eizx

z + ia
dk = 2πiRes[

ieizx

z + ia
]z=−ia = −2πexa.

From Jordan’s Lemma
∫
C1
→ 0 as the radius of the circle R increases. Hence

I1 = 2πexa, x < 0

Similarly for x > 0 if we deform in the upper-half plane see figure 9.1, and
applying Cauchy’s Theorem gives∫ R

−R
i
eikx

k + ia
dk +

∫
C2

i
eizx

z + ia
dz = 0

This gives I1 = 0 for x > 0. For x = 0 using Cauchy’s theorem∫ R

−R

i

k + ia
dk +

∫
C2

i

z + ia
dz = 0

Thus ∫ R

−R

i

k + ia
dk = −i

∫ π

0

iReiθ

Reiθ + ia
dθ,

=
1

i
[log(Reiθ + ia)]π0 =

1

i
log

[Reiπ + ia]

[R + ia]
.

Hence taking the limit R→∞ we find∫ ∞
−∞

i

k + ia
dk = π.
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Putting the results together we find that

F−1[
1√
2π

1

a− ik ] =


eax x < 0,

1
2

x = 0,
0 x > 0

.

In the same way we can invert 1√
2π(b+ik)

using the contours as shown in figure 9.2
to obtain

ib

C2

x < 0

C1

x > 0

−R R

Figure 9.2: Contours for example.

F−1[
1√
2π

1

(b+ ik)
] =


0 x < 0,
1
2

x = 0,
e−bx x > 0.

.

Putting it all together we find

F−1(F (k)) =


eax x < 0,
1 x = 0,
e−bx. x > 0

9.1.2 Convolution Theorem

Definition We define the convolution of two integrable functions f(x) and g(x)
as the operation f ∗ g given by

f(x) ∗ g(x) =
1√
2π

∫ ∞
−∞

f(x− ξ)g(ξ) dξ.
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Convolution Theorem Suppose that F (k) and G(k) are the Fourier transforms
of f(x) and g(x) respectively. Then

F{f(x) ∗ g(x)} = F (k)G(k),

and
f(x) ∗ g(x) = F−1(F (k)G(k)),

ie
1√
2π

∫ ∞
−∞

f(x− ξ)g(ξ) dξ =
1√
2π

∫ ∞
−∞

F (k)G(k)eikx dξ.

Proof
F{f(x) ∗ g(x)} =

1

2π

∫ ∞
−∞

e−ikx dx

∫ ∞
−∞

f(x− ξ)g(ξ) dξ,

=
1

2π

∫ ∞
−∞

e−ikξg(ξ) dξ

∫ ∞
−∞

e−ik(x−ξ)f(x− ξ) dx,

=
1

2π

∫ ∞
−∞

e−ikξg(ξ) dξ

∫ ∞
−∞

e−ikηf(η) dη,

= G(k)F (k).

Hence proof.

9.1.3 Parseval’s Relation

Suppose we put x = 0 in the convolution theorem∫ ∞
−∞

f(ξ)g(x− ξ) dξ =

∫ ∞
−∞

eikxF (k)G(k) dk.

This gives ∫ ∞
−∞

f(ξ)g(−ξ) dξ =

∫ ∞
−∞

F (k)G(k) dk.

Next substitute g(x) = f(−x) and note that (see section 9.1.1)

G(k) = F{(g(x)} = F{f(−x)} = F{f(x)} = F (k).

Hence ∫ ∞
−∞

f(x)f(x) dx =

∫ ∞
−∞

F (k)F (k) dk,

or ∫ ∞
−∞
|f(x)|2 dx =

∫ ∞
−∞
|F (k)|2 dk. (9.1.4)

This result is known as Parseval’s relation. It is important in many signal pro-
cessing applications. The integral

∫∞
−∞ |f(x)|2 dx can be thought of as the energy

of a signal and
∫∞
−∞ |F (k)|2 dk is what is really measured and known as the power

spectrum.
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9.1.4 Fourier transform of generalised functions

Consider the generalised function δ(x) introduced earlier. If we proceed naively
the Fourier Transform of δ(x) is

1√
2π

∫ ∞
−∞

δ(x)e−ikx dx =
1√
2π
,

and by the Fourier inversion theorem

δ(x) =
1

2π

∫ ∞
−∞

eikx dx.

The results are correct but recall the ‘sifting properties’ were only established
for the class of good functions f(x) ∈ G and eikx does not belong to this class.
We have to first establish some properties for Fourier Transforms of generalised
functions.
Theorem If {φn(x)} ∈ G then its Fourier Transform Γn(k) also belongs to G.
Proof For any p ≥ 0∣∣∣∣∫ ∞

−∞
xpφn(x)e−ikx dx

∣∣∣∣ ≤ ∫ ∞
−∞
|x|p|φn(x)| dx <∞

since φn(x) is a good function.
Note that if f(x) ∈ G then its Fourier Transform F (k) exists and also

dF

dk
=

∫ ∞
−∞
−ixf(x)e−ikx dx

exists. In fact all the derivatives of F (k) exist and

dqF

dkq
=

∫ ∞
−∞

(−ix)qf(x)e−ikx dx

We also need to prove that for any r > 0

lim
|k|→∞

|kr d
qF (k)

dkq
| = 0

for all q.
Now using

dqF

dkq
=

∫ ∞
−∞

(−ix)qf(x)e−ikx dx

integration by parts gives

=
1

ik

∫ ∞
−∞

e−ikx
dg

dx
dx



120 CHAPTER 9. INTEGRAL TRANSFORMS

with g(x) = (−ix)qf(x).
Thus

dqF

dkq
=

1

(ik)m

∫ ∞
−∞

e−ikx
dmg

dxm
dx

Hence one can choose m such that for any r > 0

lim
|k|→∞

|kr d
qF (k)

dkq
| = 0

Thus F (k) is also a good function belonging to G.

Suppose {φn(x)} is a regular sequence and f(x) ∈ G. If Φn(k) is the Fourier
Transform of φn(x) and F (k) the Fourier transform of f(x), then from Parseval’s
theorem ∫ ∞

−∞
Φn(x)F (x) dx =

∫ ∞
−∞

φn(x)f(−x) dx.

Hence if the limit
lim
n→∞

∫ ∞
−∞

φn(x)f(−x) dx

exists for every arbitrary member of G then the limit

lim
n→∞

∫ ∞
−∞

Φn(x)F (x) dx

also exists for every F ∈ G. If φ(x) is the generalised function defined by the
regular sequence {φn(x)} then we define the generalised function Φ(x) by the
regular sequence {Φn(k)} and we call Φ(k) the Fourier transform of φ(x).

Example Consider

δn(x) =

√
n

π
e−x

2n.

This defines the delta function δ(x) and note that

∆n(k) =

∫ ∞
−∞

√
n

π
e−nx

2−ikx dx

=

√
n

π
e
−k2
4n

∫ ∞
−∞

e−n(x+ ik
2n

)2 dx,

= e
−k2
4n .

Taking the limit as n→∞ shows that ∆n(k) defines the generalised function 1.
Hence the Fourier Transform of δ(x) is 1/

√
2π, ie

1√
2π

∫ ∞
−∞

δ(x)e−ikx dx =
1√
2π
.
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Video clip on Fourier Transforms of generalised
functions. Click here to open video clip in ex-
ternal player.

The inverse transform transform can be worked out in a similar way by taking
the sequence ∆n(k) = e−k

2/(4n) and shows that

lim
n→∞

∫ ∞
−∞

∆n(k)eikx dk = 2π.

Hence
1

2π

∫ ∞
−∞

1eikx dk = δ(x),

which is a restatement of the Fourier inversion for δ(x).
One can show that if G(k) is the Fourier transform of a generalised function

g(x) then

g(x) =
1√
2π

∫ ∞
−∞

G(k)eikxdk.

More generally, suppose {dpφn
dxp

(x)} defines the generalised function dpφ
dxp

(x) then
the Fourier transform of {dpφn

dxp
(x)} is given by∫ ∞

−∞
{d

pφn
dxp

(x)}e−ikx dx = (ik)pΦ(k),

where Φ(k) is the FT of φ(x).

Example

F(δ(p)(x); k) = (ik)p
1√
2π
,

and using the inversion formula
1

2π

∫ ∞
−∞

(ik)peikx dk = δ(p)(x).

Other properties of generalised functions also carry over to Fourier transforms,
thus for example ∫ ∞

−∞
δ(ax− b)e−ikx dx =

e−ibk/a

|a| .

http://helix.stream.manchester.ac.uk/flash/32912464_hi.mp4
http://helix.stream.manchester.ac.uk/flash/32912464_hi.mp4
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1

2π

∫ ∞
−∞

eikx−ibk dk = δ(x− b).

1

2π

∫ ∞
−∞

(ik)peikx−ibk dk = δ(p)(x− b).

Example Consider the Fourier transform of the function

f(x) = e−axH(x)− eaxH(−x)

where a > 0 and H(x) is the Heaviside function. Now

√
2πF (k) =

∫ ∞
−∞

(e−axH(x)− e−axH(−x))e−ikx dx,

=

∫ ∞
0

e−(a+ik)x dx−
∫ 0

−∞
e(a−ik)x dx,

=
1

(a+ ik)
− 1

a− ik .

Now take the limit as a→ 0. Then we see that f(x) approaches the generalised
function sgn(x). Thus the Fourier transform of sgn(x) is 2

ik
1√
2π
. Next note that

H(x) = 1
2
(1 + sgn(x)). Thus the Fourier transform of H(x) is

F(H(x); k) = (
1

ik
+

√
π

2
δ(−k))

1√
2π
.

Video clip on Fourier Transforms of generalised
functions- examples. Click here to open video
clip in external player.

9.1.5 Solutions of PDE’s using FT and Green’s functions

Consider the solution of Laplace’s equation in the half-plane with Dirichlet bound-
ary conditions, ie

φxx + φyy = 0, −∞ < x <∞, y ≥ 0 (9.1.5)

http://helix.stream.manchester.ac.uk/flash/60667592_hi.mp4
http://helix.stream.manchester.ac.uk/flash/60667592_hi.mp4
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with boundary conditions

φ(x, 0) = f(x), −∞ < x <∞,

φ(x, y)→ 0 as x2 + y2 →∞.
Let Φ(k, y) be the FT of φ(x, y) ie

Φ(k, y) =
1√
2π

∫ ∞
−∞

φ(x, y)e−ikx dx.

The FT of the equation (9.1.5) and boundary conditions gives

d2Φ

dy2
− k2Φ = 0, (9.1.6)

Φ(k, 0) = F (k), φ(k, y)→ 0 as y →∞,
where F (k) is the FT of f(x). The solution of (9.1.6) gives

Φ(k, y) = F (k)e−|k|y. (9.1.7)

Inverting (9.1.7) and using the convolution theorem yields

φ(x, y) =
1√
2π

∫ ∞
−∞

f(ξ)g(x− ξ)dξ,

where g(x) is the inverse Fourier transform of e−|k|y, and

F−1(e−|k|y) =

√
2

π

y

x2 + y2
.

Hence
φ(x, y) =

1

π

∫ ∞
−∞

f(ξ)
y

((x− ξ)2 + y2)
dξ, y > 0.

This is Poisson’s integral formula for the half-plane. From

φ(x, y) =
1

π

∫ ∞
−∞

f(ξ)
y

((x− ξ)2 + y2)
dξ, y > 0

taking the limit as y → 0+ shows that

φ(x, 0) = f(x) =
1

π
lim
y→0+

∫ ∞
−∞

f(ξ)
y

((x− ξ)2 + y2)
dξ, y > 0.

Thus another representation of the delta function is

δ(x− ξ) = lim
y→0

1

π

y

[(x− ξ)2 + y2]
.
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Consider the diffusion equation

φt = κφxx, −∞ < x <∞, t > 0,

subject to
φ(x, 0) = f(x), −∞ < x <∞,

and κ > 0 is a constant. Define the FT

Φ(k, t) =
1√
2π

∫ ∞
−∞

φ(x, t)e−ikx dx.

Then the transform of the equation becomes

Φt = −κk2Φ, t > 0,

and
Φ(k, t = 0) = F (k)

where F (k) is the FT of f(x). Solving gives

Φ(k, t) = F (k)e−κk
2t.

Inverting gives

φ(x, t) =
1√
2π

∫ ∞
−∞

F (k)eikxe−κk
2t dk,

=
1√
2π

∫ ∞
−∞

f(ξ)g(x− ξ) dξ,

after using the convolution theorem and where g(x) has the Fourier transform
e−κk

2t. Thus
g(x) =

1√
2π

∫ ∞
−∞

e−κk
2teikx dk,

=
1√
2κt

e−
x2

4κt .

Hence

φ(x, t) =
1√

4πκt

∫ ∞
−∞

f(ξ) exp[−(x− ξ)2

4κt
] dξ.

We can write
φ(x, t) =

∫ ∞
−∞

f(ξ)G(x− ξ, t) dξ,

where the function

G(x− ξ, t) =
1√

4πκt
exp[−(x− ξ)2

4κt
]
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is the Green’s function of the diffusion equation for the infinite interval. Note
that we have another representation of the Delta function by taking the limit
t→ 0+ ie

δ(x− ξ) = lim
t→0+

1√
4πκt

exp[−(x− ξ)2

4κt
].

Consider the linearised K-dV equation

ut + cux + uxxx = 0, −∞ < x <∞, t > 0,

where c > 0 is a constant. The initial conditions are

u(x, t = 0) = f(x).

Define a FT
U(k, t) =

1√
2π

∫ ∞
−∞

u(x, t)e−ikx dx

and taking a FT of the equation shows that

U(k, t) = F (k)e−(ikc−ik3)t.

Hence
u(x, t) =

1√
2π

∫ ∞
−∞

F (k)eik(x−ct)eik
3t dk.

Suppose we take f(x) = δ(x), and F (k) = 1√
2π

Then

u(x, t) =
1

2π

∫ ∞
−∞

eik(x−ct)eik
3t dk

=
1

π

∫ ∞
o

cos(k(x− ct) + k3t) dk

=
1

π3t
1
3

∫ ∞
0

cos(
k

3t
1
3

(x− ct) +
k3

3
) dk.

Hence
u(x, t) =

1

3t
1
3

Ai(
(x− ct)

3t
1
3

),

where we have used the integral representation of the Airy function

Ai(z) =
1

π

∫ ∞
0

cos(zk +
k3

3
) dk.
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9.2 Laplace Transform

From the Fourier integral formula (9.1.1), namely

g(x) =
1

2π

∫ ∞
−∞

eikx
∫ ∞
−∞

e−ikxg(t) dt dk. (9.2.1)

Suppose we let
g(x) = e−cxH(x)f(x), c > 0

so that g(x) = 0 for x < 0. Then the above formula (9.2.1) becomes

f(x) =
ecx

2π

∫ ∞
−∞

eikx
∫ ∞

0

e−t(c+ik)f(t) dt dk.

Next let s = c+ ik to obtain

f(x) =
1

2πi

∫ c+i∞

c−i∞
esx
∫ ∞

0

e−stf(t) dt ds.

The Laplace transform of f(x) is defined as

L(f(x); s) = F (s) =

∫ ∞
0

e−sxf(x) dx, <(s) > 0.

The inversion formula is given by

F−1(F (s)) = f(x) =
1

2πi

∫ c+i∞

c−i∞
esxF (s) ds, c > 0.

Theorem
Suppose (i) f(x) is integrable over every finite interval [a, b], 0 < a < b and (ii)

there exists a real number c such that for arbitrary b > 0 the integral
∫ T
b
ectf(t) dt

tends to a finite limit as T →∞, and for arbitrary a > 0 the integral
∫ a
ε
|f(t)| dt

tends to a finite limit as ε → 0+, then the Laplace transform of f(x) exists for
<(s) ≥ c.

Proof If a, ε are arbitrary and (ε < a), and suppose c > 0, then∣∣∣∣∫ a

ε

e−stf(t) dt

∣∣∣∣ ≤ ∫ a

ε

e−ct|f(t)| dt ≤
∫ a

ε

|f(t)| dt.

If c < 0 then ∣∣∣∣∫ a

ε

e−ptf(t) dt

∣∣∣∣ ≤ ∫ a

ε

e−ct|f(t)| dt ≤ e−ca
∫ a

ε

|f(t)| dt.
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Thus
∫ a

0
e−stf(t) dt exists for arbitrary a. Note that∫ T

0

e−ptf(t) dt =

(∫ a

0

+

∫ b

a

+

∫ T

b

)
e−stf(t) dt

and letting T → ∞ and using the given conditions proves the result. One can
further prove that if, in addition to the above mentioned conditions, f(t) = O(ect)
as t → ∞ then the Laplace transform converges absolutely for <(s) > c. If
f(t) = O(tc) as t → ∞ then the Laplace transform converges absolutely for
<(s) > 0.

One other result worth noting is that with the conditions stated above the
Laplace transform L(f(x); s) = F (s) is an analytic function of s in the half-plane
<(s) > c. [For a proof see, Sneddon.]

The following basic results are easy to establish. Suppose F (s) is the Laplace
transform of f(t). Then

• L(e−atft) = F (s+ a).

• L(f (n)(t)) = snF (s) − sn−1f(0) − sn−2f ′(0) − · · · − sf (n−2)(0) − f (n−1)(0)
where f (n)(t) = dnf/dtn.

• L(tne−at) = n!
(s+a)n+1 , a > 0.

Example

L(xν ; s) =

∫ ∞
0

xνe−sx dx = s−ν−1

∫ ∞
0

tνe−t dt = s−ν−1Γ(ν + 1),

where Γ(ν + 1) =
∫∞

0
tνe−t dt is the Gamma function and <(ν) > −1.

Example Consider ∫ ∞
0

e−steiat dt =
s+ ia

s2 + a2
, <(s) > 0,

and a is a real. Taking real and imaginary parts shows that

L(cos(at); s) =
s

s2 + a2
,

L(sin(at); s) =
a

s2 + a2
.

Example Consider the Laplace Transform of the Bessel function J0(at), a > 0.
We have

J0(ax) =
2

π

∫ π/2

0

cos(at cos θ) dθ.
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So

L(J0(at); s) =
2

π

∫ ∞
0

e−st
∫ π/2

0

cos(at cos θ) dθ

=
2

π

∫ π/2

0

∫ ∞
0

e−st cos(at cos θ) dt dθ,

=
2

π

∫ π/2

0

sdθ

s2 + a2 cos2 θ
=

2s

π

∫ ∞
0

du

s2 + a2 + s2u2
.

Hence
L(J0(at); s) =

1

(s2 + a2)
1
2

.

9.2.1 Convolution theorems

Definition Suppose L(f(t)) = F (s) and L(g(t)) = G(s). The convolution of
f(t) and g(t) is defined by

f(t) ∗ g(t) =

∫ t

0

f(t− τ)g(τ)dτ.

Theorem
L(f(t) ∗ g(t)) = F (s)G(s),

or
f(t) ∗ g(t) = L−1(F (s)G(s)).

Proof
Now

L(f(t) ∗ g(t)) =

∫ ∞
0

e−st
∫ t

0

f(t− τ)g(τ) dτ dt.

=

∫ ∞
0

g(τ)

∫ ∞
τ

e−stf(t− τ) dt dτ =∫ ∞
0

e−sτg(τ) dτ

∫ ∞
0

e−stf(t) dt = F (s)G(s),

after reversing the order of integration, see figure 9.3.

9.2.2 Tauberian and Abelian theorems

Consider

f(t) =
n∑
k=0

ak
tk

k!
.
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t

τ = t

τ

Figure 9.3: Shaded region in the convolution integral

The Laplace transform of f(t) gives

F (s) =

∫ ∞
0

e−st
n∑
k=0

ak
tk

k!
dt

=
n∑
k=0

aks
−k−1.

We deduce that
lim
s→∞

(sF (s)) = lim
t→0+

(f(t)) = a0.

and
lim
s→∞

(sn+1F (s)) = lim
t→0+

(f (n)(t)) = an.

Thus the behaviour of the function near t = 0+ is reflected in the behaviour of
the LT for large s. The above result holds more generally and are known as the
Tauberian and Abelian theorems.

Suppose the Laplace transform F (s) of a function f(t) exists and in addition
f(t) and its derivatives exist as t→ 0+. Then

1. lims→∞ F (s) = 0,

2. lims→∞ s
n+1F (s)− snf(0)− · · · − sf (n−1)(0) = f (n)(0).

3. Suppose f(t) is bounded for all t > 0 and the limit limt→∞ f(t) = f(∞)
exists, then

lim
s→0+

sF (s) = f(∞).
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Example Consider

f(t) = 1− e−at, (a > 0), F (s) =
a

s(s+ a)

lim
s→0+

(sF (s)) = 1 = f(∞).

lim
s→∞

(s2F (s)− sf(0)) = lim
s→∞

(
as

s+ a
) = a = f ′(0).

9.2.3 Watson’s Lemma

The use of Laplace transforms leads to integrals of the form

F (s) =

∫ ∞
0

e−stf(t) dt. (9.2.2)

One is often interested in trying to estimate this integral for s large. This is
where Watson’s lemma becomes extremely useful. Observe that for well behaved
functions f(t) the dominant value of the integral (9.2.2) will occur in the vicinity
of t = 0. This suggests that we should be able to estimate the integral by replacing
the f(t) by its local expansion for t = 0. The more formal result is summarised
in Watson’s lemma.

Video clip showing proof of Γ(z)Γ(1 − z) =
π sin πz. Click here to open video clip in ex-
ternal player.

Theorem: Watson’s Lemma Suppose f(t) = O(eat) as t→∞ and in some
neighbourhood of t = 0, f(t) can be expanded as

f(t) = tα

[
n∑
k=0

akt
k +Rn+1(t)

]
, 0 < t < τ, α > −1,

where |Rn+1(t)| < Atn+1 for 0 < t < τ.Then

F (s) =

∫ ∞
0

e−stf(t) dt

http://helix.stream.manchester.ac.uk/flash/17258830_hi.mp4
http://helix.stream.manchester.ac.uk/flash/17258830_hi.mp4
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has the asymptotic expansion

F (s) ∼
n∑
k=0

ak
Γ(α + k + 1)

sα+k+1
+O(

1

sα+n+2
), s→∞.

Proof
Now

F (s) =

∫ τ

0

e−stf(t) dt+

∫ ∞
τ

e−stf(t) dt

=

∫ τ

0

e−sttα
n∑
k=0

akt
k dt+

∫ τ

0

e−sttαRn+1(t) dt+

∫ ∞
τ

e−stf(t) dt. (9.2.3)

Also ∫ τ

0

e−stakt
α+k dt =

∫ ∞
0

e−stakt
α+k dt−

∫ ∞
τ

e−stakt
α+k dt

= ak
Γ(α + k + 1)

sα+k+1
+O(e−sτ ).

Here we have used

Γ(α) =

∫ ∞
0

tα−1e−t dt, <(α) > 0.

Using the given behaviour for Rn+1(t) the second term in (9.2.3) can be esti-
mated as follows:∣∣∣∣∫ τ

0

e−sttαRn+1(t) dt

∣∣∣∣ ≤ A

∫ τ

0

e−sttα+n+1 = O(
1

sα+n+1
).

Finally for the last term in (9.2.3) we have∣∣∣∣∫ ∞
τ

e−stf(t) dt

∣∣∣∣ ≤ B

∫ ∞
τ

e−(s−a)t dt = Be−(s−a)τ

which tends to zero exponentially for s → ∞. Combining the estimates leads to
the required result that

F (s) ∼
n∑
k=0

ak
Γ(α + k + 1)

sα+k+1
+O(

1

sα+n+2
), s→∞.

Watson’s lemma is extremely powerful and can be used to generate asymptotic
expansions from the knowledge of the local behaviour of the integrand in Laplace
type integrals.

Example
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Video clip showing proof of Watson’s Lemma.
Click here to open video clip in external player.

Consider for example the parabolic cylinder function Dν(z). An integral rep-
resentation of Dν(z) is given by

Dν(z) =
e−

z2

4

Γ(−ν)

∫ ∞
0

e−zte−
t2

2
dt

tν+1

which is valid for <(ν) < 0.
We apply Watson’s lemma to the function

f(t) = e−
t2

2 t−ν−1 =
∞∑
n=0

(−1)n
t2n−ν−1

2nn!
.

Using Watson’s lemma gives

Dν(z) ∼ e−
z2

4

Γ(−ν)

∞∑
n=0

(−1)n

2nn!

Γ(2n− ν)

z2n−ν .

The result is also valid for <(ν) ≥ 0.

The LT is very useful for solving a number of ODE, PDE and other problems.
We will just look at one or two (ununusal) examples.

Example Suppose

F (n) =

∫ ∞
0

e−nxf(x) dx

for n integer, and

S =
∞∑
n=0

F (n) =
∞∑
n=0

∫ ∞
0

f(x)e−nx dx.

Assuming that we can interchange the summation and integration we find

S =

∫ ∞
0

f(x)h(x) dx,

http://helix.stream.manchester.ac.uk/flash/50850595_hi.mp4
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where

h(x) =
∞∑
n=0

e−nx =
1

1− e−x .

Suppose we take a ≥ 0, p > 0 and

f(x) =
xp−1e−ax

Γ(p)
,

so that
F (n) =

∫ ∞
0

e−nxxp−1e−ax

Γ(p)
dx

=
1

Γ(p)

∫ ∞
0

xp−1e−(n+a)x dx =
1

(n+ a)p
.

Hence

S =
∞∑
n=0

1

(n+ a)p
=

∫ ∞
0

1

Γ(p)
xp−1 e−ax

1− e−x dx.

Take a = 1 and we see that∫ ∞
0

xp−1e−x

1− e−x dx = Γ(p)ζ(p)

where ζ(p) is the Riemann zeta function.

∞∑
n=1

1

np
= ζ(p).

Eg.,

ζ(2) =
∞∑
1

1

n2
=
π2

6
.

The function

ζ(p, a) =
∞∑
n=0

1

(n+ a)p

is called the generalised Riemann zeta function. Note that ζ(p, 1) = ζ(p).
One can express the zeta function in terms of a Hankel type loop integral, see

figure 9.4.

ζ(p, a) = −Γ(1− p)
2πi

∫
C

(−z)p−1e−az

1− e−z dz

It can be further shown using these representations that ζ(p, a) is an analytic
function for all p except p = 1 where ζ(p, a) has a simple pole with residue 1.
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C

Figure 9.4: Loop contour for Hankel’s integral representation of ζ(z).
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9.3 Mellin Transform
The Mellin transform is extremely useful for certain applications including solving
Laplace’s equation in polar coordinates, as well as for estimating integrals.

We will first consider the generalised Laplace transform.

9.3.1 Generalised Laplace transform

Suppose that for finite T the function g(t) is absolutely integrable on (0, T ), ie∫ T

0

|g(t)| dt <∞

and g(t) = O(eαt) as t→∞ for some real constant α. Then the one-sided Laplace
transform

L+[g; s] =

∫ ∞
0

e−stg(t) dt

converges absolutely and is holomorphic (analytic) in <(s) > α.
Similarly suppose ∫ T

0

|g(−t)| dt <∞

and g(t) = O(eβt) as t → −∞ for some real constant β. Then the one-sided
Laplace transform

L−[g; s] =

∫ 0

−∞
e−stg(t) dt =

∫ ∞
0

estg(−t) dt

converges absolutely and is holomrophic in the left half-plane <(s) < β. Under
the same conditions on g(t) and if β > α then the two-sided Laplace transform

L[g; s] =

∫ ∞
−∞

e−stg(t) dt

converges absolutely and is holomorphic in the vertical strip α < <(s) < β see
figure 9.5. If β < α then the generalised Laplace transform does not exist for any
s.

Suppose β > α and let t = − log(x), and g(− log x) = f(x). Then note that

e−st = es log(x) = xs.

Hence
L[g, s] =

∫ ∞
0

xs−1f(x) dx.

=M[f ; s]
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=(s)

Figure 9.5: Common strip of analyticity of g(s)

whereM is the Mellin transform of f(x).
So the Mellin transform of f(x) is the two-sided Laplace transform of g(t)

where t = − log(x) and it converges absolutely and is holomorphic in the strip
α < <(s) < β.

Example Consider g(t) = e−a|t|. Then

G+(s) =

∫ ∞
0

e−ste−at dt

=

[
−e
−(s+a)t

s+ a

]∞
0

=
1

s+ a

provided <(s) > −a.
Similarly

G−(t) =

∫ 0

−∞
e−steat dt =

∫ 0

−∞
e−(s−a)t dt

=

[
−e
−(s−a)t

s− a

]0

−∞
=

1

a− s,

for <(s) < a. ThusM[e−a|t|; s] converges and is analytic in the strip −a < <(s) <
a.

Example Consider g(t) = e−at. Then

G+(s) =
1

s+ a
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provided <(s) > −a. Similarly

G−(t) =

∫ 0

−∞
e−ste−at dt =

∫ 0

−∞
e−(s−a)t dt

=

[
−e
−(s+a)t

s+ a

]0

−∞
= − 1

a+ s
,

for <(s) < −a. ThusM[e−at; s] where t = log(x) does not exist.
Now since

g(t) = O(eαt), as t→∞
we obtain

f(x) = O(x−α), as x→ 0 + .

Also
g(t) = O(eβt), as t→ −∞,

and so
f(x) = O(x−β), as x→∞.

Thus when the Mellin transform of f(x) exists its strip of analyticity is deter-
mined by the behaviour of f(x) as x→ 0+ and x→∞. The inversion formula for
the Mellin transform follows from the inversion formula for the two-sided Laplace
transform of g(t). Now

g(t) =
1

2πi

∫ c+i∞

c−i∞
estL[g; s] ds,

where we require that α < c < β.
Putting x = − log(t) we find

f(x) = g(− log(t)) =
1

2πi

∫ c+i∞

c−i∞
x−sM[f ; s] ds.

This inversion formula is valid at all points x > 0 where f(x) is continuous.

Theorem
Suppose F (s) is a function of the complex variable s = σ+ iτ which is regular

in the infinite strip a < σ < b and that for any arbitrary small positive ε, F (s)
tends to zero uniformly as τ → ∞ in the strip a + ε ≤ σ ≤ b + ε. Then if the
integral ∫ ∞

−∞
F (σ + iτ) dτ

converges absolutely for each value of σ ∈ (a, b) and, if for positive real values of
x and a fixed c ∈ (a, b) we define

f(x) =
1

2πi

∫ c+i∞

c−i∞
x−sF (s) ds
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then in the strip a < σ < b

F (s) =

∫ ∞
0

xs−1f(x) dx.

For a proof, see Sneddon.

Video clip on a discussion of the Mellin Trans-
form. Click here to open video clip in external
player.

Example Consider f(x) = e−ax where a > 0. Then

M[e−ax; s] =

∫ ∞
0

xs−1e−ax dx

=
1

as

∫ ∞
0

xs−1e−x dx.

=
Γ(s)

as
.

Example Consider f(x) = 1/(ex − 1). Then Mellin transform of f is

M[f ; s] =

∫ ∞
0

xs−1 1

ex − 1
dx

=

∫ ∞
0

xs−1

∞∑
n=1

e−nx dx,

=
∞∑
n=1

∫ ∞
0

xs−1e−nx dx

∞∑
n=1

Γ(s)

ns
= Γ(s)ζ(s),

where ζ(s) is the Riemann zeta function. We require that <(s) > 1 for conver-
gence.

http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
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Example Consider f(x) = 1/(1 + x). The Mellin transform of f is

M[f ; s] =

∫ ∞
0

xs−1 1

1 + x
dx.

In the section on basic complex analysis we saw how to evaluate integrals like
this and ∫ ∞

0

xs−1

1 + x
dx =

− πe−πsi

sin(sπ)

∑
{res[zs−1 1

1 + z
] at z = −1},

=
π

sin(πs)
.

Note that we can also evaluate the Mellin transform of f(x) = 1/(1 + x) as

M[f ; s] =

∫ ∞
0

xs−1 1

1 + x
dx

by letting x = t/(1− t). Thus

M[f ; s] =

∫ 1

0

ts−1

(1− t)s−1

(1− t)
(1− t)2

dt =

∫ 1

0

ts−1(1− t)−s dt

=

∫ 1

0

ts−1(1− t)1−s−1 dt = B(s, 1− s) = Γ(s)Γ(1− s),

where B(p, q) is the Beta function. Hence

Γ(s)Γ(1− s) =
π

sin(sπ)
.

Video clip on a discussion of the Mellin Trans-
form of 1/(1+x). Click here to open video clip
in external player.

Example Suppose f(x) = 1/(1 + x)n then by the same technique we obtain

M[f ; s] =

∫ 1

0

ts−1(1− t)n−s−1 dt = B(s, n− s) =
Γ(p)Γ(1− p)

Γ(n)
.

http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
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Video clip discussing examples. Click here to
open video clip in external player.

http://helix.stream.manchester.ac.uk/flash/12191325_hi.mp4
http://helix.stream.manchester.ac.uk/flash/12191325_hi.mp4
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9.3.2 Mellin transform- basic properties

Suppose F (s) is the Mellin transform of f(x).

• M[f(ax); s] = a−sF (s), a > 0.

• M[xaf(x); s] = F (s+ a).

•
M[f ′(x); s] =

∫ ∞
0

xs−1f ′(x) dx

= [xs−1f(x)]∞0 − (s− 1)

∫ ∞
0

xs−2f(x) dx

= −(s− 1)F (s− 1),

provided that xs−1f(x) goes to zero at x = 0+ and x→∞.

• M[xf ′(x); s] =
∫∞

0
xsf ′(s) ds = −sF (p).

• M[xnf (n)(x); s] = (−1)n Γ(s+n)
Γ(s)

F (s).

Both require that xn+s−qf (n−q)(x) is zero as x → 0+ and x → ∞ for
q = 1, . . . n.

9.3.3 Mellin transform- Parseval’s formula

Suppose F (s) is the Mellin transform of f(x) and G(s) is the Mellin transform
of g(x). Then

M[f(x)g(x); s] =
1

2πi

∫ c+i∞

c−i∞
F (z)G(s− z) dz.

The result for s = 1 gives the Parseval formula for Mellin transforms ie∫ ∞
0

f(x)g(x) dx =
1

2πi

∫ c+i∞

c−i∞
F (z)G(1− z) dz.

Proof

M[f(x)g(x); s] =

∫ ∞
0

xs−1f(x)g(x) dx

=
1

2πi

∫ ∞
0

xs−1g(x) dx

∫ c+i∞

c−i∞
x−zF (z) dz,
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=
1

2πi

∫ c+i∞

c−i∞
F (z) dz

∫ ∞
0

xs−z−1g(x) dx

=
1

2πi

∫ c+i∞

c−i∞
F (z)G(s− z) dz.

In the above, the interchange of the order of integration requires some suitable
conditions on f(x) and g(x) .

Example Consider the exponential integral

Ei(x) =

∫ ∞
x

e−u

u
du

=

∫ ∞
1

e−qx

q
dq.

The Mellin transform of Ei(x) is given by

F (s) =

∫ ∞
0

xs−1 dx

∫ ∞
1

e−qx

q
dq,

=

∫ ∞
1

dq

q

∫ ∞
0

xs−1e−qx dx,

=
Γ(s)

s
, <(s) > 0.

Example It is a useful exercise to invert the previous transform. So consider

I1 =
1

2πi

∫ c+i∞

c−i∞

Γ(s)x−s

s
ds

where c > 0. We will evaluate

I =
1

2πi

∮
L+L1+C+L2

Γ(z)x−z

z
dz,

where the contour is as shown. The integrand Γ(z)x−z/z has a double pole at
z = 0 and simple poles at z = −1,−2, .., , see figure 9.6. From the properties
of the integrand, the integrals along L1, L2 tend to zero as R → ∞ where we
parameterize L1 by z = y + iRn, 0 < y < c and similarly for L2.

On the contour C where z = Rne
iθ, π/2 < θ < π and −π < θ < −π/2

and Rn lies between zeros of the Gamma function on the negative real axis. The
values of θ are chosen so that we may use the asymptotic form for the Gamma
function given by Stirling’s formula.
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L

C

L1

L2

c

Figure 9.6: Singularities of Γ(z)/z lie on the negative real axis at z = 0,−1,−2, ..

If Rn is large we may use the asymptotic form for Γ(z) to obtain the estimate∣∣∣∣x−zΓ(z)

z

∣∣∣∣
∼
∣∣∣∣∣e−Rn log(x)(cos θ+i sin θ)

√
2π

R3
n

e
−3iθ

2 eRn(cos θ+i sin θ)(log Rn
e

+iθ)

∣∣∣∣∣
=

∣∣∣∣∣e−Rn log(x) cos θ

√
2π

R3
n

eRn log Rn
e

cos θe−Rnθ sin θ

∣∣∣∣∣ .
If we choose Rn > ex and note that for −π < θ < −π

2
and π

2
< θ < π we have

cos θ < 0 and −θ sin θ < 0, we see that the integrand is exponentially small, and
thus the integral around C goes to zero as Rn →∞. Using Cauchy’s theorem we
obtain

1

2πi

∫
L

x−s
Γ(s)

s
ds =

∑
{Residues of z−sΓ(z)

z
, z ≤ 0}.

We can write
Γ(1 + z) = 1 + zg(z)

in the neighbourhood of z = 0 where g(z) is analytic near z = 0. Hence

Γ(z) =
1

z
Γ(1 + z) =

1

z
+ g(z),

and so z = 0 is a simple pole of Γ(z) with residue 1. In the same way we obtain

Γ(z) = (z − 1)(z − 2) . . . (z − n)Γ(z − n)

and so
Γ(z − n) =

1 + g(z)

z(z − 1) . . . (z − n)
=

(−1)n

zn!
(1 +O(z)),
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showing that z = −n is a simple pole with residue (−1)n/n! for n ≥ 1. Thus for
the function

x−z
Γ(z)

z

the residue contribution from z = −n, n ≥ 1 is

xn

−n
(−1)n

n!
.

Now near z = 0 we can write

Γ(z) =
1

z
− γ +O(z)

and so

x−z
Γ(z)

z
= e−z log(x)

1
z
− γ +O(z)

z
=

1

z
(1− z log(x) +O(z2))(

1

z
− γ +O(z))

=
1

z2
− (γ + log x)

z
+O(1).

Hence the residue contribution from the double pole at z = 0 is −γ− log(x). The
inversion gives

Ei(x) = − log(x)− γ −
∞∑

n=1

(−1)nxn

nn!
.

Example
Suppose that F (s) is the Mellin transform of a real-valued function f(r).

Then consider
M[f(reiθ); s] =

∫ ∞
0

f(reiθ)rs−1 dr.

We will assume that f(z) with z = reiθ is the analytic continuation of a the
function f(r) defined in some sector −α < arg(z) < α.

Thus ∫ R

0

f(r)rs−1 dr − eisθ
∫ R

0

f(reiθ)rs−1 dr +

∫
C

f(z)zs−1 dz = 0,

where the contour C is as shown in figure 9.7.
Provided the integral along C goes to zero as R→∞ we obtain∫ ∞

0

f(reiθ)rs−1 dr = e−isθ
∫ R

0

f(r)rs−1 dr = e−isθF (s).

A sufficient condition for this is that

zsf(z)→ 0, |z| → ∞, | arg(z)| < α.
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Reiθ

C

R

Figure 9.7

Since the Mellin transform of f(r) exists we have

rsf(r)→ 0, r →∞,

in the strip of analyticity and so the above condition is also valid provided α is
suitably chosen.

From ∫ ∞
0

f(reiθ)rs−1 dr = e−isθF (s).

taking real and imaginary parts gives

F (s) cos sθ =M[<{f(reiθ)}; s],

F (s) sin sθ =M[−={f(reiθ)}; s],
These results are due to Harrington (1967).

9.3.4 Mellin transform- Applications to solution of pde’s

Consider the solution of
r2φrr + rφr + φθθ = 0

in the wedge 0 < r <∞, 0 < θ < α together with the boundary conditions

φθ(r, 0) = 0, φ(r, α) = f(r), 0 < r <∞,

φ(r, θ)→ 0 as r →∞, 0 < θ < α.

Now let us take the Mellin transform of the equation and suppose that Φ(s, θ)
is the MT of φ(r, θ). This gives∫ ∞

0

rs−1(r2φrr + rφr + φθθ) dr
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This becomes
[rs+1φr − srsφ]∞0 + s2Φ(s, θ) + Φθθ = 0.

For the integrated term to vanish we require that

[rs+1φr − srsφ]∞0 = 0.

The transformed equation is then

d2Φ(s, θ)

dθ2
+ s2Φ = 0.

Solving and using the transformed boundary conditions that

Φθ(s, 0) = 0, Φ(s, α) = F (s),

we find that
Φ(s, θ) = F (s)

cos(sθ)

cos(sα)
.

In the previous section we discussed how to invert Mellin transforms of the type

F (s) sin(sθ), F (s) cos(sθ).

The next example shows how to do this for a specific case.

Example
In the problem we met earlier

∇2φ = 0, 0 < r <∞, 0 ≤ θ ≤ α

φθ(r, 0) = 0, φ(r, α) = f(r),

we found that the Mellin transform of φ was given by

Φ(s, θ) =
F (s) cos(sθ)

cos(sα)
.

Suppose we take

f(r) =

{
1 0 < r < 1,
0 1 < r

.

Then for 0 < <(s),

F (s) =

∫ 1

0

rs−1 dr =
1

s
.

Hence
Φ(s, θ) =

cos(sθ)

s cos(sα)
.
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This can be inverted using residues, but we can make use of the above results to
obtain the solution in a different manner.

We see that
φ(r, θ) =M[<{g(reiθ)}; s]

where the Mellin transform of g(z) is 1
s cos(sα)

To find g(z) first note that if h(r) = π
2
− tan−1 r then

M(s) =

∫ ∞
0

rs−1(
π

2
− tan−1 r) dr

= [
1

s
rs(

π

2
− tan−1 r)])∞0 +

∫ ∞
0

1

s
rs

1

1 + r2
dr.

The integrated term vanishes provided that 0 < <(s) < 1. We are left with

M(s) =
1

s

∫ ∞
0

rs

1 + r2
dr.

The integral is of the form∫ ∞
0

ra−1f(r) dr = − πe−πai

sin(aπ)

∑
Res[za−1f(z)]

with a = s+ 1 which we have met earlier and we find that

M(s) =
π

2s cos( sπ
2

)
.

Next using the property that if H(s) is the Mellin transform of h(r)

M [h(rk); s] = k−1H(
s

k
),

With k = π
2α

the Mellin transform of

1− 2

π
tan−1(rk)

is therefore
1

s cos(αs)

provided 0 < <(s) < k. Finally pulling all the results together we see that

M−1[
cos(sθ)

s cos(sα)
] = <[g(reiθ)]

where
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g[z] = 1− 2

π
tan−1(zk),

where k = π
2α
.

Note that for | arg(z)| < π
2

π

2
h(z) =

π

2
− tan−1 z =

π

2
−
∫ z

0

1

1 + t2
dt

= − 1

2i
[log(z − i)− log(z + i)].

Now
<[g(z)] = <[h(zk)] = <[h(rkeikθ)].

Putting zk = −i+ r1e
iθ1 , and zk = i+ r2e

iθ2 we find that

π

2
<[g(z)] = −1

2
(θ2 − θ1).

Now

tan θ1 =
rk sin(kθ) + 1

rk cos(kθ)
, tan θ2 =

rk sin(kθ)− 1

rk cos(kθ)
,

Hence finally we obtain the solution

φ(r, θ) = <[g(z)] =
(θ1 − θ2)

π

φ(r, θ) =
1

π


π − tan−1

[
2rk cos(kθ)

1−r2k

]
0 ≤ r < 1

tan−1
[

2rk cos(kθ)
r2k−1

]
1 < r

where k = π
2α
.

9.4 Riemann-Lebesgue Lemma, and analytic con-
tinuation of Mellin transforms.

In the later examples we make use of the Riemann-Lebesgue lemma stated
below.

Suppose f(t) is sectionally continuous in a compact interval [a, b]. Then (i)∫ b

a

eiλtf(t) dt = o(1), as λ→∞.
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(ii) If a is finite or −∞, b finite or ∞ and f(t) is continuous in (a, b) and

I =

∫ b

a

eiλtf(t) dt

converges uniformly at a, b for sufficently large λ then

I = o(1), as λ→∞.

Proof of Riemann-Lebesgue Lemma We will only prove part (i) for the case
when f(t) is continuous in (a, b). If f(t) is sectionally continuous, we split the
interval into portions in which is it continuous and use the result repeatedly.

Given ε>0 we can partition the interval (a, b) into points a = t0 < t1 < · · · <
tn = b so that

|f(t)− f(tk)| ≤
ε

2(b− a)
.

Then ∫ b

a

eiλtf(t) dt =
n∑
k=1

f(tk)

∫ tk

tk−1

eiλt dt+
n∑
k=1

∫ tk

tk−1

eiλt(f(t)− f(tk)) dt.

Suppose M = max |f(t)| for t ∈ [a, b]. Then for λ > 0∣∣∣∣∣
∫ tk

tk−1

eiλt dt

∣∣∣∣∣ =

∣∣∣∣eiλtk − eiλtk−1

iλ

∣∣∣∣ ≤ 2

λ
.

Hence ∣∣∣∣∫ b

a

eiλtf(t) dt

∣∣∣∣ ≤ 2Mn

λ
+

n∑
k=1

(tk − tk−1)
ε

2(b− a)

=
2Mn

λ
+
ε

2
< ε

provided λ > 4Mn/ε.
Let s = σ + iλ and consider

M[f(x); s] =

∫ ∞
0

xs−1f(x) dx =

∫ ∞
0

xσeiλ log(x)f(x) dx.

If we make use of the Riemann-Lebesgue Lemma then for any σ which lies in the
strip of analyticity of the MT of f(x)

lim
λ→∞
|M[f(x);σ + iλ] = 0,

ie the MT of f(x) tends to zero along vertical line in the strip of analyticity.
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Video clip on a proof of the Riemann Lebesgue
Lemma. Click here to open video clip in ex-
ternal player.

9.5 Analytic continuation of Mellin transforms
Now

M[e−x; s] =

∫ ∞
0

xs−1e−x dx = Γ(s)

is analytic in the right-hand plane 0 < <(s).
Consider next the MT of the function e−it. This is given by

M[e−ix; s] =

∫ ∞
0

xs−1e−ix dx.

Note that the integral does not converge absolutely, only conditionally. We can
evaluate the integral by considering∮

C
zs−1e−iz dz

where the contour C is as shown in figure 10.1. From Cauchy’s theorem

L1

C1

L2

C2

δ R

Figure 9.8: Contour C = L1 + C1 + L2 + C2

∮
C
zs−1e−iz dz = 0

http://helix.stream.manchester.ac.uk/flash/88574318_hi.mp4
http://helix.stream.manchester.ac.uk/flash/88574318_hi.mp4
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since the integrand is analytic inside C. Now

|IC2| =
∣∣∣∣∣
∫ 0

−π
2

iδeiθ(δeiθ)s−1e−iδ(cos θ+i sin θ) dθ

∣∣∣∣∣→ 0,

as δ → 0 provided <(s) > 0. Next with s = σ + iλ

|
∫
C1

| =
∣∣∣∣∣−
∫ 0

−π
2

(Reiθ)s−1iReiθe−iR cos θ+R sin θ dθ

∣∣∣∣∣ .
So

|
∫
C1

| ≤
∣∣∣∣∣e|λ|π/2

∫ π
2

0

eλθRσe−R sin θ dθ

∣∣∣∣∣
≤ e|λ|π/2Rσe|λ|

π
2

∫ π
2

0

e−
2Rθ
π dθ

< πe|λ|π/2e|λ|
π
2Rσ−1.

Thus
|
∫
C1

| → 0 as R→∞

provided <(s) < 1. Hence taking the limit as δ → 0 and R→∞ we obtain∫
L1

+

∫
L2

= 0

giving ∫ ∞
0

xs−1e−ix dx =

∫ ∞
0

(e−i
π
2 y)s−1e−i

π
2 e−y dy

= e−is
π
2

∫ ∞
0

ys−1e−ydy = e−is
π
2 Γ(s)

Hence the Mellin transform of eix is given by

M[e−ix; s] = Γ(s)e−is
π
2 , (9.5.1)

provided 0 < <(s) < 1.
We can analytically continue M[e−ix; s] into the right half-plane <(s) ≥ 1

using the formula (9.5.1).
Similarly we showed earlier that the function f(x) = 1/(1 +x) has the Mellin

transform
M[

1

1 + x
; s] =

π

sin(πs)
, (9.5.2)
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Video clip on a discussion of the Mellin Trans-
form of e−it. Click here to open video clip in
external player.

Video clip on a discussion of the analytic con-
tinuation of Mellin Transform. Click here to
open video clip in external player.

again provided 0 < <(s) < 1. We can use (9.5.2) to analytically continue
M[1/(1 + x); s] into the right half-plane <(s) ≥ 1. The analytic continuation
gives a function which has simple poles at the positive integers.

Let F (s) = M[f(x); s] be the Mellin transform of f(x) which is analytic in
the strip α < <(s) < β. Suppose that as x→∞ we have

f(x) ∼ e−dx
ν
∞∑
m=0

x−rm
N(m)∑
n=0

cmn(log x)n,

where <(d) ≥ 0, ν > 0 and <(rm) is an increasing sequence in m, and N(m) are
non-negative integers. Then F (s) can be continued analytically into the right-half
plane β < <(s). The analytic continuation is such that

1. If <(d) > 0, then F (s) is analytic in the right-half plane.

2. If d = −iω, ω 6= 0 then F (z) is analytic in the right half-plane.

3. If d = 0 then F (s) is analytic in the right-half plane except for poles.

The proofs of the results are given in detail in (Bleistein & Handelsman, 1975,
chap. 4). Outline proofs are as follows:

Proof of (1) This follows from the properties of the Mellin transform given
earlier. Proof of (2) Write

F (s) =

∫ ∞
0

xs−1f(x) dx =

∫ 1

0

xs−1f(x) dx+

∫ ∞
1

xs−1f(x), dx,

http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
http://helix.stream.manchester.ac.uk/flash/69443257_hi.mp4
http://helix.stream.manchester.ac.uk/flash/61013585_hi.mp4
http://helix.stream.manchester.ac.uk/flash/61013585_hi.mp4
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and express the second integral as∫ ∞
1

(f(x)− hk(x))xs−1 dx+

∫ ∞
1

hk(x)xs−1 dx,

where

hk(x) = eiωx
ν
∑

<(rm)<k

x−rm
N(m)∑
n=0

cmn(log x)n.

Note that f(x) − hk(x) = O(eiωx
ν
x−<(rj)(log x)N(j)) where j is such that

<(rj) ≥ k.
So the first term is analytic in the extended strip α < <(s) < k.
We need to prove that the term∫ ∞

1

hk(x)xs−1 dx,

can be analytically continued in the extended strip.
Let hk(x) = eiωx

ν
x−r0Hk(x), where Hk(x) = O((log x)N(0)) as x→∞.

Now ∫ ∞
1

hk(x)xs−1 dx,=

∫ ∞
1

eiωx
ν

xs−r0−1Hk(x) dx

=

∫ ∞
1

eiωx
ν

xν−1xs−r0−νHk(x) dx

=

[
xs−r0−νeiωx

ν
Hk(x)

iων

]∞
1

−
∫ ∞

1

eiωx
ν

xs−r0−ν−1

[
(s− r0 − ν)xHk(x) + xdHk(x)

dx

iων

]
dx

The last term is of the form∫ ∞
1

xs−r0−ν−1eiωx
ν

H̃k(x) dx,

and is analytic in the extended region <(z) < <(r0) + ν.
By integrating by parts q times the integral∫ ∞

1

hk(x)xs−1 dx,

can be analytically continued into the extended region α < <(s) < <(r0) + qν.
Putting it all together this shows that the Mellin transform of f(x) can be

analytically continued into the right-half plane α < <(s), as an analytic function.
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Proof of (3) Introduce

hk(x) =
∑

<(rm)<k

x−rm
N(m)∑
n=0

cmn(log x)n.

and note that the Mellin transform of f(x) is∫ ∞
0

xs−1f(x) dx

=

∫ 1

0

f(x)xs−1 dx+

∫ ∞
1

(f(x)− hk(x)) dx+

∫ ∞
1

xs−1hk(x) dx.

The first term is analytic in α < <(s).
As before the term

I2 =

∫ ∞
1

xs−1(f(x)− hk(x)) dx

is analytic in the strip α < <(s) < k.
The last term can be computed directly noting that∫ ∞

1

xs−rm−1(log x)n dx =
n!(−1)n+1

(s− rm)n+1
.

Hence

M[f ; s] =
∑
m

<(rm) < k

N(m)∑
n=0

(−1)n+1cmnn!

(s− rm)n+1
+ I2.

The right hand is analytic except for poles at s = rm in the extended strip
α < <(s) < k, and since k is arbitrary this proves the result.

The analytic continuation ofM[f ; s] into the left-half plane <(s) < α can be
obtained and depends on the properties of f(x) as x→ 0+

Suppose that as x→ 0+ we have

f(x) ∼ e−qx
µ
∞∑
m=0

xam
K(m)∑
n=0

bmn(log x)n,

where <(q) ≥ 0, µ < 0 and <(am) is an increasing sequence in m, and K(m) are
non-negative integers. Then F (s) can be continued analytically into the left-half
plane <(s) < α. The analytic continuation is such that

1. If <(q) > 0, then F (s) is analytic in the left-half plane <(s) < β.
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2. If q = −iω, ω 6= 0 then F (z) is analytic in the left half-plane <(s) < α.

3. If q = 0 then F (s) is analytic in the left-half plane except for poles at
s = −am with Laurent expansion

K(m)∑
n=0

bmn(−1)mn!

(s+ am)n+1
.

In summary, the above results show that the Mellin transform of a function
f(x) , which has a particular type of asymptotic behaviour for small or large x,
can be analytically continued into the whole complex plane with at worst pole
singularities at points which can be predicted by the asymptotic behaviour of
f(x) for x→ 0+ and x→∞.

Example Consider

f(x) = eix =
∞∑
n=0

(ix)n

n!
.

Now
M[eix; s] = Γ(s)eis

π
2 , (9.5.3)

which is analytic in the strip 0 < <(s) < 1. The analytic continuation of the
transform into the left-half plane using (9.5.3) shows that the function is analytic
in <(s) < 0 except for simple poles at s = 0, 1,−2, · · ·−n, ..., as predicted by the
theorem.

Example
Consider

Ei(x) =

∫ ∞
x

e−u

u
du

= − log(x)− γ −
∞∑
n=1

(−1)nxn

nn!
.

The Mellin transform of Ei(x) is given by

M[Ei(x); s] =
Γ(s)

s
, <(s) > 0. (9.5.4)

We can analytically continue (9.5.4) into the left-half plane and the analytic
continuation gives a function which has simple poles at the negative integers and
a double pole at s = 0.
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Video clip on a proof of the Riemann Lebesgue
Lemma. Click here to open video clip in ex-
ternal player.

http://helix.stream.manchester.ac.uk/flash/92173331_hi.mp4
http://helix.stream.manchester.ac.uk/flash/92173331_hi.mp4


Chapter 10

Asymptotic expansion of integrals

In this section we will look at techniques for finding estimates for certain types
of integrals containing a large (or small) parameter. Chapters 4-7 of Bleistein &
Handelsman are essential reading for those who need to use these ideas for their
research.

We will study

• Use of Mellin transforms.

• Laplace’s method

• Steepest descent method.

10.1 Asymptotic expansion of integrals using the
Mellin transform technique

Consider
H[f(x);λ] =

∫ ∞
0

h(λx)f(x) dx, (10.1.1)

where we will assume that λ is real and we will investigate the behaviour of
H[f(x);λ] limit as λ→∞.

Example
If for example, h(x) = e−x then (10.1.1) is the Laplace transform of f(x).

Suppose that f(x) and h(x) have Mellin transforms which are analytic in the
strip α < <(s) < β and γ < <(s) < δ. If we make use of Parseval’s formula, see
section 9.3.3, we obtain∫ ∞

0

h(λx)f(x) dx =
1

2πi

∫ c+i∞

c−i∞
λ−sM [h; s]M [f ; 1− s] ds, (10.1.2)

157
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since
M [h(λx); s] =

∫ ∞
0

xs−1h(λx) dx

= λ−s
∫ ∞

0

xs−1h(x) dx = λ−sM [h(x); s].

Here we assume that there is a common strip of analyticity ofM [h; s],M [f, 1−s]
and the integral in (10.1.2) is taken along a line in this strip of analyticity. Next
apply Cauchy’s theorem and consider∮

C
λ−zG(z) dz

where G(z) = M [h; z]M [f ; 1−z], where C = L1 +L2 +L3 +L4 as shown in figure
10.1.

L1

L2

L3

L4

R

Figure 10.1: Contour C for application of Cauchy’s theorem

Let
Ij =

∫
Lj

λ−zG(z) dz.

We can write

I2 =

∫ R

c

λ−(x+iY1)G(x+ iY1) dx,

and

I3 = −
∫ R

c

λ−(x−iY2)G(x− iY2) dx,

where Y1, Y2 are large and positive. If G(z) is such that |G(x + iy)| → 0 as
|y| → ∞ in c ≤ x ≤ R then the integrals I2, I4 tend to zero as Y1 → ∞ and
Y2 →∞.
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Cauchy’s theorem together with the limit Y1, Y2 →∞ gives

1

2πi

∫ c+i∞

c−i∞
λ−zG(z) dz =

1

2πi

∫ (R+i∞)

R−i∞
λ−zG(z) dz −

∑
c<<(s)<R

residues[λ−sG(s)].

If we assume that G(R + iy) is absolutely integrable then∣∣∣∣∫ R+i∞

R−i∞
λ−zG(z) dz

∣∣∣∣ =

∣∣∣∣∫ ∞
−∞

λ−(R+iy)G(R + iy) dy

∣∣∣∣
≤ |λ|−R

∫ ∞
−∞
|G(R + iy)| dy = O(λ−R).

Thus
H[f(x);λ] =∫ ∞

0

h(λx)f(x) dx = −
∑

c<<(s)<R

residues[λ−sG(s)] +O(λ−R). (10.1.3)

The sum of residues gives a finite asymptotic expansion for H[f, λ]. Note that
G(s) = M[h(x); s]M[f(x); 1 − s] and to be able to use (10.1.3) we need to be
able to analytically continueM[h(x); s] into the right-half plane, andM[f(x); s]
into the left-half plane. In particular this requires knowedge of the behaviour of
f(x) as x→ 0+, so that we can use the results on analytic continuation of Mellin
transforms discussed earlier.

Video clip on a proof of the Riemann Lebesgue
Lemma. Click here to open video clip in ex-
ternal player.

Example Consider ∫ ∞
0

e−λtf(t) dt

so that h(t) = e−t.
The Mellin transform of e−t is given by

M[e−t; s] = Γ(s)

http://helix.stream.manchester.ac.uk/flash/83733223_hi.mp4
http://helix.stream.manchester.ac.uk/flash/83733223_hi.mp4
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with <(s) > 0. Suppose F (s) the Mellin transform of f(x) is analytic in the
region α < <(s) < β and that as x→ 0+ we have

f(x) ∼
∞∑
m=0

xam
K(m)∑
n=0

bmn(log x)n,

where <(am) is an increasing sequence in m, and K(m) are non-negative integers.
Then F (s) can be continued analytically into the left-half plane <(s) < α with
at worst pole singularities and local behaviour

K(m)∑
n=0

bmn(−1)nn!

(s+ am)n+1
.

near s = −am, see section 9.5.
Hence F (1 − s) can be analytically continued into the region <(s) > 1 − α

with pole singularities and the singular part of F (1− s) has the behaviour

−
K(m)∑
n=0

bmnn!

(s− am − 1)n+1
.

near s = am + 1. So the function

λ−zG(z) = λ−zH(z)F (1− z) = λ−zΓ(z)F (1− z)

has only residue contributions from the poles at z = am + 1 and using the earlier
result (assuming that the various properties are satisfied) we have∫ ∞

0

e−λxf(x) dx = −
∑

c<<(s)<R

residues[λ−sG(s)] +O(λ−R). (10.1.4)

Let R→∞ and we obtain∫ ∞
0

e−λxf(x) dx ∼
∞∑
m=0

K(m)∑
n=0

bmn

(
dn

dzn
[
λ−zΓ(z)

])
z=1+am

.

Hence ∫ ∞
0

e−λxf(x) dx ∼

∞∑
m=0

λ−1−am
K(m)∑
n=0

bmn

n∑
j=0

n!

j!(n− j)!(− log λ)j
(
dn−j

dzn−j
Γ(z)

)
z=1+am

.
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Note that if bmn = 0 for n > 1 ie

f(x) ∼
∞∑
m=0

bm0x
am as x→ 0+

then we obtain Watson’s lemma∫ ∞
0

e−λxf(x) dx ∼
∞∑
m=0

λ−1−ambm0Γ(1 + am),

as λ→∞.

Video clip on application of the Mellin trans-
form technique to estimate

∫∞
0
e−λtf(t) dt for

large λ. Click here to open video clip in exter-
nal player.

Example Consider the integral

Ei(λ) =

∫ ∞
λ

e−τ

τ
dt.

If we put τ = λ+ t then

λeλEi(λ) =

∫ ∞
0

e−t

1 + λ−1t
dt. (10.1.5)

We have met the function Ei(x) already (in lecture 15) where we showed that

Ei(x) = − log x− γ −
∞∑
n=1

(−1)nxn

nn!
. (10.1.6)

Note that the integral

I(q) = qν
∫ ∞

0

f(t)

(1 + qt)ν
dt

is the Generalised Stieltjes transform of the function f(t).
Let us see how we can estimate Ei(λ) for λ large using the Stieltjes transform

given by (10.1.5).

http://helix.stream.manchester.ac.uk/flash/84775964_hi.mp4
http://helix.stream.manchester.ac.uk/flash/84775964_hi.mp4
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First put ε = λ−1 and consider

I(ε) =

∫ ∞
0

e−th(εt) dt

where h(t) = 1/(1 + t). Now the Mellin transforms of e−t and 1/(1 + t) are given
by

M[e−t; s] = Γ(s), 0 < <(s),

M[
1

1 + t
; s] =

π

sin πs
, 0 < <(s) < 1.

Hence we have a common strip of analyticity 0 < <(s) < 1 for the function

G(s) =M[e−t; 1− s]M[
1

1 + t
; s] =

πΓ(1− s)
sin πs

.

We can analytically continue the function G(s) into the right-half plane 0 < <(s).
Now Γ(1 − s) has simple poles at 1 − s = −n, n = 0,−1,−2, ... and thus

the analytic continuation of G(s) has double poles at the positive integers s =
n, n = 1, 2, . . . .

Using our earlier results

I =

∫ ∞
0

e−t

1 + εt
dt = −

∑
0<<(s)

Res[ε−s
πΓ(1− s)

sin πs
].

Next using the result

Γ(z − n) =
Γ(z)

(z − 1) . . . (z − n)
=

Γ(z)(−1)n

(1− z) . . . (n− z)
,

=
1

z
[1− γz + . . . ]

(−1)n

n!
(1 + z + ..)(1 +

z

2
+ ..) . . . (1 +

z

n
+ . . . ),

=
(−1)n

n!
(
1

z
− (γ −

n∑
j=1

1

j
) + . . . ),

for z small.
We can use this to work out the residue at the double poles for our function.

Consider
g(s) = ε−s

πΓ(1− s)
sin πs

= e−s log(ε)πΓ(1− s)
sin πs

,

and put s = n+ δ where n is a positive integer and δ is small. Thus

g(s) =

ε−n(1− δ log(ε) + . . . )
π

(−1)nπδ

[
(−1)n

(n− 1)!δ
− (−1)n−1

(n− 1)!
(γ −

n−1∑
j−1

1

j
) + . . .

]
,
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= ε−n(−1)n

[
(−1)n+1

(n− 1)!δ2
+

(−1)n−1

(n− 1)!δ

{
(γ −

n−1∑
j=1

1

j
) + log(ε)

}
+ . . .

]
.

Hence the residue of the function g(s) at s = n is

(−1)n(−1)n−1

(n− 1)!

[
γ −

n−1∑
j=1

1

j
+ log ε

]
,

with the summation interpreted to be zero if n = 1. Hence

I ∼ −
∞∑
n=1

ε−n

(n− 1)!

[
γ −

n−1∑
j=1

1

j
+ log ε

]
,

= −(γ + log(ε))ε−1

∞∑
n=0

ε−n

n!
+ ε−1

∞∑
n=2

ε−n

(n− 1)!

n−1∑
j=1

1

j
,

= −(γ + log(ε))ε−1eε
−1

+ ε−1

∞∑
n=1

ε−n

n!

n∑
j=1

1

j
.

If we substitute back for ε−1 = λ and use (10.1.5) we find that

λeλEi(λ) ∼ −λ(γ + log(λ))eλ + λ
∞∑
n=1

λn

n!

n∑
j=1

1

j
.

Hence

Ei(λ) ∼ −(γ + log λ) + e−λ
∞∑
n=1

λn

n!

n∑
j=1

1

j
.

This agrees with the earlier result (10.1.6) provided we use the identity

e−λ
∞∑
n=1

λn

n!

n∑
j=1

1

j
=
∞∑
n=1

(−1)n+1λn

nn!
.

(For a proof of this last identity see the solutions to examples 6).

Example Consider

I(Y ) =

∫ ∞
0

F (t)
eiY t − 1

it
dt, (10.1.7)

where F (t) is a smooth function which decays to zero exponentially as t → ∞.
Also

F (t) =
∞∑
n=0

ant
n as t→ 0 + .
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Video clip discussing estimation of Ei(λ) for
λ → 0 using Mellin Transforms. Click here to
open video clip in external player.

We need to find the behaviour of I(Y ) as Y → ±∞. Integrals like this occur in
hydrodynamic stability theory. Consider

H(F ;λ) =

∫ ∞
0

F (t)h(λt) dt

where

h(t) =
eiσt − 1

it
,

and σ = ±1. Hence
I(Y ) = Y H(F ;Y ).

Now

H[F ;λ] =
1

2πi

∫ c+i∞

c−i∞
λ−sM[h(t); s]M[F (t); 1− s] ds,

and the Mellin transform of h(t) is

M[h[t]; s] =

∫ ∞
0

(eiσt − 1)

it
ts−1 dt = −i

∫ ∞
0

(eiσt − 1)ts−2 ds,

= −i
[

ts−1

(s− 1)
(eiσt − 1)

]∞
0

+ i2σ

∫ ∞
0

1

s− 1
ts−1eiσt dt,

=
−σ
s− 1

M[eiσt; s] = − σ

s− 1
e
πiσs
2 Γ(s),

provided 0 < Re(s) < 1.
Note that M[h(t); s] can be analytically continued into 1 < <(s) and the

analytic continuation has a simple pole at s = 1.
Next consider the Mellin transform of F (t). Given the behaviour of the func-

tion at ∞ this will be analytic in some strip 0 < <(s) < β. The behaviour near
t→ 0+, ie

F (t) ∼
∞∑
n=0

ant
n

http://helix.stream.manchester.ac.uk/flash/54365760_hi.mp4
http://helix.stream.manchester.ac.uk/flash/54365760_hi.mp4
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means that
M[F (t); 1− s] ∼ − an

(s− n− 1)

near s = n+ 1, n = 0, 1, . . . see lecture 16. Hence

H[F ; s] =
1

2πi

∫ c+i∞

c−i∞
λ−sM[h(t); s]M[F (t); 1− s] ds

= −
∑

0<<(s)

Res(λ−sM(h(t); s)M[F (t); 1− s]).

The function
G(s) = −λ−sM(h(t); s)M[F (t); 1− s])

=
σλ−se

iσπs
2

(s− 1)
Γ(s)M[F (t); 1− s]

has a double pole at s = 1 and simple poles at the positive integers s = n, n > 1.
The residue at s = 1 is given by

lim
s→1

d

ds

(
(s− 1)2G(s)

)
= lim

s→1

d

ds

[
σ(s− 1)λ−se

πiσs
2 Γ(s)M[F (t); 1− s]

]
,

= −a0σλ
−1e

iπσ
2

(
− log(λ) + 1 +

πiσ

2
+ Γ′(1)

)
+λ−1e

iπσ
2 Γ(1) lim

s→1

d

ds
((s− 1)M[F (t); 1− s]) ,

where we have used

lim
s→1
{(s− 1)M[F (t); 1− s]} = −a0.

Hence
I(Y ) = Y H(Y )

∼ −a0σe
πiσ
2

[
− log |Y |+ 1 + Γ′(1) +

iπσ

2

]
+ σe

iπσ
2 J +O(

1

Y
) asY → ±σ∞,

∼ −a0i

[
− log |Y |+ 1 + Γ′(1) +

iπσ

2

]
+ iJ +O(

1

Y
) as Y → ±∞,

where σ = sgn(Y), and

J = lim
s→1

d

ds
((s− 1)M[F (t); 1− s]) .

We see that
I(Y → +∞)− I(Y → −∞) = F (0)π

since a0 = F (0).
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Video clip on for above example. Click here to
open video clip in external player.

http://helix.stream.manchester.ac.uk/flash/90835865_hi.mp4
http://helix.stream.manchester.ac.uk/flash/90835865_hi.mp4
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10.2 Laplace’s Method
Laplace’s method is useful when trying to estimate integrals of the form

I(λ) =

∫ b

a

e−λp(t)q(t) dt,

where a, b may be finite or infinite.
The following technique dates back to Laplace (1820). Observe that the peak

value of the function e−λp(t) occurs at the point t = t0 where p(t) is a minimum.
For large λ the peak is concentrated in a neighbourhood of t− t0, see for example
Fig. 10.2 where a plot of the function e−λ(cosh(t)−1) is shown for varying λ.

0

5

10

15

-4

-2

0

2

4

0

0.25

0.5

0.75

1

0

5

10λλ

t

Figure 10.2: Plot of f(λ, t) = e−λ cosh[t]eλ. Observe peak is concentrated near
t = 0 .

In essence Laplace’s method is as follows: Suppose that t0 = a and p′(a) >
0, q(a) 6= 0. In the integral

I(λ) =

∫ b

a

e−λp(t)q(t) dt,

we replace p(t), q(t) by local series expansions near t = t0. Then

I(λ) ∼
∫ b

a

e−λ(p(a)+p′(a)(t−t0))q(a) dt.

We replace the upper-limit by ∞ to obtain

I(λ) ∼ q(a)e−λp(a)

∫ ∞
a

e−λ(t−a)p′(a) dt.

Hence

I(λ) ∼ q(a)
e−λp(a)

λp′(a)
.
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If instead t = t0 is an interior point and p′′(t0) > 0 then

I(λ) =

∫ b

a

e−λp(t)q(t) dt ∼
∫ b

a

e−λ(p(t0)+ 1
2
p′′(t0)(t−t0)2)q(t0) dt (10.2.1)

Since the peak is concentrated in the neighbourbood of t − t0 we may replace
the upper and lower limits in (10.2.1) by ±∞ with neglible error. Then using∫∞
−∞ e

−at2 dt =
√
π/a for a > 0 we obtain,

I(λ) ∼ e−λp(t0)q(t0)

∫ ∞
−∞

e−λ
(t−t0)

2

2
p′′(t0) dt = e−λp(t0)q(t0)

√
2π

λp′′(t0)
.

These hand waving arguments work remarkably well and are proven more formally
below.

Theorem Suppose

1. p(t) > p(a) for t ∈ (a, b) and the minimum of p(t) is only approached at
t = a.

2. p′(t), q′(t) are continuous in a neighbourhood of t = a except possibly at
t = a.

3. As t→ a+

p(t) ∼ p(a) +
∞∑
k=0

pk(t− a)k+µ, q(t) ∼
∞∑
k=0

qk(t− a)k+σ−1,

where µ > 0, Re(σ) > 0, p0 6= 0, q0 6= 0. Also we assume that we can
differentiate p(t) to obtain

p′(t) ∼
∞∑
k=0

(k + µ)pk(t− a)k+µ−1.

4.
∫ b
a
e−λp(t)q(t) dt converges absolutely for large λ.

Then

I(λ) =

∫ b

a

e−λp(t)q(t) dt ∼ e−λp(a)

∞∑
k=0

Γ

(
k + σ

µ

)
ak

λ
k+σ
µ

,

where v = p(t)− p(a) and

f(v) =
q(t)

p′(t)
∼

∞∑
k=0

akv
k+σ−µ

µ as v → 0 + .
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Proof
Let v = p(t)− p(a) then

I(λ) =

∫ b

a

e−λp(t)q(t) dt

= e−λp(a)

∫ p(b)−p(a)

0

e−λvf(v) dv

where f(v) = q(t)/p′(t). Hence

I(λ) = e−λp(a)

∫ ∞
0

e−λvf(v) dv − e−λp(a)

∫ ∞
p(b)−p(a)

e−λvf(v) dv. (10.2.2)

The contribution from the last integral in (10.2.2) can be shown to be negligble.
If we use Watson’s lemma for the other integral noting that as t → a+, v → 0
and

f(v) ∼
∞∑
k=0

akv
k+σ−µ

µ .

This gives

I(λ) ∼ e−λp(a)

∫ ∞
0

e−λv
∞∑
k=0

akv
k+σ
µ
−1 dv

= e−λp(a)

∞∑
k=0

∫ ∞
0

e−λvakv
k+σ
µ
−1 dv, .

Hence

I(λ) ∼ e−λp(a)

∞∑
k=0

akΓ

(
k + σ

µ

)
1

λ
k+σ
µ

.

Example
Consider the modified Bessel function of the second kind

Kν(λ) =

∫ ∞
0

e−λcosh tcosh(νt) dt

and we need the behaviour for large λ.
Here p(t) = cosh t has a minimum value of 1 at t = 0. Hence put

v = cosh t− 1

For small t

v =
t2

2!
+
t4

4!
+ . . . . (10.2.3)
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We can invert this to find t as a function of v for v small and the leading term is
t = (2v)

1
2 . This suggests that for small v we may write,

t = (2v)
1
2 + c1v + c2v

3
2 + . . . .

Thus substituting into (10.2.3) we find

v =
t2

2!
+
t4

4!
+ . . .

=
1

2
[(2v)

1
2 + c1v + c2v

3
2 + . . . ]2 +

1

4!
[(2v)2 + . . . ] + . . . ,

= v + v
3
2 c1

√
2 + v2[

√
2c2 +

c2
1

2
+

1

6
] + . . . .

Comparing like powers of v on both sides implies that

c1 = 0, c2 = − 1

6
√

2
.

Hence
t = (2v)

1
2 − 1

6
√

2
v

3
2 + . . . .

Hence

Kν(λ) =

∫ ∞
0

e−λcosh tcosh(νt) dt = e−λ
∫ ∞

0

e−λv
dt

dv
[1 +

ν2

2
t2 + . . . ] dv

= e−λ
∫ ∞

0

e−λv[
1

2

√
2v−

1
2 − 1

4
√

2
v

1
2 + . . . ][1 +

ν2

2
(2v) + . . . ] dv,

= e−λ
∫ ∞

0

e−λv[

√
2

2
v−

1
2 + v

1
2 (

√
2

2
ν2 − 1

4
√

2
) + . . . ] dv.

This gives

Kν(λ) = e−λ
√

π

2λ

[
1 +

1

2
(ν2 − 1

4
)
1

λ
+ . . .

]
,

as λ→∞.
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Example- Stirling’s formula for large x. We will show how Laplace’s method
can be used to estimate the Gamma function Γ(λ) for large values of the argu-
ment. Consider

Γ(λ+ 1) = λΓ(λ) =

∫ ∞
0

e−yyλ dy. (10.2.4)

Hence
Γ(λ) =

1

λ

∫ ∞
0

e−yyλ dy.

Now
e−yyλ = e−y+λ log y,

and the function r(y) = −y + λ log y has a minimum at y = λ. It is better to
work with a fixed point rather than one depending on λ. So put y = λt. Then
substituting into (10.2.4) gives

Γ(λ) =
1

λ

∫ ∞
0

e−λtλλtλλ dt,

= λλ
∫ ∞

0

e−λ(t−log t) dt.

Consider
I(λ) =

∫ ∞
0

e−λ(T−log T ) dT.

Now P (T ) = T − log T has a minimum value of 1 at T = 1 for T > 0. If we
are interesed in just the dominant term for Γ(x) we can replace P (T ) by a local
expansion in the vicinity of T = 1 and work with that. Below we show how more
terms can generated. First we write

I(λ) =

∫ 1

0

e−λP (T ) dT +

∫ ∞
1

e−λP (T ) dT, (10.2.5)

and estimate the two integrals separately.
Consider

I1 =

∫ 1

0

e−λP (T ) dT. (10.2.6)

Put t = 1− T in (10.2.6) so that the minimum occurs at t = 0 and then

I1 =

∫ 1

0

e−λ(1−t−log(1−t)) dt. (10.2.7)

Next let
v = 1− t− log(1− t)− 1 = −t− log(1− t).

For small t we have
v =

t2

2
+
t3

3
+
t4

4
+ . . . .
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This suggests that for small v

t = (2v)
1
2 + c1v + c2v

3
2 + . . . .

Hence

v =
1

2
[(2v)

1
2 + c1v + c2v

3
2 + . . . ]2 +

1

3
[(2v)

1
2 + c1v + . . . ]3 +

1

4
[(2v)2 + . . . ] + . . . ,

=
1

2
[2v + 2

√
2vc1v + 2

√
2vc2v

3
2 + c2

1v
2 + . . . ]

+
1

3
[(2v)

3
2 + 3(2v)(c1v + c2v

3
2 ) + . . . ] + v2 + . . . ,

= v + v
3
2 [
√

2c1 +
2
√

2

3
] + v2[

√
2c2 +

c2
1

2
+ 2c1 + 1] + . . . .

Equating like powers of v on both sides gives c1 = −2
3
and

√
2c2 = −(1 + 2c1 +

c2
1

2
) = −(1− 4

3
+

2

9
) =

1

9
.

Thus c2 =
√

2
18

and we have

t = (2v)
1
2 − 2

3
v +

√
2

18
v

3
2 + . . . .

This gives
dt

dv
=

1√
2
v−

1
2 − 2

3
+

1

6
√

2
v

1
2 + . . .

as v → 0 + . With the substitution v = −t − log(1 − t) the integral (10.2.5)
becomes

I1 = e−λ
∫ ∞

0

e−λv
dt

dv
dv.

Using Watson’s lemma means replacing dt
dv

by the expansion for small v to get

I1(λ) ∼ e−λ
∫ ∞

0

e−λv
[

1√
2
v−

1
2 − 2

3
+

1

6
√

2
v

1
2 + . . .

]
dv,

= e−λ
[√

π

2λ
− 2

3λ
+

√
π

2

1

12λ
3
2

+ . . .

]
. (10.2.8)

We still need to consider the second of the integrals in (10.2.5), ie,

I2 =

∫ ∞
1

e−λ(T−log T ) dT = e−λ
∫ ∞

0

e−λ(t−log(1+t)) dt. (10.2.9)
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Here p(t) = t− log(1+t) has a minimum value of 0 at t = 0.Put v = t− log(1+t).
As t→ 0+ we have

v =
t2

2
− t3

3
+
t4

4
+ . . . .

Inverting this for small v suggests that

t = (2v)
1
2 + c1v + c2v

3
2 + . . . .

Thus

v =
1

2
[(2v)

1
2 + c1v + c2v

3
2 + . . . ]2 − 1

3
[(2v)

1
2 + c1v + . . . ]3 +

1

4
[(2v)2 + . . . ] + . . . ,

=
1

2
[2v + 2

√
2vc1v + 2

√
2vc2v

3
2 + c2

1v
2 + . . . ]

−1

3
[(2v)

3
2 + 3(2v)(c1v + c2v

3
2 ) + . . . ] + v2 + . . . ,

= v + v
3
2 [
√

2c1 −
2
√

2

3
] + v2[

√
2c2 +

c2
1

2
− 2c1 + 1] + . . . .

Hence c1 = 2
3
and

√
2c2 = −(1− 2c1 +

c2
1

2
) = −(1− 4

3
+

2

9
) =

1

9
.

Thus c2 =
√

2
18

and we have

t = (2v)
1
2 +

2

3
v +

√
2

18
v

3
2 + . . . .

This gives
dt

dv
=

1√
2
v−

1
2 +

2

3
+

1

6
√

2
v

1
2 + . . .

as v → 0 + . With the substitution v = t− log(1 + t) the integral (10.2.9) for I2

becomes
I2 = e−λ

∫ ∞
0

e−λv
dt

dv
dv.

I2(λ) ∼ e−λ
∫ ∞

0

e−λv
[

1√
2
v−

1
2 +

2

3
+

1

6
√

2
v

1
2 + . . .

]
dv,

= e−λ
[√

π

2λ
+

2

3λ
+

√
π

2

1

12λ
3
2

+ . . .

]
. (10.2.10)

Combining the two expressions (10.2.8),(10.2.10) for I1 and I2 shows that

Γ(λ) = λλ(I1(λ) + I2(λ)),
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and using the derived asymptotic expansions for the two integrals gives

Γ(λ) ∼ λλe−λ
√

2π

λ

[
1 +

1

12λ
+ . . .

]
,

as λ→∞.
This is Stirling’s formula for the Gamma function for large values of the

argument.

10.3 Method of stationary phase

In place of Laplace type integrals of the form (9.2.2) suppose we consider integrals
of the form

I(λ) =

∫ b

a

eiλp(t)q(t) dt (10.3.1)

and we require the behaviour of I(λ) for large λ. A special case of these are
Fourier transforms with a, b replaced by ±∞ and p(t) = t. For integrals of the
form there is a famous result known as the Riemann-Lebesgue lemma which
states that I(λ) → 0 as λ → ∞ provided |q(t)| is integrable in the interval [a, b]
and that p(t) is continuously differentiable for a ≤ t ≤ b and not constant on any
subinterval in a ≤ t ≤ b.

If p′(t) is non-zero in a ≤ t ≤ b then we can use integration by parts and show
that I(λ) = O(1/λ) as λ→∞. The more interesting case is when p′(t) is zero in
a ≤ t ≤ b.

Observe that for large λ the integrand in (10.3.1) oscillates and contributions
cancel out except near end points and near stationary points of p(t). The be-
haviour of the integral can be estimated by looking at the local behaviour of the
functions p(t), q(t) near end points and near the stationary points of p(t), as we
did with Laplace’s method. The basic idea of the method of stationary phase
is as follows. Suppose that p(t) has a single stationary point for at t = t0 in
a < t < b and we can write

p(t) = p(t0) +
1

2
p′′(t0)(t− t0)2 + . . . , q(t) = q(t0) + . . . .

Then we can approximate I(λ) as

I(λ) ∼
∫ ∞
−∞

eiλ(p(t0)+ 1
2

(t−t0)2P ′′(t0))q(t0) dt ∼ eiλp(t0)q(t0)

∫ ∞
−∞

eiλ
p′′(t0)

2
T 2

dT,

and so

I(λ) ∼
√

2π

λ
e
iπ
4 eiλp(t0)q(t0),
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where we have used ∫ ∞
−∞

eiλT
2

dT =

√
π

λ
e
iπ
4 .

The above can be generalised to deal with other behaviours and to obtain
higher order behaviour as follows. Suppose that p(t) has a single stationary
point t = t0 in t ∈ [a, b]. We can write

I(λ) =

∫ t0

a

eiλp(t)q(t) dt+

∫ b

t0

eiλp(t)q(t) dt. (10.3.2)

Assume that near t = t0+ we have

p(t) = p(t0)+α(t−t0)ν +o((t−t0)ν), q(t) = β(t−t0)δ−1 +o((t−t0)ν), (10.3.3)

where ν > 0, δ > 0, and that the expression for p(t) is differentiable, ie

p′(t) ∼ αν(t− t0)ν−1 as t→ t0 + .

Consider

I1(λ) =

∫ b

t0

eiλp(t)q(t) dt.

If we make the substitution

v = s(p(t)− p(t0)) (10.3.4)

where s = sgn(α) then

I1(λ) = eiλp(t0)

∫ |p(b)−p(t0)|

0

eisλvF (v) dv (10.3.5)

where
F (v) =

sq(t)

p′(t)
.

Note that from (10.3.3), (10.3.4) as t→ t0+

t− t0 ∼
(
v

|α|

) 1
ν

.

Thus using the behaviour of q(t) given in (10.3.3) we have

F (v) ∼ sβ(t− t0)δ−1

αν(t− t0)ν−1
∼ sβ

αν

(
v

|α|

) δ
ν
−1

.

If F (v) is well behaved for large v then using the above we can approxmiate I1

by

I1(λ) = eiλp(t0)

∫ |p(b)−p(t0)|

0

eiλsvF (v) dv
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∼ eiλp(t0)

∫ ∞
0

eiλsvF (v) dv.

We can extract the leading order behavior of I1 by replacing F (v) with the local
behaviour near v → 0+. Thus

I1(λ) ∼ seiλp(t0)

∫ ∞
0

eiλsv
β

αν

(
v

|α|

) δ
ν
−1

dv

∼ eiλp(t0) sβ

αν
ei
π
2
δ
ν
s Γ( δ

ν
)

|α| δν−1λ
δ
ν

,

where we have used the result∫ ∞
0

eiλσtts−1 dt = λ−seiσsπ/2Γ(s)

for λ > 0 and σ = ±1. Hence

I1(λ) ∼ eiλp(t0)β

ν
ei
π
2
δ
ν
s Γ( δ

ν
)

(|α|λ)
δ
ν

. (10.3.6)

Similarly for

I2(λ) =

∫ t0

a

eiλp(t)q(t) dt

suppose that as t→ t0−

p(t) ∼ p(t0) + γ(t0 − t)ε + o((t− t0)ε), q(t) ∼ ρ(t0 − t)σ−1 + o((t− t0)σ),

where ε > 0, σ > 0. Then

I2(λ) ∼∼ eiλp(t0)ρ

ε
ei
π
2
σ
ε
S Γ(σ

ε
)

(|γ|λ)
σ
ε

, (10.3.7)

where S = sgn(γ).
The dominant contribution to I is given by adding the estimates (10.3.6),

(10.3.7) for I1 and I2 to get

I(λ) ∼ eiλp(t0)β

ν
ei
π
2
δ
ν
s Γ( δ

ν
)

(|α|λ)
δ
ν

+ eiλp(t0)ρ

ε
ei
π
2
σ
ε
S Γ(σ

ε
)

(|γ|λ)
σ
ε

.

Near an end point one can adapt the above analysis as appropriate. The
above ideas can be treated more formally, see, for example, chapter 6 of Olver.

Example Consider the Bessel function of order n where n is real

Jn(λ) =
1

π

∫ π

0

cos(nt− λ sin t) dt.
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We can write this as

Jn(λ) =
1

π
<
[∫ π

0

eint−iλ sin t dt

]
.

Here p(t) = sin t has a single stationary point at t = π
2
for t ∈ [0, π]. First let

t = π
2

+ T and then

Jn(λ) =

∫ 0

−π
2

+

∫ π
2

0

(
ein(π

2
+T )e−iλ cosT

)
dT. (10.3.8)

Consider

I1 =

∫ 0

−π
2

ein(π
2

+T )e−iλ cosT dT = ein
π
2

∫ π
2

0

e−inT e−iλ cosT dT.

Put

u = − cosT + 1 ∼ T 2

2
+O(T 4) as T → 0.

Inverting gives
T = (2u)

1
2 + . . . as u→ 0 + .

Thus

I1 ∼ ein
π
2

∫ π/2

0

eiλ(u−1)(1 + . . . )(2u)−
1
2 du,

I1 ∼ ein
π
2
−iλ 1√

2

∫ ∞
0

eiλuu−
1
2 du = ein

π
2
−iλe

iπ
4

√
π

2λ
. (10.3.9)

Next consider

I2 =

∫ π
2

0

ein(π
2

+T )e−iλ cosT dT.

Put
u = − cosT + 1 ∼ T 2

2
as T → 0 + .

Thus
T = (2u)

1
2 as u→ 0 + .

Hence

I2 ∼ ein
π
2

∫ π/2

0

(1 + . . . )eiλ(u−1)(2u)−
1
2 du,

∼ ein
π
2
−iλ
∫ ∞

0

eiλu(2u)−
1
2 du.

Thus

I2 ∼ ein
π
2
−iλe

iπ
4

√
π

2λ
. (10.3.10)
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Hence finally using (10.3.8), (10.3.9), (10.3.10) we obtain

Jn(λ) ∼ 1

π
<
[
2ein

π
2
−iλe

iπ
4

√
π

2λ
+ . . .

]

=

√
2

πλ
cos(

π

4
+
nπ

2
− λ) as λ→∞.
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10.4 Method of steepest descent
This technique first developed by Riemann (1892) and is extremely useful for
handling integrals of the form

I(λ) =

∫
C
eλp(z)q(z) dz

where C is a contour in the complex plane and p(z), q(z) are analytic functions,
and λ is taken to be real.(If λ is complex ie λ = |λ|eiα we can absorb the expo-
nential factor into p(z).) We require the behaviour of I(λ) as λ→∞.

The basic idea of the method of steepest descent (or sometimes referred to
as the saddle-point method), is that we apply Cauchy’s theorem to deform the
contour C to contours coinciding with the path of steepest descent. Usually these
contours pass through points z = z0 where p′(z0) = 0. As we will see on the
steepest descent contours, =(p(z)) is constant and so we are left with integrals of
the type which can be handled using Watson’s lemma.

Let p(z) = u(x, y) + iv(x, y) be an analytic function of the complex variable
z = x + iy in some domain D. Notice that for any path of integration the
exponential function

eλp(z) = eλu(x,y)eiλv(x,y)

may have a maximum modulus at some point z = z0 on the path. Ideally we
would like to choose a path near a point z = z0 such that u attains a peak and
decreases away from z = z0. But the imaginary part v(x, y) will in general also
change and the exponential factor eiλv will oscillate rapidly near z0.

This suggests that a suitable path is one where v(x, y) is nearly constant as
we move away from z = z0. Also by the maximum modulus theorem u, v cannot
attain maximum or minimum values in a domain if p(z) is analytic, only on the
boundary of the region. Thus the point z = z0 must coincide with a saddle point
where p′(z0) = 0.

The method of steepest descent is thus also called the saddle point method.
If we consider the surface

u(x, y) = u(x0, y0)

passing through some point z = z0 of D then note that ∇u|z0 defines the direction
of steepest ascent from the point z = z0 and −∇u|z0 the direction of steepest
descent.

Now consider the surface

v(x, y) = v(x0, y0).

We have that ∇v = (vx, vy) is in a direction normal to the surface. But using the
Cauchy-Riemann equations vx = −uy, vy = ux.

Thus
∇v = (vx, vy) = (−uy, ux).
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Hence a direction tangential to the surface is given by

(−vy, vx) = (ux, uy) = ∇u.

Thus tangents to the surface

v(x, y) = v(x0, y0)

lie in the direction of steepest ascent/descent through z0 and the lines of constant
u and constant v intersect at right angles in the regions of analyticity of the
functions.

z
0

Figure 10.3: Typical steepest ascent/descent curves shown by solid/dashed lines
near a simple saddle point z = z0

Observe also that for any change δp

δp = δu+ iδv

and so
|δu| ≤ |δp|

and |δu| is a maximum at z = z0 only when δv = 0, ie when v(x, y) = v(x0, y0).

Definition We define z = z0 to be a saddle point of order N − 1 if

p′(z0), . . . p(N−1)(z0) = 0, p(N)(z0) 6= 0.

A saddle point or order 1 is a simple saddle point.
Near z = z0 we have

p(z) = p(z0) +
(z − z0)N

N !
p(N)(z0) + o((z − z0)N).
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Putting
z = z0 + ρeiθ, p(N)(z0) = aeiα

we have

p(z)− p(z0) ∼ ρNaei(Nθ+α)

N !
.

Thus the curves of steepest ascent/descent through z = z0 are given locally by

=(p(z)− p(z0)) = 0 =⇒ sin(Nθ + α) = 0,

giving Nθ + α = kπ, where k is an integer. In this case

p(z)− p(z0) = u(x, y)− u(x0, y0) ∼ ρN

N !
a cos(Nθ + α).

Thus the curves of steepest descent are given by

θ = − α
N

+ (2k + 1)
π

N
k = 0, 1, 2, . . . , N − 1,

since cos(Nθ+α) is then negative and u(x, y) < u(x0, y0) as we move away from
z = z0.

The curves of steepest ascent are given by

θ = − α
N

+ 2k
π

N
k = 0, 1, 2, . . . , N − 1,

since cos(Nθ + α) is then positive and u(x, y) > u(x0, y0) as we move away from
z = z0.

Example Consider p(z) = z − z3

3
. Now p′(z) = 1− z2 and so the critical points

where p′(z) = 0 are given by z = ±1. Also p′′(z) = −2z and thus p′′(1) = −2 =
2eiπ, and p′′(−1) = 2.

Near z = 1 the directions of steepest descent are given by the directions
θ = −π

2
+ (2k + 1)π

2
, k = 0, 1 ie θ = 0, π.

Near z = −1 the directions of steepest descent are given by the directions
θ = π

2
, 3π

2
.

Consider the point z = 1. The steepest descent/ascent curves satisfy

v(x, y) = =(z − z3

3
) = y(1− x2 +

y2

3
) = v(1, 0) = 0.

There are two curves of steepest ascent/descent passing through z0 = 1. These
are y = 0 and 1 − x2 + y2

3
= 0. Clearly y = 0 is the steepest descent curve, see

Fig. 10.4.
Next consider the point z = −1. Here the steepest descent/ascent curves

satisfy

v(x, y) = y(1− x2 +
y2

3
) = v(−1, 0) = 0.
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Figure 10.4: Plots of the surface and contour levels for u(x, y) = Re(z − z3/3) =
u(1, 0). The steepest descent path is given by y = 0.

Video clip on introduction to the steepest de-
scent method. Click here to open video clip in
external player.

This time the curve 1 − x2 + y2

3
= 0 is the curve of steepest descent emanating

from x = −1.

Example
Consider p(z) = coshz − z2

2
. Here

p′(z) = sinhz − z, p′′(z) = coshz − 1, p′′′(z) = sinhz.

Thus z = 0 is a saddle point of order 4 and

p′′′′(0) = 1,

and the directions of steepest descent are θ = (2k + 1)π
4
, k = 0, 1, 2, 3. A plot

of the surface u(x, y) = <(p(z))− 1 is shown in Fig. 10.5.

10.4.1 Method of steepest descent- key steps

The key steps in using the method of steepest descent are:

• Identify the saddle points, singular points and endpoints likely to contribute
to an estimate for the integral.

http://helix.stream.manchester.ac.uk/flash/83436759_hi.mp4
http://helix.stream.manchester.ac.uk/flash/83436759_hi.mp4
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Figure 10.5: A plot of the surface u(x, y) = <(p(z))− 1.

• Determine path of steepest descent. It may be the case that there is no
continuous path joining the endpoints and one needs two or more steepest
descent paths.

• Deform contour making use of Cauchy’s theorem.

• Evaluate integral making use of Watson’s lemma as appropriate.

The books by (Bender & Orszag, 1999, chap.6), and (Bleistein & Handelsman,
1975, chap. 7) contain many examples which should be studied in detail.

The first example below is taken from Bender and Orszag.

Example
Consider

I(λ) =

∫ 1

0

eiλt log t dt.

Here
p(z) = iz = ix− y.

There are no saddle points. The steepest descent/ascent paths are given by

=(p(z)) = x = constant.

Since u(x, y) = <(p(z)) = −y, for y > 0 the curves x = constant are steepest
descent paths.

Also note that there is no continuous steepest descent path passing through
the two endpoints of the integral x = 0 and x = 1.

This motivates the choice of the contour C1 + C2 + C3 that we deform the
original path of integration, see Fig. 10.6. We take a branch cut along the
negative real axis for log(z).
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C1

C2

C3

R

1 x

y

Figure 10.6: Deformed contour for integral
∫ 1

0
log teiλt dt.

Using Cauchy’s theorem we can write∫ 1

0

log(t)eiλt dt = −
∫
C1+C2+C3

eiλz log z dz.

For C2 put z = x+ iR and then∫
C2

= −
∫ 1

0

log(x+ iR)eiλ(x+iR) dx

and we see that

|
∫
C2
| ≤ e−Rλ

∫ 1

0

| log(x+ iR)| dx

and thus goes to zero as R→∞.
For C1 put z = 1 + iy then∫

C1
= i

∫ R

0

log(1 + iy)eiλ(1+iy) dy = ieiλ
∫ R

0

log(1 + iy)e−yλ dy.

For C3 put z = iy then ∫
C3

= −i
∫ R

0

log(iy)e−λy dy.

Letting R→∞ we find that

I(λ) = i

∫ ∞
0

e−λy log(iy) dy − ieiλ
∫ ∞

0

log(1 + iy)e−λy dy.
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Now
i

∫ ∞
0

e−λy log(iy) dy = i

∫ ∞
0

e−λy(log y +
iπ

2
) dy

= − π

2λ
+ i

1

λ

∫ ∞
0

(log(y)− log(λ))e−y dy,

= − π

2λ
− i log λ

λ
+
iγ

λ
where γ is the Euler constant and we have used the result that

−γ =

∫ ∞
0

log ye−y dy.

Next applying Watson’s lemma to the integral

I1 = ieiλ
∫ ∞

0

log(1 + iy)−λy dy

gives

I1 ∼ ieiλ
∫ ∞

0

∞∑
n=1

(−1)n−1 (iy)n

n
e−λy dy,

I1 ∼ eiλ
∞∑
n=1

(−i)n+1Γ(n+ 1)

nλn+1
.

Hence putting it all together

I(λ) =

∫ 1

0

log(t)eiλt dt ∼ −i log λ

λ
− 2iγ + π

2λ
+ eiλ

∞∑
n=1

(−1)n(i)n+1Γ(n)

λn+1
.

Video clip on use of steepest descent method
for
∫ 1

0
log(t)eiλt dt. Click here to open video clip

in external player.

Example
Consider the integral

I(λ) =
1

2πi

∫ c+i∞

c−i∞

eλ(at−t
1
2 )

t
dt,

http://helix.stream.manchester.ac.uk/flash/48709082_hi.mp4
http://helix.stream.manchester.ac.uk/flash/48709082_hi.mp4
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where a, c are positive constants and we take a branch cut along the negative real
axis.

We require the behaviour of I(λ) as λ→∞. Here

p(t) = at− t 12 , p′(t) = a− 1

2
t−

1
2 , p′′(t) =

1

4
t−

3
2 .

There is a simple saddle point given by p′(t) = 0 ie at t = t0 = 1/(4a2).
Note that p′′(t0) = 2a3 and so the steepest descent paths have directions

θ = π/2, 3π/2 emanating from the t = t0.
By Cauchy’s theorem we can deform the path of integration to pass through

the saddle point as shown in the Fig. 10.7.

�����������
�����������
�����������
�����������

L

SD

t0

x

y

Figure 10.7: Original path L is deformed to the steepest descent path SD passing
through the saddle point t = t0 = 1/(4a2).

Thus to obtain the leading order estimate for the integral, we can approximate
the SD path by a straight line in the direction of steepest descent, ie put t =

1
4a2

+ iT and note that

at− t 12 = − 1

4a
− 2a3

2
T 2 + . . . ,

and
1

t
= 4a2 + . . . .

Thus the integral becomes

I(λ) =
1

2πi

∫
SD

eλ(at−t
1
2 )

t
dt,

∼ 1

2πi

∫ ∞
−∞

e−
λ
4a e−a

3T 2λ4a2i dT.



10.4. METHOD OF STEEPEST DESCENT 187

Hence

I(λ) ∼ e
−λ
4a

2a2

π

∫ ∞
−∞

e−a
3T 2λ dT = 2

√
a

πλ
e−

λ
4a .

To obtain more terms one needs to work harder.
First note that the steepest descent paths satisfy

p(t) = p(t0) =⇒ at− t 12 = − 1

4a
,

and so the imaginary part of p(t) is zero along these paths. Hence if we put

−W = at− t 12 +
1

4a

where W is real and positive, (because we have a SD path) we find that

at− t 12 +
1

4a
+W = 0

giving

t =

[
1± [1− 4a( 1

4a
+W )]

1
2

2a

]2

=

(
1± 2a

1
2W

1
2

2a

)2

.

The ± signs here indicate the two steepest directions emanating from t = t0, see
Fig. 10.8 and by expanding for small W we see that + sign corresponds to the
π/2 direction and the − sign the 3π/2 direction. We can write

�����������
�����������
�����������
�����������

L

t0

x

y

D+

D−

Figure 10.8: The steepest descent paths D+ and D− emanating from t = 1/4a2.

I(λ) =
1

2πi

(∫
D+

−
∫
D−

)
eλ(− 1

4a
−W )

t

dt

dW
dW.

Now
dt

dW
= σ(1 + σ2i

√
aW )

i

2a
3
2

W− 1
2 ,
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where σ = 1 for D+ and σ = −1 for D−.
Also

1

t
= 4a2(1 + 2iσ

√
aW )−2.

To use Watson’s lemma we need the expansion of 1
t
dt
dW

as W → 0+. Using the
above expression gives

1

t

dt

dW
=

4a2i

2a
3
2

(σW− 1
2 + 2ia

1
2 )(1 + 2iσa

1
2W

1
2 )−2,

∼ 2ia
1
2 [σW− 1

2 − 2ia
1
2 − 4aσW

1
2 + 8ia

3
2W + 16a2σW

3
2 + . . . ].

Here we have used the fact that σ2 = 1. Thus

I(λ) ∼ 1

2πi
2a

1
2 ie−

λ
4

[
∫ ∞

0

e−λW (W− 1
2 − 2ia

1
2 − 4aW

1
2 + 8ia

3
2W + 16a2W

3
2 + . . . ) dW

+

∫ ∞
0

e−λW (W− 1
2 + 2ia

1
2 − 4aW

1
2 − 8ia

3
2W + 16a2W

3
2 + . . . ) dW

]
,

Hence

I(λ) ∼ 2a
1
2
e−

λ
4

π

[
Γ(1

2
)

λ
1
2

− 4a
Γ(3

2
)

λ
3
2

+ 16a2 Γ(5
2
)

λ
5
2

+ . . .

]
,

∼ 2

√
a

πλ
e−

λ
4a

[
1− 2a

λ
+

12a2

λ2
+ . . .

]
,

as λ→∞.

Example Consider

I(λ) =

∫ ∞
−∞

eiλ(t+t3/3)

2t2 + 1
dt. (10.4.1)

Now
p(t) = i(t+ t3/3), p′(t) = i(1 + t2), p′′(t) = 2it.

Hence we have simple saddle points at t = ±i and

p(±i) = ∓2/3, p′′(±i) = ∓2.

Thus the directions of steepest descent from t = i are θ = 0, π and the directions
of steepest descent from t = −i are θ = π/2, 3π/2.

Next note that if we set t = Reiφ then for large R and λ > 0,

eiλ(t+t3/3) ∼ O(e−
λR3

3
sin(3φ))
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and this decays provided the sin(3φ) term is positive. So if we displace the contour
in the upper-half plane the contour should begin and end in the sectors

2π/3 < φ < π, and 0 < φ < π/3.

The steepest descent/ascent paths satisfy

=(p(t)) = =(p(±i)) = 0

giving with t = x+ iy,

=[i(x+ iy +
1

3
(x3 + 3ix2y − 3xy2 − iy3))] = x(1 +

x2

3
− y2).

So the steepest descent paths emanating from t = i are 1 + x2

3
− y2 = 0 and from

t = −i are x = 0.
Note also that if y2 = (x

2

3
− 1) then for large x we have y ∼ ± 1√

3
x. A sketch

of the path is given in fig. 10.9. The above analysis suggests that we can deform

(a)
(b)

x

y

L1

i

i

−i

C1

C2

C3

Figure 10.9: (a) Steepest descent path through t = i (b) Contours for application
of Cauchy’s theorem.

the original contour in (10.4.1) to the upper-half plane on to the steepest decsent
path through t = i, see fig. 10.9. Applying Cauchy”s theorem we obtain∫

L1+C1+C2+C3

eiλ(t+t3/3)

2t2 + 1
dt = 2πiRes[t = i/

√
2],

since the integrand has a simple pole at t = i/
√

2. The integrals along C1, C3

goes to zero for large R and so∫
L1

eiλ(t+t3/3)

2t2 + 1
dt =

∫
−C2

eiλ(t+t3/3)

2t2 + 1
dt+ 2πi[

e
iλ( i√

2
− i

6
√
2

)

4i√
2

].
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For the integral along the steepest descent path we can put (for the leading order
contribution only) t = i+ T to obtain

I(λ) ∼
∫ ∞
−∞

eλ(− 2
3
−T 2)

(−2 + 1)
dT +

√
2

2
πe
− 5λ

6
√
2 ,

∼ −
√
π

λ
e−2λ/3 +

√
2

2
πe
− 5λ

6
√
2 .

Video clip on use of the steepest descent
method for

∫∞
−∞

eiλ(t+t
3/3)

2t2+1
dt. Click here to open

video clip in external player.
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Chapter 11

Introduction to Wiener-Hopf
method

11.1 Conformal mapping
There are many problems in physical applied mathematics, eg, fluid mechanics,
electrostatics, elasticity theory, heat conduction etc, which require the solution
of Laplace’s equation

∇2φ = 0,

in some domain D with suitable boundary conditions.
Note that if P (z) = φ(x, y) + iψ( y) is an analytic function of the complex

variable z = x+ iy then from the Cauchy Riemann equations

φx = ψy, φy = −ψx

we obtain
∇2φ = ψxy − ψyx = 0

and similarly
∇2ψ = 0.

Thus the problem of solving Laplace’s equation can be reduced to finding an
analytic function which satisfies certain boundary conditions.

In general if the domain D is complicated then this might have to done nu-
merically. However by using a suitable mapping function w = f(z) the problem
can be simplified if the domain can be transformed to the upper-half plane or the
unit disk say. This is where conformal mapping is extremely useful
DefinitionA mapping is conformal if it preserves the angle between two differ-
entiable arcs. A mapping defined by analytic functions is conformal.

Proof Let C1, C2 be two differentiable arcs which meet at the point P with z = z0

say, and the point A with location z1 is a point along C1 and the point B with

191
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location z2 a point along C2, see figure 11.1. We will take the point A and B to
be the same distance r from P (this is ok if r is small). Then

z1 − z0 = reiθ1 , z2 − z0 = reiθ2 ,

and
z2 − z0

z1 − z0

= ei(θ2−θ1).

Thus the angle between PA and PB is given by

θ2 − θ1 = arg
z2 − z0

z1 − z0

.

The angle α between the two arcs at P is given by the limit

α = lim
r→0

z2 − z0

z1 − z0

.

Suppose that w0, w1, w2 are the images of the curves when subject to the mapping
w = f(z) and

w2 = f(z2), w1 = f(z1), w0 = f(z0).

The points P,A,B map to P ′, A′, B′ respectively. The angle β between P ′A′ and
P ′B′ is given by

β = arg
w2 − w0

w1 − w0

= arg
f2 − f0

f1 − f0

,

= arg

{
f2−f0
z2−z0
f1−f0
z1−z0

.
z2 − z0

z1 − z0

}
.

Taking the limit as r → 0 and noting that

lim
r→0

f2 − f0

z1 − z0

=
df(z0)

dz
= lim

r→0

f1 − f0

z1 − z0

,

we find that
β = α

provided f ′(z0) 6= 0.

P
A

B

P ′
A′

B′

z−plane w−plane

α β

Figure 11.1
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11.1.1 Conformal mapping - critical points

Suppose next that

f ′(z0) = f ′′(0) = . . . f (n−1)(z0) = 0, f (n)(z0) 6= 0,

and that
f(z) = am(z − z0)m + . . . as z → z0.

Then

β = lim
r→0
{arg

f(z2)− f(z0)

f(z1)− f(z0)
} = lim

r→0

{
arg

(
z2 − z0

z1 − z0

)n}
= nα.

Thus for critical points angles are magnified n times in the mapped plane.

Example Consider w = z2. Here if w = u+ iv, z = z + iy

u = x2 − y2, v = 2xy.

Thus OA where y = x maps to O′A′ where u = 0, v = 2x2, see figure 11.2.
Similarly OB where y = −x maps to O′B′ with u = 0, v = −2x2. Finally on AB
we have y = 1, and so u+ 1 = v2/4. Note that w′(z) = 2z is zero when z = 0.

O

AB

z−plane w−plane

A′

B′

O

Figure 11.2: The triangle OAB mapped to the w−plane with the mapping w =
z2.

Maps preserve the connectivity of a domain. Thus the map w = f(z) of a
simply connected domain maps to a simply connected domain in the w plane.
[Proof not given].

11.1.2 Schwartz-Christoffel formula

Riemann Mapping Theorem Let D be a simply connected domain in the z
plane and which is not the entire z−plane. There there exists a univalent function
f(z) such that w = f(z) maps D onto the disk |w| < 1. [A function f(z) is
univalent means that f(z) takes no more than one value in D.]
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Proof For a proof of the Riemann mapping theorem see the book by ?. [The
proof does not give a recipe for calculating such a function].

One important point which arises when proving this theorem is that for any
univalent mappings, only three points can be prescribed arbitrarily on the bound-
aries of two domain. This formula allows for the mapping of the interior of a
polygon onto the upper-half plane. [The exterior of the polygon could also be
mapped in the same way.]

Consider first the points AOC mapped to A′O′C ′ in the w plane, see figure
11.3

α

AO

C

C ′ A′O′

z−plane w−plane

Figure 11.3: OAC mapped to O′A′C ′ with mapping w = zπ/α,

Write w = zp and then
arg(w) = p arg(z).

On OA we have arg(z) = 0 and therefore on O′A′, arg(w) = 0.

On OC, arg(z) = α. On O′C ′ we have arg(w) = pα. So choose p such that
pα = π. Thus

w = z
π
α

straightens out the lines ABC in the w plane.
Schwartz-Christoffel Transformation Let C be the piecewise linear boundary
of a polygon in the z plane having vertices z1, z2, . . . , zn and let the interior angles
of the successive vertices be α1π, α2π, . . . αnπ, in anti-clockwise order.

The mapping
dz

dw
= γΠn−1

k=1(w − ak)αk−1

maps the polygon in the z plane into a straight line in the w plane.
The vertices of the polygon A1, A2, . . . , An are mapped to the points a1, a2, . . . an

on the real axis. Note that
∑n

i=1 αi = n− 2, and we take branch cuts in the lower
half-plane.
Proof A formal proof is not given here and may be found in ?. We will just
make a few observations.
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A1

A2

A3

A4

A′1 A′2 A′3 A′4

α1π

α2π

α3π

z−plane

w−plane

a1 a2 a3
a4

Figure 11.4: Vertices of a polygonA1, A2, ..., An are mapped to points locations
a1, a2, ..., an on the real axis.

Consider first the line segment and consider the section between ak−1 and ak,
figure 11.4. Now

arg(
dz

dw
) = arg(γ) + (α1 − 1) arg(w − a1) + · · ·+ (αn − 1) arg(w − an).

As wmoves from ak−1 towards ak arg(w) the change in the argument of arg(dz/dw)
in crossing the point ak is given by

[arg(
dz

dw
)]zk+
zk− = (αk − 1)[arg(w − ak)]ak+

ak− = (αk − 1)[0− π] = π(1− αk).

This is the same as the turning angle as we move from the segment of the polygon
to the left of the vertex at Ak crossing Ak.

The SC formula holds also when one of the points maps to a point at infinity.
Put

w = an −
1

ζ
,

which transforms the point w = an to ζ =∞. Now
dz

dw
= ζ2dz

dζ
= γ(an − a1 −

1

ζ
)α1−1 . . . (an−1 − an −

1

ζ
)αn−1−1(−1

ζ
)αn−1.

Thus
dz

dζ
= γ̃(ζ − ã1)α1−1 . . . (ζ − ãn−1)αn−1−1,

where γ̃ is a complex constant, ãk = 1/(an−ak) and we have used that
∑n

k=1(αk−
1) = −2. This is essentially the same formula as before but with the point an
which maps to ζ =∞ removed.
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Example Consider mapping the semi-infinite strip −1 ≤ <(z) ≤ 1, =(z) ≥ 0
into the upper half-plane.

x

y

u

v

z−plane w−plane

-1 1 -1 1

a1a2

O

Figure 11.5: Domain in z− and w−planes.

The point A with z = 1 maps to A′, w = 1 and B with a1 = −1 to B′ with
a2 = −1. Here α1 = α2 = 1/2. Thus

dz

dw
= γ(w + 1)

1
2
−1(w − 1)

1
2
−1 = γ̂(1− w2)−

1
2 .

Hence
z =

∫ w

γ̂
1

(1− w2)
1
2

dw = γ̂ sin−1w + c.

Putting in the values z = 1, w = 1, and z = −1, w = −1 gives

1 + γ̂
π

2
+ c, −1 = −γ̂ π

2
+ c.

Hence
c = 0, γ̂ =

2

π

and
z =

2

π
sin−1w

or
w = sin(

πz

2
).

Example In a heat conduction problem we need to solve

∇2Φ = 0

with the boundary conditions

Φ = T0 x = −1, Φ = 2T0, x = 1,
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Φ = 0, y = 0, −1 < x < 1.

If we use the mapping w = sin(πz
2

) then in the transformed domain we require
an analytic function Φ, say, which takes the value

Φ = 2T0, =(w) = 0,<(w) > 1,

Φ = 0, =(w) = 0, −1 < <(w) < 1,

Φ = T0, =(w) = 0, <(w) < −1.

In view of the discontinuities in the boundary conditions, let us try

Ψ + iΦ = A log(w + 1) +B log(w − 1) + iC,

and w = −1 + r1e
iθ1 , and w = 1 + r2e

iθ2 .

θ1
θ2

1-1

r1
r2

w

u

w

w−plane

Figure 11.6: w = −1 + r1e
iθ1 and w = 1 + r2e

iθ2

Then
Ψ + iΦ = A(log(r1) + iθ1) +B(log(r2) + iθ2) + iC.

Taking A,B,C to be real, we obtain

Φ = Aθ1 +Bθ2 + C.

Applying the conditions

θ1 = 0, θ2 = 0, Φ = 2T0 =⇒ C = 2T0.

Next
θ1 = 0, θ2 = π, Φ = 0, =⇒ C + πB = 0.

Finally
θ1 = π, θ2 = π,Φ = T0 =⇒ , T0 = Aπ +Bπ + C.

Hence
Φ =

T0

π
θ1 +−2T0

π
θ2 + 2T0.
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Now let w = u+ iv and so

θ1 = tan−1 v

w + 1
, θ2 = tan−1 v

u− 1
.

But w = sin(πz
2

) and so with z = x+ iy we obtain

u = sin(
πx

2
)cosh(

πy

2
), v = cos(

πx

2
)sinh(

πy

2
),

giving

Φ(x, y) = 2T0 +
T0

π
tan−1

[
cos(πx

2
)sinh(πy

2
)

sin(πx
2

)cosh(πy
2

) + 1

]
−2T0

π
tan−1

[
cos(πx

2
)sinh(πy

2
)

sin(πx
2

)cosh(πy
2

)− 1

]
.

11.1.3 Bilinear maps- Mobius transform

Consider the mapping function

w = f(z) =
az + b

cz + d
, a, d, c, d ∈ C, ad− bc 6= 0.

This is somtimes referred to as a bilinear map, or a Mobius transform, or a
fractional linear transformation.

Special cases

• c = 0, d = 1. Linear map (points are translated and strectched.)

• a = d = 0, c = b = 1. Thus f(z) = 1/z - reciprocal map.

• If ad = bc for example f(z) = (6z+4)/(3z+2) = 2 the map is not conformal.

Every Mobius map is conformal. Note that

f ′(z) =
ad− bc

(cz + d)2
6= 0.

The inverse map is given by

f−1(w) =
dw − b
−cw + a

.

Theorem Suppose f(z) is a bilinear map. Then the image of a straight line is
either a straight line or a circle. The image of a circle is either a straight line or
circle.

Proof We can write the map f(z) as a product of four maps

f = f4f3f2f1
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where
f1 = z +

d

c
, f2 =

1

z
, f3 =

(bc− az)z

c2
, f4 = z +

a

c
.

If c = 0, then f = a
d
z + b

d
. Note that f1, f3, f4 map lines to lines and circles to

circles. Consider f2 = 1/z. If z = x+ iy 6= 0 and w = f2(z) = u+ iv then

u =
x

x2 + y2
, v = − y

x2 + y2
.

Now the equation of a straight line or circle in the z−plane must satisfy

Ax+By + C(x2 + y2) = D

for constants A,B,C not all zero. In terms of u, v this is equivalent to

Au−Bv −D(u2 + v2) = −C,

which is also a line or a circle.

Theorema Given any two sets of distinct points z1, z2, z3 and w1, w2, w3 with
(z1 6= z2, z1 6= z3, z2 6= z3) and (w1 6= w2, w1 6= w3, w2 6= w3) then there
is a unique bilinear map taking zi → wi, i = 1, 2, 3 given by

w − w1

w − w2

w3 − w2

w3 − w1

=
z − z1

z − z2

z3 − z2

z3 − z1

.

Proof For a proof see examples 7.
We can use this to map a circle to a straight line by its effect by choosing

where three points go.
A univalent, conformal map of the annulus µ < |z| < 1 onto α < |w| < 1

is possible if and only if µ = α. In fact from this results it follows that it is
possible to conformally map any doubly connected domain in the z−plane onto
α < |w| < 1. α is known as the Riemann modulus. [For a proof, see ?].

For further information on conformal mappings one is referred to the book by
?, Conformal Mapping. For computational aspects see also a recent book by ?
Schwartz-Christoffel Mapping.

A use collection of well known maps is contained in ?, Dictionary of Conformal
Representations.

In the last few years there have significant developments with regard to con-
formal mappings for multiply connected domains with work by Elcrat and his
group, and also Darren Crowdy at Imperial. It is beyond the scope of this course
to discuss these new developments, but those interested should look at some of
their papers starting with ?.
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11.2 Riemann-Hilbert problems and the Wiener-
Hopf method

In this last lecture we will discuss the briefly solution of Riemann-Hilbert prob-
lems, and also the Wiener-Hopf method which is one particular example of a
Riemann-Hilbert problem.

In the scalar Riemann-Hilbert problem one is faced with the task of finding
two analytic functions Φ+(z),Φ−(z) defined inside and outside a closed contour
C of the complex plane such that

Φ+(z)−G(t)Φ−(z) = f(z), for z on C. (11.2.1)

A standard reference text for problems of this type is the book Singular In-
tegral Equations by Muskhelishvili (1953). A short readable account, includ-
ing recent applications is contained in (Ablowitz & S., 2003, chap. 7). For
Wiener-Hopf problems, the bookWiener-Hopf technique by Noble (1958) is highly
recommened.

Riemann-Hilbert problems arise in numerous applications including wave scat-
tering problems, solution of integral equations, inverse-scattering theory and non-
linear waves, elasticity theory etc. In his thesis Riemann (1851) posed the fol-
lowing problem, find U(z) satisfying

ḡ(z)U+(z) + g(z)U−(z) = f(z) for z on D,

where g(z), f(z) are analytic on C and the overbar denotes complex conjugate,
and D is the boundary of a circle. Hilbert (1904) posed the RH problem described
earlier. The solution that we will discuss below is one due to Plemelj (1908) and
Gakhov (1938). Carleman (1922) had also solved a Wiener-Hopf problem with
the same ideas.

Example Consider waves on a string with a density discontinuity. The governing
equations are

d2U

dx2
+ k2

1U = 0, x < 0,

d2U

dx2
+ k2

2U = 0, x > 0,

with boundary conditions

U ∼ Ae−ik1x x→ −∞,

U ∼ Beik2x x→∞.
We will take k1 = K1+iε, k2 = K2+iε whereK1, K2, ε are positive, and eventually
let ε→ 0.
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At the joint x = 0 we require

U(x = 0+)− U(x = 0−) = 1,
dU

dx
(0+)− dU

dx
(0−) = ik1.

Let us define the functions

U+(x) =

{
U(x), x > 0

0, x < 0
, U−(x) =

{
0, x > 0

U(x), x < 0
.

Next define Fourier Transforms

U∗+(s) =

∫ ∞
0

U+(x)eisx dx, U∗−(s) =

∫ 0

−∞
U−(x)eisx dx.

Note that U∗+(s) is analytic for =(s) > −ε and U∗−(s) is analytic for =(s) < ε.
Next the Fourier transform of the differential equations shows that∫ 0

−∞

(
d2U−

dx2
+ k2

1U
−
)
eisx dx = 0.

(k2
1 − s2)U∗−(s) +

dU

dx
(0−)− isU(0−) = 0, =(s) > −ε. (11.2.2)

Similarly,

(k2
2 − s2)U∗+(s)− dU

dx
(0+) + isU(0+) = 0, =(s) < ε. (11.2.3)

Note that both equations hold in a strip of analyticity −ε < =(s) < ε. Adding
both equations and using the given conditions shows that

(k2
1 − s2)U∗− + (k2

2 − s2)U∗+ = −i(s− k1),

or

ε

−ε

strip of analyticity

=(s)

<(s)

Figure 11.7: Strip of analyticity for the Wiener-Hopf equation.
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(
s2 − k2

2

s2 − k2
1

)
U∗+(s) + U∗−(s) =

i

s+ k1

. (11.2.4)

The equation (11.2.4) is referred to as the Wiener-Hopf equation. It holds in the
strip of analyticity −ε < =(s) < ε, see figure 11.7

For the Riemann-Hilbert problem, an equation like (11.2.4) would hold on a
closed or open contour L say, separating the regions where the + and − functions
are analytic.

We will first discuss the solution of a more general Wiener Hopf equation.
Consider the equation

G(s)U∗+(s) + U∗−(s) = P (s), α < =(s) < β (11.2.5)

where the functions G(s), P (s) are known and have no zeros or poles in the strip
α < =(s) < β and have algebraic behaviour at infinity.

We write
G(s) = G+(s)G−(s)

where G− is analytic and has no zeros for =(s) < β and G+ is analytic and has
no zeros for =(s) > α. We will also assume that G+, G− and (1/G+), (1/G−) are
algebraic and bounded by a polynomial at infinity.

Note that the decomposition into the ± functions is usually one of the hardest
steps. There are various techniques which one can use to attempt this. In the
example below this is done by inspection, but in general it is not as easy as this.
Hence from (11.2.5)

G+(s)U∗+(s) +
U∗−(s)

G−(s)
=

P (s)

G−(s)
in α < =(s) < β. (11.2.6)

The right-hand side of (11.2.6) is known.
For the next step write

P (s)

G−(s)
= Q+(s) +Q−(s)

where Q+ is analytic and of algebraic growth for =(s) > α and where Q− is
analytic and of algebraic growth for =(s) < β.

Thus from (11.2.6)

G+(s)U∗+(s)−Q+(s) = −U
∗−(s)

G−(s)
+Q−(s), (11.2.7)

and (11.2.7) holds in the strip α < =(s) < β.

G+(s)U∗+(s)−Q+(s) = −U
∗−(s)

G−(s)
+Q−(s). (11.2.8)
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The left-hand and right-hand sides of (11.2.8) continue each other analytically to
define a function, say E(s), which is analytic in the whole complex plane. We
can also use the assumed conditions to infer the behaviour for large |s|.

Suppose for example that the left-hand side of (11.2.8) is O(|s|γ1) and the
right-hand-side (O(|s|γ2) as |s| → ∞.

Let n = max([γ1], [γ2]) where [] denotes the integer part. Then by an extended
version of Liouville’s theorem E(s) must be a polynomial of degree n at most.

This gives us the solution

G+(s)U∗+(s)−Q+(s) = E(s),
U∗−(s)

G−(s)
−Q+(s) = E(s),

from which U∗+(s) and U∗−(s) can be found.

Example Let us return to our earlier example. The equation we have to solve is(
s2 − k2

2

s2 − k2
1

)
U∗+(s) + U∗−(s) =

i

s+ k1

. (11.2.9)

Here
G(s) =

s2 − k2
2

s2 − k2
1

, −ε < =(s) < ε.

Note that
G(s) =

(s+ k2)

(s+ k1)

(s− k2)

(s− k1)

and we can take

G+(s) =
(s+ k2)

(s+ k1)
, G−(s) =

(s− k2)

(s− k1)
.

Here we could obtain the G± functions by inspection, but this is not typical, and
is usually one of the hardest steps. Thus

(s+ k2)

(s+ k1)
U∗+(s) +

(s− k1)

(s− k2)
U∗−(s) =

i(s− k1)

(s+ k1)(s− k2)
.

=
i(k2 − k1)

(k2 + k1)(s− k2)
+

2ik1

(k2 + k1)(s+ k1)
.

Hence
(s+ k2)

(s+ k1)
U∗+(s)− 2ik1

(k2 + k1)(s+ k1)
=

i(k2 − k1)

(k2 + k1)(s− k2)
− (s− k1)

(s− k2)
U∗−(s). (11.2.10)

We have accomplised the decomposition. The left-hand side of (11.2.10) is ana-
lytic for =(s) > −ε and the right-hand side is analytic for =(s) < ε. Both sides
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are analytic in the strip −ε < =(s) < ε. By analytic continuation both must be
equal to an analytic function E(s). We can now use the conditions as |s| → ∞
to determine E(s). Note that since U± tends to some constant values as x→ 0±
from the Abelian, Tauberian theorems, (lecture 12) we must have

U∗+(s) = O(
1

s
) as |s| → ∞, =(s) > −ε,

U∗−(s) = O(
1

s
) as |s| → ∞, =(s) < ε.

Thus
E(s)→ 0 as |s| → ∞.

By Liouville’s theorem we must have E(s) = 0. Hence the solution is given by

U∗+(s) =
2ik1

(k1 + k2)(s+ k2)
, U∗−(s) = − i(k1 − k2)

(k1 + k2)(s− k1)
.

Inverting the transforms gives

U+(x) =
1

2π

2ik1

(k1 + k2)

∫
L

e−isx

s+ k2

ds

where the path of integration runs above the singularity at s = −k2. By deforming
the path onto a semi-circular path in the upper/lower half-planes (upper for x < 0
and lower for x > 0) and using Cauchy’s theorem gives

U+(x) =

{
0, x < 0

2k2
k1+k2

eik2x x > 0
.

Similarly

U−(x) =

{
0, x > 0

(k1−k2)
k1+k2

e−ik1x x < 0
.

The ideas discussed above are not too dissimilar to those which are used to solve
the scalar Riemann-Hilbert problem.

We need a few definitions first.
Definition Consider a simple smooth closed curve C which divides the complex
plane into two regions D+ and D−. A function φ(z) is called sectionally con-
tinuous if φ(z) is analytic in each of the regions D±, except possibly at z = ∞
and φ(z) approaches a definite limiting value as z → z0 along a path which lies
wholly in D± where z0 is a point on C. φ± are said to be the boundary values on
C.

Definition Hölder condition A function φ(t) is said to satisfy the Hölder con-
dition on a smooth curve L if for any two points τ, τ1 on L

|φ(τ)− φ(τ1)| ≤ A|τ − τ1|λ, 0 < A, 0 < λ ≤ 1.
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D−

D+

C

Figure 11.8: some

The Lipschitz condition is given by λ = 1 in the above. Any differentiable
function satisfies the Lipschitz condition.

Consider first the homogeneous version of the Riemann-Hilbert problem. Given
a smooth closed curve C, and a function G(z) satisfying the Hölder condition on
C, find a sectionally continuous function Φ(z) such that

Φ+(z) = G(z)Φ−(z) on C,

with Φ(z) of finite degree k at infinity, (with k integer), ie

Φ(z) ∼ ckz
k +O(zk−1), as z →∞, ck 6= 0.

Recall the Plemlj formulae discussed in lecture 10.
Suppose C is a smooth curve (which may be closed or open) and suppose φ(t)

satisfies the Hölder condition on C. Then if

Φ(z) =
1

2πi

∫
C

φ(t)

t− z dt

as z → z0 along a path lying wholly within D±, and where z0 is a point on C but
not an endpoint, then

Φ±(z0) = ±1

2
Φ(z0) +

1

2πi

∮
C

φ(t)

t− z0

dt. (11.2.11)

The proof of this result earlier was for functions φ(z) which are analytic at
z = z0. The proof for the more general case of functions satisfying the Hölder
condition is given in Muskhelishvili (1953).

Note from (11.2.11) that

Φ+(z0)− Φ−(z0) = Φ(z0), Φ+(z0) + Φ−(z0) =
1

πi

∮
C

φ(t)

t− z0

dt. (11.2.12)

The problem (11.2.12) is a special case of the more general RH problem with
G(z) = 1 in the earlier notation, and the solution is given by the Plemlj formula
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and the Cauchy integral for Φ(z). If in addition we know that Φ(z) is of de-
gree k at infinity then the more general solution of (11.2.12) which is sectionally
continuous is

Φ(z) =
1

2πi

∫
C

φ(t)

t− z dt+ Pk(z),

where Pk(z) is an arbitrary polynomial of degree k at most. For the solution of
the RH homogeneous problem

Φ+(z) = G(z)Φ−(z)

if we take logarithms of both sides we find

[log Φ(z)]+ − [log Φ(z)]− = logG(z). (11.2.13)

This is the same form as for the Plemlj formula, except the right-hand side
logG(z) is not necessarily one-valued and continuous. In fact as we make a
circuit around C the function logG(z) changes by

1

2πi
[logG(z)]C =

1

2π
[argG(z)]C = κ

where κ is an integer which may be zero, positive or negative. Assume without
loss of generality that the origin is located in the D+ region.

The solution to the above difficulty with the logG(z) term is obtained by
writing

Φ+(z) = z−κG(z)(zκΦ−),

which after taking loagithms becomes

[log Φ(z)]+ − [log zκΦ(z)]− = log(z−κG(z)). (11.2.14)

The function
log(z−κG(z))

is one valued and continuous on L. Hence a particular solution to the homoge-
neous RH problem is given by Φ(z) = S(z) where

log[S(z)] =
1

2πi

∫
C

log(zκG(z))

t− z dt.

If Φ(z) is of finite degree m at infinity then the term log(zκΦ−(z)) will have
degree κ+m at infinity and thus the most general solution of the inhomegenous
RH problem is given by

Φ(z) = S(z)Pm+κ(z)

where S(z) is our fundamental solution above and Pm+κ is an arbitrary polyno-
mial of degree m+ κ.
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For the non-homogeneous RH problem

Φ+(z)−G(t)Φ−(z) = f(z), for z

the solution is more involved, but the ideas are very similar to those described
above. Similar ideas apply also to open contours, see Muskhelishvili for further
details.

Vector RH problems are an active research area with many applications in
wave-scattering, inverse scattering etc, and beyond the scope of this course.
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