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Abstract
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Doctor of Philosophy (PhD)
May 2012
Revealed Preference Differences Among Credit Ratinggencies

The thesis studies the factors which underpin thoeation of credit ratings by the two major
credit rating agencies (CRAs) namely Moody’'s and°S&RAs make regular headlines, and
their rating’s judgements are closely followed aedated by the financial community. Indeed,
criticism of these agencies emerged, both in tbramunity and the popular press, following
the 2007-2008 financial crisis. This thesis examiseveral aspects of the allocation of credit
ratings by the major agencies, particularly in trefato (i) their revealed “loss function”
preference structure, (ii) the determinants unaeipg the allocation of credit ratings and (iii)
the reasons determining the circumstances whenwbeagencies appear to differ in their
opinions, and we witness a split credit rating Gdkmon.

The first essay empirically estimates the loss tionc preferences of two agencies by
analyzing instances of split credit ratings assigteecorporate issuers. Our dataset utilises a
time series of nineteen years (1991-2009) of hisdbreredit ratings data from corporate
issuers. The methodology consists of estimatingggtudgment differences by deducting the
rating implied probability of default from the estited market implied probability of default.
Then, utilising judgment differences, we adapt @M estimation following Elliott et al.
(2005), to extract the loss function preferencetheftwo agencies. The estimated preferences
show a higher degree of asymmetry in the case afdyis, and we find strong evidence of
conservatism (relative to the market) in industegters other than financials and utilities.
S&P exhibits loss function asymmetry in both thditytand financial sectors, whereas in
other sectors we find strong evidence of symmeiterences relative to those of the market.

The second essay compares the impact of finargoeiernance and other variables (in an
attempt to capture various subjective elementgjetermining issuer credit ratings between
the two major CRAs. Utilising a sample of 5192 figmar observations from S&P400,
S&P500 and S&P600 index constituent issuer firms,employ an ordered probit model on a
panel dataset spanning 1995 through 2009. Thermalpresults suggest that the agencies
indeed differ on the level of importance they ditao each variable. We conclude that
financial information remains the most significéattor in the attribution of credit ratings for
both the agencies. We find no significant improvetne the predictive power of credit rating
when we incorporate governance related variables.other factors show strong evidence of
continuing stringent standards, reputational camgeand differences in standards during
economic crises by the two rating agencies.

The third essay investigates the factors determitive allocation of different (split) credit

ratings to the same firm by the two agencies. Wefimancial, governance and other factors in
an attempt to capture various subjective elemengxplain split credit ratings. The study uses
a two-stage bivariate probit estimation method. Wse a sample of 5238 firm-year

observations from S&P 500, S&P 400, and S&P 60@&xndonstituent firms. Our results

indicate that a firm having greater size, favousatbverage and higher profitability are less
likely to have a split. However, smaller firms witlnfavourable coverage and lower
profitability appear to be rated lower by Moodysdomparison to S&P. Our findings suggest
that the stage of the business cycle plays no feignt role in deciding splits, but rating

shopping and the introduction of regulation FD @age the likelihood of splits arising.
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Chapter 1

Introduction

1.1 Motivation

Credit rating agencies (henceforth CRAS), in themfdhey exist today, were first
established in the U.S. by John Moody in 1909 (srt(1999)). In today’s financial
markets, credit ratings underpin the very structared fabric of the financial
marketplace. Strauss (2002) terms credit ratinggidk language that we all speak and
rely on. The overriding aim of credit ratings is teduce information asymmetries
among different market participants. Bond issuees aware that the allocated ratings
affect their financing costs. Similarly, invest@sd lenders make informed investment
and lending decisions by using credit rating infation. The regulatory use of credit
rating information in the current financial markdétsther enhances the role of CRAs.
These uses encourage bond issuers to seek crtadisrrom multiple CRAS in order to
ascertain their cost of debt, fulfil regulatory u@gments and enhance investment

opportunities.

An important factor in CRAs business is the judgetm@ncerning the likelihood of
timely payments from the issuers. CRAs make reghleadlines and are closely
followed by the financial community. The famous marate debacles of Enron and
WorldCom raise several questions concerning thggotent of these CRAs, while the
financial crisis of 2007-2008 further exacerbatkdse criticisms. CRAs traditionally
generated their revenues by selling credit ratmfgrimation to investors. However, in
the early 1970s, the major agencies changed thsinéss model from an “investor pay”
to an “issuer pay” model. Cantor and Packer (199#%) the emergence of low cost
copiers at that time to this change, as investangng for the rating services were
further disseminating rating information to othewestors for free. This change of
business model complemented this free flow of mfation, but enhanced criticism of
the CRAs business model due to the “inherent odnéif interest” arising from this

process.
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The criticism of CRAs in terms of their perceivedability to accurately predict
economic crises and corporate failures have instigaeveral actions by the relevant
authorities. In July 2011, the U.S. Congress pasisedodd-Frank Act and stated that
during 2007-08 financial crisis, CRAs had contréuit significantly to the
mismanagement of risks by financial institutiongd anvestors. Subsequent to the
promulgation of Dodd-Frank Act, SEC proposed sdvactons targeting CRAS in two
dimensions. First, these proposals directly taf@As business structures in order to
prevent inherent conflicts of interest and enhanternal controls. Second, SEC plans
to reduce the reliance on CRA information by redgdhe scope of existing regulatory
uses of CRA information. These plans include chaggixisting rules related to money
market funds and removing references to credinhgatifrom broker-dealer and other
financial responsibility rules. Similar actions are also proposed by the European

Commission to enhance rating credibility and redheereliance on CRA information

These actions by the regulatory authorities vaéidaé criticism of CRAs to some extent.
Similarly, certain recent literature also analysmsflicts of interests in the CRA
business. For instance, Jiang et al. (2011) exadhanges in bond ratings surrounding
the date when S&P began to adopt the issuer-pagiadss model. They find that S&P
increased its rating levels once it switched tdemting fees from issuers. Similarly,
Becker and Milbourn (2010) argue that the increasedpetition from the third largest
CRA, Fitch, resulted in more issuer friendly rasnfjom Moody's and S&P. More
recently, Bolton et al. (2012) finds that CRAs arere prone to inflate ratings in booms
than in recessions, and argue that due to criti€$As have become more cautious in
recessions. This evidence further validates gergeitadism and undermines the use of
credit rating information by market participantsowever, Blume et al. (1998) finds
CRAs are consistently becoming more stringent aovtZ and Harrison (2003) provide
evidence that reputational concerns are causing SCRArespond to these general

criticisms. Cheng and Neamtiu (2009) find CRAs hawproved the timeliness and

Text of the Dodd-Frank Act (Wall Street Reform aBdnsumer Protection Act) is available on the SE®site:
http://www.sec.gov/about/laws/wallstreetreform-gof.

2Text of “SEC proposes rules to increase transpsraamd improve integrity of credit rating” is avdila:
http://www.sec.gov/news/press/2011/2011-113.htm

3Text and actions by the European Commission ariéeélet http://ec.europa.eu/internal_market/securities.htm
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accuracy of rating actions after major corporateagées such as Enron and WorldCom.
This suggests that CRAs are well aware of thectsitis targeting their behaviour, and

are consistently improving their methodologies eatthg standards.

The above-mentioned actions by the regulatory aitib® and the evidence in the
literature motivate this further study of CRAs. tlms thesis, we attempt to study the
rating allocation decisions of two agencies namdébody’s and S&P. We study this in
terms of their “loss function” preferences, ratogferminants and difference of opinion
on the creditworthiness of the same issuer. Irfiteeessay (chapter 2), we estimate the
loss function preferences of the two major agenarest link these preferences with the
different incentives facing CRAs. To the best of &nowledge, this essay is the first
study to empirically estimate the loss functionferences among CRAs, and as such
this constitutes its major contribution. In the et essay (chapter 3), we attempt to
study the impact of financial, governance and oflaetors in determining the credit
ratings allocated by the two agencies. In this wtude contribute in terms of
determining the role of non-financial factors irp&ining credit ratings. The third essay
(chapter 4) examines the factors predicting thelillood of split credit ratings between
the two major agencies. This essay makes one katyilmation to the current literature
on split credit ratings, in the sense that we db Imoit our findings on the factors
determining likelihood of splits, but we furtherntobute by analysing the factors that
determine whether one agency is likely to issueeloratings than the other within a
split. Such information is potentially of great usecorporations seeking credit ratings

from one of the two major agencies.

The rest of chapter 1 is organized as follows: tFivge present the institutional
background of CRA business and briefly introduceoiids and S&P. Second, we

briefly introduce each empirical chapter. Finallje present the structure of the thesis.

1.2 Institutional Background

CRAs are organizations that rate the creditwordsnef a sovereign country, specific
company or financial product, such as a debt sigcoria money market instrument.
The Credit Rating Agency Reform Act promulgated®006 provides the SEC with the
authority to establish a registration and oversigioigram for NRSRO. The SEC first

16



applied the NRSRO designation to CRAs in T9%hd currently there are 10 CRAs
with the status of a NRSRO. Langohr and LangohO@82@ifferentiate CRAs on the
type of coverage (geography, industry, issuer striments), methodology (statistical
modelling or fundamental credit analysis), pricingodel (issuer fee or investor
subscription), type of scale (ordinal with actu@ll & cardinal with estimates of relative
default probabilities), and size. The three dominaayers in the U.S. CRA industry,
suggesting the existence of an oligopolistic masdtaicture, are: Moody’s, S&P and
Fitch. The most striking fact about the industrythat over 80%of all rated issues
outstanding are provided by just two CRAs namelyolids and S&P, with the third,
Fitch having 14% of market share. The three majA€follow an “issuer-pay model”
with their credit assessment relying upon the gtetive and qualitative judgement of
their credit analysts. We briefly introduce our tww@jor agencies used in this thesis

empirical analysis, namely Moody’s and S&P in tbkofwing paragraphs.

S&P refers to Standard and Poor’s Credit MarkeviSes, responsible for its credit
rating business. S&P’s parent company is McGravi-Hilhich provides financial
services related to equities, and independentyeguod mutual fund research. S&P also
provides valuation advisory services, credit analyand investor education and data
services through its subsidiary, Capital 1Q. Theray's history traces back almost a
century. Poor’'s Publishing Company issued its fregings guide in 1916. Standard
Statistics Company published its first ratings 822, and the two companies merged to
form S&P in 1941. The McGraw-Hill Companies acqdir8&P in 1966. In S&P's
word's "a credit rating is its opinion of the geadesredit worthiness of an obligor, or the
creditworthiness of an obligor with respect to aipalar debt security or other financial
obligation, based on relevant risk factors" (Staddend Poor's (2009)). S&P currently
has a 22 long-term rating-point scale, with AAAthas highest, and D being the lowest
rating. In 1974, by adding + and -, S&P introdudbd notch system to its (then)
existing 10 rating categories. This introductiontlid notch system further classifies an

issuer firm or a bond issue at the high end otdineend of a rating category. We attach

41n 1975, SEC first used the term NRSRO in refgrtmagencies whose credit ratings could be usedtermine net
capital requirements for broker-dealers (CantorRacker (1994)).

5 Langohr, H., and P. Langohr, (2008), “The RatingeAcies and their Credit Ratings: What they arew ey
Work and Why they are Relevant”, Wiley Finance Regilons, England.

17



rating definitions of the two rating agencies aspépdix | and Il, while a table
comparing long-term rating scales among three m@jRAs as appendix Il of this
thesis.

John Moody's (1868-1958) laid the foundations 99 %r Moody’s Investors Services.
Moody’s was incorporated in 1914, and by 1924 wered nearly 100% of the U.S.

bond market. Currently Moody’s is a subsidiary aflDand Bradsteet, which purchased
the rating agency in 1962. Moody's defines creglihgs as "an opinion on the future
ability and legal obligation of an issuer to makedy payments of principal and

interest on a specific fixed income security" (Mgsd(2009)). Moody’s currently has

21 long-term rating-point scales, with Aaa as tighést, and C being the lowest. In
1983, Moody'’s introduced a notch system (rating ifird) by adding 1 and 2 to their

rating categories. The only substantive differemcéong-term rating scales between
S&P and Moody'’s is that S&P assigns D ratings fom or an issuer when it defaults,

whereas ratings are removed from a defaulted firthé case of Moody’s.

1.3 Research Focus and Contributions

The thesis conducts three essays on the propeftibe two major agencies, Moody’s
and S&P, in terms of their loss function preferenaating determinants and factors
underlying rating splits. In the following sectionwe briefly introduce the three

empirical essays by explaining the focus and couations to the literature of each essay.

1.3.1 Loss Function Estimation

The first essay (chapter 2) empirically determitiesloss function preferences between
the two major CRAs, in an attempt to reveal whethere exists tangible differences
across agencies relating to the asymmetry/symnoétiye estimated loss functions. The
economic implications of an incorrect rating judgref the PD by a rating agency can
result in the imposition of heavy costs (and po&rtenefits) to its end users. The
issuer pay model followed by the two major agencases questions concerning the
incentives of CRAs to exhibit preferential behavidowards its fee-paying clientele.

Becker and Milbourn (2011) propose that optimigtieferences exist among the two
agencies, as they find evidence of rating inflationesponse to the entrance of the third

rating agency, Fitch. Beaver et al. (2006) arguat @BRAs focusing only on the
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concerns of investors may exhibit a somewhat symenkiss function, as they will
evidence similar responses and concerns towardsgrajpgrades and downgrades.
Finally, the regulatory use of credit rating inf@tion raises reputational issues for the
agencies. These regulatory requirements and caned@th potential loss of reputation
may suggest that CRAs will have an asymmetric fasstion, as these requirements

and concerns provide them with incentives to beenconservative (Watts (2003)).

The above-mentioned uses of credit rating inforamagéiscertain different shapes for loss
function preferences. To the best of our knowletlggre is no single study which
estimates the loss function preferences for thditcrating industry. We track historical
credit ratings on issuers possessing credit ratiraga both Moody’s and S&P. These
histories are obtained from two indices, the S&B,4Hhd S&P 600. Using a sample of
nineteen years starting in 1991 through 2009, ime&¢he rating judgment error as the
MPD_t (market implied PD) minus the RPD _t (ratingplied PD for both the agencies).
We convert credit rating history into numeric numsbby using default studies of S&P
to represent RPD_t, while we use the Merton (19@#®del to estimate MPD_t
following the Vassalou and Xing (2004) methodologging a time series data of these
rating judgement errors for each issuer, we esérn@s function parameter following
the Elliott et al. (2005) methodology. This methedapplicable in situations in which
we have a sample of time-series data, but the lymigmodel is unknown. We further
conduct statistical and cross-sectional tests wergtand differences both within and
between CRAs.

Our results from the first essay suggest a systensymmetry of loss function

preferences in the case of Moody’s, whereas we @uadience of symmetric loss

function estimates for S&P. Our use of rationalkiésts under various assumptions
further validates our findings. Following Beavedrat. (2006) and Watts (2003), we
associate Moody’s conservative preferences withréhalatory use of credit ratings. On
the contrary, S&P symmetric evidence of loss fuorcis associated with its incentives
to provide timely information to investors and twhibdit neutral preferences. Further
cross-sectional analyses we conduct finds evidehoptimistic preferences by the two
agencies towards the financial and utility secssuers. This evidence of inherent
asymmetry suggests that the two agencies have duvambelaxer standards towards
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financial and utility sector firms, and under-pieidihe associated risk relative to the

market

To the best of our knowledge, this essay is tha Btudy to empirically estimate loss
function preferences within CRAs. Beaver et al.0@0investigate the rating change
timeliness of two agencies Moody's and EGR, andidirevidence of conservative
behaviour from Moody’s as compared to the othenageEGR. We supplement Beaver
et al.’s (2006) findings in three directions: Fivg¢ estimate loss function preferences
for the first time in the credit rating settingcead we provide evidence Moody’s is not
conservative across all industry sectors; finallye provide evidence that the
conservative preferences associated with Moodyrsnata be generalized across all
NRSRO. Cheng and Neamtiu (2009) find that CRAs hmywoved the timeliness and
accuracy of their rating actions after major cogperdebacles. However, our findings
suggest these are not applicable to the utility Andncial sectors and we provide
evidence of somewhat laxer standards and underepiced of the PD in these two

sectors.
1.3.2 Credit Rating Determinants

The second essay (chapter 3) attempts to studiyniheect of financial, governance and
other factors in determining credit ratings givgnNdoody’s and S&P. There is a large
literature which uses financial and accounting dasérmation in order to determine
credit rating§ However, an attempt to associate other, non-§ii@ractors with the
allocation of credit ratings only becomes noticeainl more recent literature. Bhojraj
and Sengupta (2003) and Ashbaugh et al. (2006)asmept the use of financial factors
with governance related variables. Similarly, Blueteal. (1998) uses year-dummies
along with the financial variables to determinedireatings. Amato and Furfine (2004)
use variables capturing the macroeconomic stathefeconomy along with financial
variables to determine credit ratings. The stud&@sg financial variables only generally
fail to predict higher rated issuers, and possibkson given for this is the subjective
element in differentiating between high rating gat@ées. This motivate us to use factors

® See for instance, Horrigan (1966), West (1970),uecand Soldofsky (1969), Pinches and Mingo (19%B18V5),
Altman and Katz (1976), and Kaplan and Urwitz (1979
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other than financial variables in determining ctedtings, especially after the criticism
of CRAs subsequent to high profile corporate fausuch as Enron and WorldCom and
the financial crisis of 2007-2008.

In this second essay, we aim to develop a reldtipnBetween the variables already
shown to have explanatory power in the currentditege, and also to incorporate
additional variables that capture more subjectilements of the decision making
process in rating assignment. We focus exclusieglytwo major agencies S&P and
Moody’s, and use their rating transitions data dach issuer spanning a period 1995
through 2009. Our final sample consists is of 51ifR-year observations from S&P
400, S&P 500 and S&P 600 index constituent issuesf We use maximum likelihood
estimation methods using an ordered probit modedssociate ordered credit ratings
with selected explanatory variables, and we useéneentage of correct predictions as
a measure of the goodness-of-fit of our model. BH®mvs us to compare three models;
the first model uses only financial variables, s#eeond adds governance variables and

the third adds three other variables to capturgestitee elements in ratings.

The results of the second essay suggest that déreigg indeed differ on the basis of the
level of importance they attach to certain variabihen allocating credit ratings. We
find that financial information relating to an igsusuch as coverage, leverage,
profitability and market beta remains a significéattor in determining issuer credit
ratings. The study finds no significant improvementprediction rates subsequent to
adding our three governance related variables. Ty suggest that information
conveyed by governance is already adequately aaptwy financial variables. However,
our selected proxies designed to highlight genemdticisms and the potential
subjectivity of rating assignment processes sigaiftly improve rating predictions.
Moreover, this improvement in prediction accuraeparticularly significant in the case

of the more highly-rated issuers which the existitegature is the least able to predict.

The essay extends the current literature on ratetgrminants in various directions. To
our knowledge this is the first study to compard aambine financial, governance and
other factors when analysing the determination wdit ratings. Governance has
previously been associated with credit ratingseins of its individual significance in
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explaining credit ratings, however to our knowledige effect in terms of the

improvement in predictive power obtained by addyoyernance related variables has
not been addressed by the current literature. \A iatorporate a set of new variables
as proxies to examine the relationship betweenitcratings in an attempt to quantify

the criticism and subjectivity involved in the radi process. Previous studies fail to
predict high rating category firms, and this stugltends the previous literature by
providing considerable improvement in the predittgnccess rate for firms occupying

the higher rating categories.
1.3.3 Credit Rating Splits

The third essay (chapter 4) examines the factotermiéning the likelihood of split
credit ratings between S&P and Moody’s. The esseytivo main themes. First, can we
determine the reasons lying behind the likelihoddowe agency allocating a lower
rating than the other. This is achieved by estingasi bivariate probit estimation method
utilising a set of variables found to have explanapower in determining credit ratings.
This method allows us to observe the likelihoodsplits in the first stage, and further
the likelihood of one agency rating lower withinsample of split credit ratings.
Ederington (1986) does not find any consistentdnerthin split ratings, and concludes
that the split ratings are caused by random erMosgan (2002) argues split ratings are
due to asset opacity, and that financial firms WwhHiave more opaque assets, are more
likely to have split ratings. However, Livingstoaeal. (2007) shows there is a degree of
persistence in split ratings, as in their sampleualtwo thirds of initially split-rated
bonds remain split-rated four years of rating ti@mss. This suggests split ratings are
not due to random errors, but there is a differepicepinion by the agencies on the

credit assessment of an issuer or an issue.

The second major theme of this essay is to deterrifierences between the notch
level and category level splits. Approximately 2@¥the U.S. corporate bond issues
have category or letter levelplit ratings, and about 50% of sub-ratings ochdevef

ratings are splits (see for instance, Ederingt@®86)}, Livingston and Jewell (1998)).

"When AA is different from A and AAA, but not fromA+ and AA-.
8 When AA is different from AA+ and AA-,
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Becker and Milbourn (2011) find evidence of ratinfation by Moody’s and S&P in
reply to increased competition and entrance othivd largest rating agency, Fitch. We
also examine splits at the notch and category Jdyekstimating two separate bivariate

probit models using splits at the notch and catetgwel as dependent variables.

The results of this third essay reveal that in tewhsplits at the notch level, smaller
firms having unfavourable coverage and profitapilétios are more likely to have spilits.
We find evidence that Moody’s is more conservativerelation to a firm’s (poor)
financial profile, resulting in a split. In terna$ governance related variables, S&P and
Moody’s both have congruent ratings in relationatéirm having higher management
control vis-a-vis shareholder rights. However, Mgisdplaces more value upon board
independence and places firms with higher boarcepeddence in a high ratings
category as compared to S&P. This results in S&kipg firms lower within a split.
We also incorporate certain additional variabled famd that the business cycle plays no
significant role in the likelihood of observing alis However, rating shopping and
other subjective factors determining credit ratiptgsy a role in the likelihood of splits.
In terms of splits at the notch and category leved, find that firm’'s leverage level
differences, along with other financial variablgday a role in category level splits.
However neither rating shopping behaviour nor thercentage of institutional
investment has any significant impact on the Ikatid of observing splits at the

category level.

This essay contributes to the current literature sphit credit ratings in various
dimensions. One key contribution is that we do lmoit our findings to the factors
determining the likelihood of splits, but we furtheontribute in terms of factors that
determine whether one agency will allocate a loveting than the other. Ederington
(1986) concludes that split ratings are causedapglam errors. Morgan (2002) finds
split ratings are due to asset opacity, and Livioigs et al. (2007) shows that there is a
degree of persistence in split ratings. Morgan 220élso finds the split ratings are
lopsided, with Moody’s consistently on the downsidédnese findings suggest split
ratings are caused by fundamental differences t@rpretation of an issuer’s credit
profile, and we identify certain factors that detere conservative and optimistic
behaviour of these two agencies. A second contabus that we do not limit the
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factors we incorporate to determine splits onlfitancial variables, but we also include
governance and other subjective elements to obskereimpact on the likelihood of
splits. We also contribute by providing evidencat ttifferent underlying factors explain

notch and category level splits.
1.4  Thesis Structure

The thesis format follows the Alternative Formaesis of the University of Manchester
by incorporating different essays on related theinés a single thesis. This thesis
consists of three self-contained essays, whiclpeesented in chapter 2, 3 and 4. Each
chapter has a separate literature review, answegsieland original research questions,
to some extent exploits different datasets (althommgchapters 2 and 3, we use almost
identical datasets), and adopts different methageto according to the research
guestions analysed. This implies that each empirceapter makes a separate

contribution to the literature.

The remainder of this thesis is organized as fdlo@hapter 2 presents the first essay
where we estimate the loss function preferencesmgntioe two major CRAs Moody’s
and S&P. The second essay is presented in chapigheée we examine the factors
determining credit ratings between Moody’s and S&Rapter 4 investigates the factors
underpinning split credit ratings between S&P anobiy’s. Finally, chapter 5 provides
a summary of the major findings from each empirichbpter, and suggests some

directions for further research.
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Chapter 2

Revealed Preferences of Credit Rating Agencies fro@plit
Credit Ratings

Summary

The study empirically analyzes instances of spidi ratings assigned to corporate
issuers by Moody’s and S&P. The objective is tineste these agencies “loss function”
preferences in assigning credit ratings. There liseeature on the different incentives
faced by CRAs in allocating credit ratings; howewhkere is no study to the best of our
knowledge attempting to identify the loss functimeferences of CRAs. Our data set
constitutes of a time series of nineteen years¥28¥9) of historical credit ratings data.
We use issuer credit ratings history of S&P 400 &&dP 600 constituent firms for our
analysis. From a methodological point of view, ttedy proceeds in two stages:
Initially, we estimate market implied probability default (MPD_t) using the Merton
(1974) model following the Vassalou and Xing (20@dfinement of this methodology.
We estimate rating judgment differences by dedygctive rating implied probability of
default (RPD_t) from the estimated MPD_t. Thennggudgment differences from our
first stage, we adapt the GMM estimation along lihes of Elliott et al. (2005) to
extract the rating agencies loss functions. Outifigs indicate both the agencies differ
in their preferences while assigning issuer crediings. The estimated preferences
show a higher degree of asymmetry in the case obdyis, where we find strong
evidence of conservatism (relative to the market)industry sectors other than
financials and utilities. S&P shows loss functiosymmetry in both the utility and
financial sectors, whereas in other sectors we #tng evidence of symmetric
preferences. Further investigations reveal bothatipencies appear to follow a higher
degree of asymmetry in the case of financial anktyusector firms, as we observe

optimistic preferences from both the agencies.

25



2.1 Introduction

Investors need information relating to both theatgmtial and current investments to
make informed investment decisions. These inforngettisions require in-depth
analysis of investment opportunities and involvauyecosts of information acquisition.
To bridge the information gap and avoid costs, CRétsas information intermediaries
between investors and issuers. The main functiam@gdit rating agency is to issue an
independent assessment of corporate (and sovegptijworthiness, encapsulated in a
judgment concerning the likelihood that investoil keceive payments of interest and
principal. Investors in the financial markets dd have timely access to the same set of
information, and credit ratings represent one paknsolution to the issue of
asymmetric information (Ramakrishnan and ThakoB84® Cowan (1991) terms the
judgment delivered by a rating agency is an atteim@ummarize the confidential and
publicly available information. However, the abrugbwngrading of Enron and
WorldCom only after problems occurred raised goesticoncerning the credibility of
CRAs. The financial crisis of 2007-2008 further exdated the criticism, as abrupt and
unanticipated credit rating downgrades of a nunabgrarticipants and securities in the
structured credit markets led to large market less®l a rapid drying up of liquidity (Sy
(2009)).

The economic implications of an incorrect ratinggment of the PD can impose heavy
costs to its end-users. Subsequent to developmenite financial markets, the use of
credit rating information has also increased, dmganformation is not only used by
issuers and investors, but also by market partitipander regulatofyand contractual
requirements. The SEC reports that at least’ #4 its rules and forms currently
incorporate reference to agency ratings. Similadpks are required under Basel Il to
use credit rating information for capital calcubeis. Under contractual arrangements,
debt covenants require credit rating informatiohgve a downgrade below investment

grade from a NRSRO can violate company debt cowsndmese regulatory uses of

°A series of governmental regulations effectivelyweyahe credit rating agencies a quasi-governmental These
started in the year 1975 when SEC introduced Ro#&-11, which required broker-dealer firms to cadtelnet capital
requirements using the credit rating assigned bgpgmmoved group (NRSRO) of CRAs (Beaver et al.0g@p

%See for instance, Christopher Cox Statement ongsalto increase investor protection by reduciri@mee on
Credit Ratings, June 25, 2008.
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rating agencies force issuers to seek ratings frouitiple rating agencies. These
regulatory requirements suggest that a rating agevit have an asymmetric loss

function, as the regulations generate incentivdsetonore conservative (Watts (2003)).
The reputation cost of being overly optimistic dcanvery costly to the rating agency, as
any evidence of rating inflation may instigate act from regulatory bodies to prohibit

investors from using rating information from a eamt agency, for example losing

NRSRO status from the SEC.

Major agencies such as Moody's and S&P follow asstfer pay** model. Corporate
issuers of bonds and structured finance productsagae to receive a credit rating. The
business of CRAs is dependent upon these fee paymehat under are made
contractual arrangements between issuers and CRAesconservative or asymmetric
loss function can be costly to issuers as it ingslfiigher interest payments on its debt
obligations. The induced lowering of credit ratingan also force issuers to seek
multiple ratings, and avoid certain agencies pgegeio have more stringent standards.
Becker and Milbourn (2011) find evidence of ratinfation by Moody’s and S&P in

reply to increased competition and entrance ofltird largest rating agency Fitch.

The main function of a rating agency is to becontermediary between investors and
bond issuers by providing one solution to certaiobfems generated by asymmetric
information. Investors use CRAs for valuation pwg® The correct valuations require
timely actions by CRAs in response to any goodaw bews. Any delay in actions by
the rating agency can be costly to investors. Beaval. (2006) suggests that rating
agencies focusing only on investors may exhibit aransymmetric loss function,

suggesting a similar response and concern towatitsgrupgrades and downgrades.
However, investors cannot observe the level ofrettee intermediary puts into costly
information acquisition and processing, which soh@e suggested provides more
incentives to rating agencies putting too littldodf into rating (Gorton and Winton

(2003)). Similarly, contractual portfolio compositiimposed on mutual funds, pension
funds and foreign reserves held by the central $ak limited to investment-grade

assets. Any abrupt changes by the CRAs can cawusg loests to these users due to

YThe major change for the rating industry came & ¢farly 1970s, when the industry changed its basineodel
from the “investors pay” model to an “issuers payddel.
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portfolio repositioning and rebalancing, and carsaacompliance issues. Similarly,
CRAs also provide ancillary services to differeriterdts, including investment

management firms and financial institutions in tielato the management of credit and
other risks. These ancillary services require ¢resting information input, suggesting
more incentives to CRAs to provide timely actioms gpod and bad news, as it may
increase their market share in these ancillary isesv These incentives generate
different shape of loss functions for rating agesci and also suggest
asymmetry/symmetry can cause costs to these enslingdifferent dimensions.

The above-mentioned uses of ratings in differetiasions generate different shapes of
rating agencies loss function. However, to the béstur knowledge there is no single
study estimating loss function preferences in treglit rating industry. This empirical
chapter investigates loss function preferences,studying the two major CRAs
Moody’s and S&P. We estimate loss function paramsetellowing the Elliott et al.
(2005) methodology, as this method is applicablsitmations where we have the time-
series data, but the underlying model is unknowsingy a sample of nineteen years
starting 1991 through 2009, we define our ratindgjuent error as MPD_t (market
implied probability of default) minus the RPD_tt{re implied probability of default).
We use the Merton (1974) model to estimate MPDIlbviong Vassalouand Xing'’s
(2004) methodology. We aim to ascertain loss famcipreferences between the two
agencies by accounting for rating spfitsetween two agencies on the assessment of PD.
Specifically, we aim to answer following researakestions: Does an analysis of split
ratings and a comparison of ratings judgment esaysify a fundamental disagreement
between Moody’'s and S&P about the estimates oPb@ What is the shape of the loss
function preference of Moody’'s and S&P, implied the rating judgment error? What
does this reveal about the preference structurBladdy’'s and S&P? Are there any

differences in default judgments across differettars between the two rating agencies?

To summarize our findings, our results suggest Mo more conservative than S&P.
Beaver et al. (2006) document that regulatory amdractual needs force NRSRO firms

to generally be conservative. We supplement Beave.’s (2006) findings in three

12 Credit rating disagreement between two agenciessingle issue or issuer is termed as a splitgati
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directions: First we estimate loss function prefees for the first time in the context of
credit rating settings; second we provide evideMo®dy’s is not conservative across
every industry sector, as the agency appears towabptimistic preferences in the
financial and utility sectors; Last we provide exide that the conservative preferences
associated with Moody’s cannot be generalized acatisNRSRO, as we document a
more symmetric preference structure from S&P. Waoaate S&P having symmetric
preferences with its higher incentives to be maxestor friendly and become efficient
input information for its ancillary services. Hoveey we find more lax standards
towards financial and utility sectors issuers re@sglin under-estimation of PD by both
the agencies. Cheng and Neamtiu (2009) find CRA& hmproved timeliness and
rating accuracy after major corporate debacles; evew these findings are not
applicable to the utility and financial sectorsdame provide evidence of lax standards

in these two sectors.

The organization of the remainder of the chapter & follows: Section 2.2 provides a
literature review, section 2.3 describes the sauara definition of data utilized and

also presents the methodology, Section 2.4 desctiteeempirical results and discusses
the findings and economic significance of our resufinally section 2.5 concludes the

study.
2.2 Literature Review

Credit ratings from the two major agencies Moodysl S&P are mostly congruent.
However, we observe the two agencies as havingrdiftes of opinion resulting in a
split credit rating on the same issuer or debt sgcuBillingsley et al. (1985) and
Ederington (1986) observe 14% splits at a catetpusf'>. After the introduction of the
notch systerf, split ratings increase to almost 50% (see famimse Cantor et al. (1997)
and Perry et al. (1988)). Split credit ratings grinew information to the market.

Moreover, information differences are persistentirigston et al. (2008) report over

13 For instance, when AA is different from A or AABUt same as AA- or AA+ is termed as a categoryl lspit.

14 Moody’s introduced notch level credit ratings retyear 1983, while S&P started notch level crestings in the
year 1974. By introducing notch level modificatipmating categories are further divided into plugl aninus
symbols in case of S&P and numbers 1 and 2 to Meddyshow relative strength.
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half of the time the two rating agencies maintdieirt relative assessment of assigned
credit ratings even after four years of initialuaace. These systematic divergent
opinions are a reflection of rating agency’s lagsction preferences. Depending upon
the use of credit rating information, this asymmetdf its loss function can be costly to
its end users. To the best of our knowledge, tiere single study investigating the
shape of CRAs loss function. However, we find &tere on the market reactions to
split credit ratings, and rating agencies perceil@st function depending upon its
mandate and incentives. We first discuss the eagbigvidence on market reaction to
split credit ratings, and then we evaluate thedit@e relating to the role of asymmetry

in credit rating agencies loss function.
2.2.1 Split Ratings and Bond Yields

Billingsley et al. (1985) study the behaviour ohldareoffering yields in the presence of
split ratings at a category level. In particuldrgy study two hypotheses: First, the
divergence of agency opinion, and second, whethestors place greater confidence in
one agency over another. Using least squares ¢stimraethods, the authors conclude
that the reoffering yields on split-rated bonds ao¢ significantly different from the
yields on the lower of the two split ratings. Thiayd significant differences in yields
compared to the higher rating yields. They conclilde the markets are cautious over
split rated bonds and consider the lower of twingst as a true representative of PD.
Similarly, Perry et al. (1988) and Liu and Moor®8T) use splits at the notch level and
study their impact on bond yields. They conclud® the impact on interest yields of a
split rating of one rating class difference underummodified (category level) rating
system is higher than that of a split rating of el difference under the notch system.
These studies conclude that bond yields with satings, investors consider the lower
of the two ratings as a truer representative ofRBe This initial research evidence on
the market reaction to split ratings suggestsithaistors do not have a preferred rating
agency. However, they exhibit risk aversion as tb@ysider the lower of the two splits

as more representative of the PD.

This initial literature on the relationship of bonyiklds and divergence of opinion

between two rating agencies suggests that spiitgaincrease the cost of debt of an
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issuer. If the true representative PD is the higlighe two ratings, then issuers of these
securities have to pay a higher interest cost em thutstanding debt securities. On the
contrary, Cantor et al. (1997) state that the eicgdibond pricing models only use
ratings issued by S&P or Moody’s, but not both. Ta¢a sample they use consists of
4399 bond issues between 1983-1993 that have safimogn both the S& P and
Moody’s. Their empirical findings reveal that pngi models that rely on Moody's or
S&P’s ratings (but not both) produce unbiased kghlly inefficient estimates. They
state that the best prediction results occur whetdy are inferred from the equally
weighted combination of the two ratings. For investt-grade split ratings, investors
take a more conservative view, by relying more lom Ibwer of the two. However, in
below investment grade, an average of the two sgdiihigs produces more accurate and
efficient results. They conclude that investors balow investment grade sector
apparently take a less conservative view of splihgs and rely on the average bond
yields. These findings are in line with the findsngf both Livingston and Jewell (1998)
and Hseuh and Kidwell (1988), who conclude that #verage of the two ratings
determine the bond yields asset by the market. efsaglies suggest market strongly
reacts to these split rated bonds, and placessdsanng split ratings under a separate

credit quality different from higher or lower ofsalit.

Livingston and Zhou (2010) study the asset opaasiyociated with split rated bonds,
and find that investors consider bonds having satings as a separate credit category.
Their results reveal that on average, the yieldaosplit rated bond is 7 basis points
higher than that of non split rated bonds of simgeedit risk. This yield premium
increases from 5 basis points for one-notch sf@i®0 basis points for three-notch splits.
These studies suggest that the splits betweemwtheniajor agencies convey additional
information to the market. Earlier studies on te&ationship of bond yields and split
ratings suggest that markets’ take a more conseevabsition on split ratings. Later
studies suggest that split rated bonds are corsldes a separate credit category and
yields are determined by the average of the higimel lower of split ratings. If we
analyze these splits from an issuer side, we fiadl issuers are at advantage as well as a
disadvantage from having multiple ratings. If theetPD is represented by the lower of

the two ratings in a split, issuers bear lowerrigdé cost due to these multiple ratings.
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Similarly, they pay higher interest cost on deltusities where the true representative

PD is higher rating within a split, as investorsetéghe average of two ratings.
2.2.2 Rating Agencies Preferences and Incentives

These market reactions suggest that CRAs prefesetm&ards conservatism and
optimism generate market reactions. These divergeinions serve different end users
of these ratings in a different way. In an “isspay model”, an issuer not satisfied with
its allocated rating by a rating agency can askfdather ratings to reduce its cost of
capital. Similarly, an agency being too lax is gssig lower credit ratings
underestimates the true PD and can cause lossesestors. Credit ratings used for
regulatory purposes force agencies to be more ooatses; similarly, investors need
rating actions by the agencies to make informe@stment decisions. These divergent
incentives faced by agencies can cause them tdiexdn asymmetric loss function.
Currently to the best of our knowledge, there isshaly investigating the form of the
loss function revealed by CRAS. In this section, eiscuss the existing available

literature on the various incentives to have amasgtric loss function.

Conservatism in accounting standards is defined dsgferential verifiability required
for recognition of profits versus losses (WattsQ2)). In the credit ratings scenario,
conservatism requires that agencies require mareiroing evidence of good than bad
news. This conservative approach entails thatdhs function of a rating agency will
exhibit asymmetry. This asymmetry of its loss fumetidentifies the rating agency’s
preferences and incentives towards its clientsv8eat al. (2006) studies the behaviour
of certified™ versus non-certifietf bond rating agencies. They use Moody's as a
representative of certified agencies, and EJR meracertified representatiVe They
argue that the properties of the ratings issue@Rgps are dependent upon the end users
or clients of these credit ratings. They identife ttwo major uses of ratings are in
contracting and valuation. These uses establish GRAs incentives to have an

asymmetric and symmetric loss function to satisfgirt client needs in the following

15 Beaver et al. (2006) use certified agencies foBRR status holders from SEC.
16 Non-Certified credit rating agencies are not reiped as NRSRO by SEC.
17 One December 21, 2007 SEC granted NRSRO staffidRo
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way: Investors use credit ratings for valuationpgmses; such valuation requires timely
and effective actions by rating agencies on bottdgmnd bad news. The contractual use
of credit ratings for compliance in bond portfokdigibility and debt covenants often
required by regulators, requires agencies to hagenservatism approach. They test
three dimensions to observe differences in reactibiwo agencies. (1) timeliness
(across agencies); (2) asymmetric response to mésvmation (within and across
agencies); and (3) behaviour around the investrgete/non-investment grade cut off
(across agencies). Their final sample consists3601firm-year observations, and for
consistency they use only those observations whetke the CRAs provide ratings.
Their Granger (1969) causality tests suggest EGRgs are timelier compared to
Moody’s, while the findings on stock price movemenggest Moody’s ratings appear
to be more asymmetric as they do a better job fegating negative news than they do
positive news. On the contrary, EGR appears to ywenetric in terms how they
incorporate positive and negative news. Finallgytfind Moody's downgrades to be
slow at the critical investment and non-investrifegtade segment. They conclude that
certified agencies having their rating used in gting are more conservative, while
non-certified agencies are more focused towards theentive to be symmetric in

terms of their investment advisory role.

Beaver et al. (2006) study although ignores S&Rtaranajor agency, but their proxies
to demonstrate timeliness and asymmetric reactiodandy’s towards good and bad
news show rating conservatism rather than optimi€wmnservatism associated with
credit rating is not only limited to Moody’s. Atiégn et al. (2008) study the behaviour of
CRAs across two different set of firms. The studmpares credit rating of U.S.
domestic firms registered in the U.S. with themmgsi of foreign firms listed in the U.S.
This study provides a cross-sectional variatioraling conservatism and argues that the
information asymmetry associated with foreign finmged in the U.S. leads CRAs to be
more conservative. To test the rating conservattsey use ratings at issuance as the
dependent variable in an ordered probit regresdibe. sign on their Non-US issues is

the variable of interest after controlling for issand country-specific variables. They

18 Any investment is termed as investment-gradetsifhigher or equal to BBB- (Baa3) ratings, whereay
investment lower than equal to BB+ (Ba3) is terrasgpeculative or non-investment-grade.
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use the initial rating assigned by three major agenS&P, Moody’s and Fitch as their
dependent variable, and in case of splits theythusédnighest of three ratings. The final
sample they adopt for the study consists of 4,2@4dip debt issues by non-U.S. firms
(treatment sample) and 28,334 public debt issued.By firms (control sample). Their
results suggest that the rating agencies imposgndisant downward bias when rating
bonds cross-listed in the U.S. They report thadeéheoss-listed firms are not only rated
lower initially, but also suggest CRAs are lesglykto upgrade these cross-listed issues.
They conclude that these lower ratings are conagttramong investment grade cross-
listed bonds, consistent with higher reputationt€asvolved in failing to predict the
default of an investment grade bond. These resulggest information asymmetry in
the case of limited information associated withefgn firms listed in the U.S is the main

driving force towards rating conservatism.

The information asymmetry in terms of solicitt@nd unsolicitetf credit ratings is
studied by Poon (2003) and Poon and Firth (2008etail. Harrington (1997) states the
practice of unsolicited lower ratings is equivalemtfinancial blackmailing by CRAS”,
and it forces issuers to pay and initiate the catprocess. However, alternative
explanation of this financial blackmailing is thenited information associated with
unsolicited ratings. In unsolicited ratings, credigencies rely only on public
information and in solicited ratings they have asce private information. Poon (2003)
uses a pooled time-series cross-sectional dat®&®ffidms in 15 countries from S&P
during 1998-2000 to study the relationship betwselicited and unsolicited ratings.
The study finds significant differences in the disition of two rating types, the ratings
associated with unsolicited ratings are lower camegbao solicited ratings. However the
paper concludes that these differences may be iatstavith differences in standards
used for solicited and unsolicited ratings by tgerecy. Since, the study uses same set
of financial information to determine solicited andsolicited ratings by using ordered
probit model, it is difficult to interpret privaiaformation hypothesis in this study. Poon

and Firth (2005) using 1,060 ratings of 82 coustgempare solicited and unsolicited

19 Credit ratings issuance process, paid for aniteil by issuers is commonly known as “solicitetihgs”.

20 Credit ratings not paid and initiated by issuensd rated free of cost by the CRAs are known asdlizited
ratings”
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ratings, and find that solicited ratings are lowdrey conclude that following the Golin
(2001) findings, these may be due to the CRAs cwatige approach towards the
limited information available through public souscdhis lack of information exhibits
means a cautious attitude adopted by the CRA regut conservative approach; once

they have access to private information they teroktmore optimistic.

Morgan (2002) investigates the pattern of disagesgr(rating splits) between Moody’s
and S&P on 7,862 new bonds issued publicly by it®is between January 1983 and
July 1993. He hypothesizes disagreement betweertwbemajor agencies is more
common due to asset opacity issue. His resultsatdfie agencies do indeed disagree
more frequently and more widely over banks, pogsthie to banks having opaque
assets. This asset opaqueness creates a greaférobki of disagreement between
different analysts of these firms resulting in &tspedit rating. He also reports that the
behaviour of rating agencies is lopsided, where d§t®is more conservative compared
to S&P. Haggard et al. (2006) examine whether fopacity in the form of lower
quality financial statements contributes towardenay disagreement. As financial
statement are prepared in accordance with accauptinciples and regulations, there
exists an issue regarding the quality of thesesstahts. This paper reveals that lower
quality financial reporting contributes to infornmat uncertainty, which in turn creates

uncertainty in the relative risk assessment ohgatigencies.

The literature mentioned above provides evidenc&RAs various approaches towards
risk assessment of an issuer. However, there © algrowing literature providing
evidence of the subsequent evolution of more stnhgtandards in ratings. Blume et al.
(1998) study the behaviour of S&P credit ratingmgs panel data from 1978 through
1995. They use year-dummies to observe the difée®m rating standards across years
using an ordered probit model. Their results sugthed a firm having a given level of
financial variables in 1978, would likely be givanlower credit rating in subsequent
years for the same level of financials. These tessuggest that CRAs are becoming
more stringent in assigning higher credit ratings, effectively becoming more
conservative. Cheng and Neamtiu (2009) study thparese of NRSRO'’s to increased
regulatory pressure and investor criticism overlufai to predict high profile
bankruptcies such as Enron and California UtilitiElsey report that lack of timeliness
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is the main reason behind criticism of rating agesover failure to predict such high
profile bankruptcies. However, they conclude thRIAS have improved their timeliness

and rating accuracy in recent periods.

Covitz and Harrison (2003) also provide evidencergbutational concerns. They
generate testable predictions regarding the aatiop of credit-rating downgrades by
the bond market. Their findings strongly indicatattthe rating changes do not appear
to be influenced by inherent conflicts of interdsif rather, suggest rating agencies are
motivated primarily by reputation-related incensveThe literature on rating
conservatism and the continuing stringent standseti®y the two agencies suggest the

general criticism on rating agencies is improvimgeliness and rating accuracy.

Becker and Milbourn (2011) study competition in gredit rating industry, and find
evidence of rating inflation by Moody’s and S&Praply to increased competition and
entrance of the third largest firm, Fitch. Thepao# that the increasing market share of
the third rating agency, Fitch, is pushing otheo &sgencies Moody's and S&P to assign
higher credit ratings to issues and issuers, tieguih credit rating inflation. They
conclude that regulators recommendations to inereampetition within rating industry
to discourage oligopolistic market structure magdd# in terms of reducing associated
rating fee and increase in information flow. Howevé may impair the reputational
concerns of CRAs and increase costs to investorgdiycing lax rating processes.
Similarly, Mathis et al. (2009) also study repigaal concerns within the rating agency
business in rating residential mortgage-backed rgm=i (RMBS). They show that
CRAs conservative attitude towards assessmentedfitarorthiness is dependent upon
the fee structure. They are lax on rating prodwdigh constitute a major part of their
corporate earnings and strict where the portiofeefis less. They conclude that CRAs
have incentives to rate high due to the “issuer’ pagdel. This literature provides
conflicting evidence on the incentives and prefeesnof CRAs. As such, there is a
strong need to estimate the loss function prefa®md agencies and a need to study

cross-sectional differences in these preferences.
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2.3 Data Description and Methodology

2.3.1 Data Sources

There are two main stages of the data collectidw flrst stage involves obtaining data
to be used for estimation of market implied Phgghe Merton (1974) model. The
second stage involves data requirements to cadcthe rating implied PD. The data

collection process and data sources are explaialedvb
Market Implied Probability of Default (MPD_t)

We use time-series data to implement Merton’s (J®@ption pricing model. The data
window is 1991-2009 for S&P 400 index constituessiiers, and 1994-2089or S&P
600 index constituent issuers. Data is obtaineth f@RSP daily files, and is used for
estimating the market value of the firm. Daily §ilprovide the daily closing price of the
firm’s equity (PRC). We also collect the numbematstanding shares (SHROUT) from
the same data source. The daily closing price hachtimber of outstanding shares are
multiplied together to obtain the current markdueeaof the firm, which is converted to
millions of dollars in order to correspond to theatal from the other source
COMPUSTAT.

We use COMPUSTAT annual files to collect the dagauis for estimating the firm’s
debt value. We use the book values of “Debt in €uriLiabilities” and “Long-term
Debt” series for our sample of issuers for our adtadow, starting 1991 through 2009.
Vassalou and Xing (2004) argue that long-term debhportant for two main reasons:
First, issuers need to service their long-term delat the interest payments constitute
part of their short-term debt obligations. Secoti, size of a firm’'s long-term debt
burden affects the ability of a firm to roll oves ishort-term debt. We use the Vassalou
and Xing (2004) method of including firm’s half tfe long-term debt into firm’s short-
term debt. The same method of adding half of le@rgitdebt as part of short-term debt
is applied by KM\#2. We use the 1-year Treasury bill rate obtainedhftbe Federal

2 we encounter data limitation in terms of S&P 668ukers, as the daily index movement for S&P 60@xnd
available only from the year 1994 onwards.

2 KMV (Kealhofer, McQuown and Vasicek) is a trademafkKMV Corporation that was founded in 1989. The
KMV model calculates the Expected Default FrequefieipF) based on the firm’s capital structure, tioéatility of
the assets returns and the current asset value.
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Reserve Board Statistics as our measure of thefreskrate, daily data for the date
window of 1991-2009 is used for this purpose. We inslex values as a proxy for the
market returnand the Global Financial Database is used for thrpgse of collecting

daily index returns of both the indices: The S&P 4bd S&P 600. Daily index data for
S&P 600 is available from 1994 onwards and for3&# 400 index we do not have any

data limitations.
Rating Implied Probability of Default (RPD _t)

Our sample consists of S&P 48@nd S&P 600 indéX constituent issuers having long-
term rating assignments from Moody’s and S&P. Rwitg Beaver et al. (2006) method,
we only select issuers having ratings from both S&f Moody’'s, as it helps to
compare two agencies. We use Bloomberg to colten-term issuer ratings. We select
only long-term ratings, as they are comparable aingle scal®. Following earlier
discussion on data limitations, we collect data $&P 400 index constituent issuers
starting 1991 through 2009, and for S&P 600 issetrding 1994 through 2009. Out of
total sample of 1000 issuers, 356 or 35.6% havagatfrom S&P. Out of these 356
issuers, 51 are not rated by Moody’s. The final benof issuers in our portfolio is 303.
However, further data restrictions limit us to @mesresults based upon Z88suers. In
these presented 263 loss function alpha paramketesur sample of issuers firms, 85
(32%) come from S&P 600 index constituent issuarg] 178 (68%) from S&P 400

index.

We use annual default rates per rating categorga @soxy for the RPD_t. Rating
agencies do not publish any predicted forward-logkdefault rates for each rating

category; we use these ex-post default rates asxy pecause these are based upon the

Z The S&P MidCap 400 provides investors with a bematk for mid-sized firms. The index covers over @fthe
U.S. equity market, and seeks to remain an accunatesure of mid-sized companies, reflecting the aisd return
characteristics of the broader mid-cap universaroon-going basis.

2 The S&P SmallCap 600 covers approximately 3% &f domestic equities market. Measuring the small cap
segment of the market that is typically renowned foor trading liquidity and financial instabilitghe index is
designed to be an efficient portfolio of companteat meet specific inclusion criteria to ensuret ttieey are
investable and financially viable.

%5 Long-term rating comparison among three major CRibte is attached as appendix Il of this thesis.

%|n some cases, our GMM estimation method does em¢mte any meaningful number. There are two negisans,
behind this: First due to low frequency of timeiserdata, and second where we have zero estima@tdtbm both
the estimated sources i.e. RPD_t and MPD _t.
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whole universe of rated issues and issuers. lcdle of S&P we use the “2009 Annual
Global Corporate Default Study and Rating Transgioreport to extract the default

frequencies. The table used from the report igledtiGlobal Corporate Default Rates

by Rating Modifier”. The annual corporate defaulidses are published and updated
each year by the rating agency. Moody’s also phbssan annual “Corporate Default

and Recovery Rates” report. Both the annual re@vgsavailable on the websites of the
respective rating agency. We attach these defables as appendix IV and V of this

thesis. These numerical numbers presented in tpendjres are the percentage of
defaults over whole corporate universe rated by libe agencies. This way, the

percentage shows the actual true defaults withich eating category. Hence, our

measure of RPD_t represents the actual defautadh rating category, and we use it as
representative of rating implied probability of delt.

Before we initiate our empirical estimations foe tstudy, we compare the default tables
of both the CRAs. We observe, out of total numb&rdb9 (17 rating categories
multiplied by the number of years, 1982-2009) corapke observations the two tables
differ on 234 (51%) observations. The two tables@mngruent over observations where
we have default rate equal to zero, mostly linketigher category issuers. This raises
guestions on the comparison, as our differencegbtes may drive our loss function
estimation preferences. We decide to use only S&Rult tables to convert ratings
from Moody’s and S&P to a numerical RPD_t as repméstive of both the agencies.
This allows us to capture the differences due t sggings between two agencies, not
due to differences in two tables. We prefer to 3&® over Moody’s, as Moody’s tables
are based upon LGD rates, whereas S&P ratings gotinee PD associated with the

issuers.

Another important question arises here is of sumghkip bias, as we only include
current list of firms encompassing two indices S&J0, and S&P 600. We select only
those firms for our analysis that are rated by hbthselected CRAs. We then trace
back the rating history of those firms. Based om téiting history, we assign implied
RPD_t to each rating. This PD rate is based upemtitual default frequency of firms in
each rating category. If a company has a ratingffassigned by S&P, we assign this
firm a PD based upon actual default frequencylahal firms in AA- universe, similarly
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we do the same for Moody’s. In this way, we do mate survivorship bias, as the PD
assigned to a current firm is based upon the dsfendurred by that rating category, not

the actual implied PD of a particular firm.
2.3.2 Methodology

To address our research questions, our methodalogyporates two major steps which

are explained below:
Step 1: Estimating Rating Judgment Error (MPD_t — RPD _t)

We initiate this first step by estimating the MPDWe follow the methodology
proposed by Vassalou and Xing (2004) using the dme(1974) option pricing model.
The Vassalou and Xing (2004) methodology uses mat&& to compute the firm’s
MPD _t. Previous studies use historical accountingeld approaches to estimate PD.
However, market based approaches are inherentiafdrlooking. Crosbie et al. (2003)
argues that as market prices are the result afadhwined willingness of many investors
to buy and sell, variations in the market pricesbedy the synthesized views and
forecasts of many investors. Most importantly, actong based approaches do not take
into consideration the volatility effect of markerices in calculating the firm’'s
likelihood of default. Using accounting data, ietfinancial ratios between two issuers
are similar, two firms may generate a similar PD.cbntrast, in the case of market
based approaches, while two firms may have the $aweés of equity and debt, the firm
with the higher equity price volatility is likelythave a higher PD. In our case, we do
not argue for the superiority of one method over dther, but simply use the market
based approach to compare the PD obtained fromtwoerating agencies, as it

represents market sentiment in terms of the impeshare-price volatility.

As is standard in this literature, the firm's egui$ analyzed as a call option on the
firm’s assets, as equity holders are residual daision the firm’s assets after all other
obligations are met. The strike price of the catian is the book value of the firm’s

liabilities. When the value of the firm’s assetdass than its strike price, the value of
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equity is zero. This concept is utilized by K¥fywhere the asset price is determined
through the share price. However, the method pregpdry Vassalou and Xing (2004)
differs from the KMV approach. There are two maeasons; first, KMV uses the
empirical distribution of defaults, facilitated lagcess to a large dataset. For example in
the KMV database, the number of firm-years of dataver 100,000, and includes more
than 2,000 incidents of defaults. Secondly, thehoetof estimating DD in the two
approaches also differs. KMV use the formula DD=a(k&t Value of Assets-Default
Point)/(Market Value of Assets*Asset Volatility)n KMV the firm defaults when the
value of the assets falls below the default pdmtour case, a default occurs when the
value of the assets of the firm is less than theevaf the liabilities.

This is explained through equation (2.1):
Value of Equity = Value of Assets — Value of Liabilities (2.1)

If the firm equity value is negative, the claimstioé creditors are not fully covered. The
equity holders apply the walk- away principle, ardditors take over the firm. This
stage is termed as a default situation. To undatdtéerton’s (1974) model, we assume
that firm’s liabilities consist of just one zerowgmwn bond with notional value L
maturing in time T. As there are no payments uhtithe equity holders willvait until
time T, to decide whether to default or not. The iBEhe probability that at time T the

assets value is below the value of the liabilities.

To determine the firm’s liabilities L, we use batansheet data. We then specify the
probability distribution of the asset value at miyutime, T. Here, we assume a log-
normal distribution of financial assets i.e. thgddthm of asset value is normally
distributed. Change in the per annum variance efldly asset value is denoted &y

The expected per annum change in log assets \&allenoted by -c” /2, where p is a

drift parameter. Let t denote today, then the legea value at maturity T follows a

normal distribution and is given by equation (2.2):

2T KMV (Kealhofer, McQuown and Vasicek) is now PartNbody’s Analytics Enterprise Risk Solutioridoody’s
Analytics acquired KMV, a leading provider of quitative credit analysis tools to lenders, investoasid
corporations in 2002.
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NA . =N(@n A +(pL-02/2)T-1),0*(T-1)) (2.2)

T

2

Thus, if we know L, A 4,6, we can estimate firm’s PD.

The probability that a normally distributed variakd falls below z is, q>[(z E[X]/G(X)]
where® denotes the cumulative standard normal distributibwe apply probability

expression to our case, we obtain expression diyerguation (2.3).

Prob (Default) = ® [(InL — InA, — (u — 62/2)(T — 1)) /(cVT — )] (2.3)

Recall that the DD is simply the number of standdediations that the firm is away from
default. Thus, in our case, the DD measures thebpumf standard deviations the asset value

At is away from default and is given by equat{@m)

DD = (InA; —InL + (u — 62/2)(T — t))/(cVT — t)
(2.4)
Prob (Default) = & (—DD)

where ®is thecumulative standard normal distribution in the Didnfiula, there are two
unobservable variables, the drift p and the asskttility . Here we follow option-
pricing theory in specifying a relationship betwe#me unobservable (&) and
observables. The current market value of the space is used to calculate the asset
value by multiplying the share price by the numbeoutstanding shares. As long as the
asset value is below the value of liabilities, Wadue of equity is zero as all assets are
claimed by the bondholders. If the asset valuegbdr than the notional principal of the
zero-coupon bond, equity holders receive the residalue, and their pay-off increases

linearly with the asset value.

The pay-off to bondholders corresponds to a paotfobmposed of a risk-free zero
coupon bond with notional value L, and a short gutthe firm’s assets, again with a
strike L. If the firm is paying no dividends thdry using the standard Black and
Scholes (1973) call option formula, we can estintatevhich is the equity value of a

firm by the equation (2.5):
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E,.=A,.0d,)-Le " ""o(@,)

_In(A, /L) + (r+ 02 /2)(T - 1)
0T -t

d,=d, —o~T -t

d, (2.5)

where r is the logarithm risk-free rate of retufrwe rearrange equation (2.5), we have
value for A given by equation (2.6)

A . =(E, +Le TV (d,)) o (d,) (2.6)

Then we calculate the unobservable volatility cfetisc. To calculates, we adopt an
iterative procedure. If we go back in time, we h&B8 trading days. We obtain a
system of equations explained through equation:(2.7

A=(E . +Le " 0 @, )e d))

An=Eo+Le ™ e @,))ie @) 2.7)

(T- (t-253))

A 55 = (E e q)(dz))/(D (d,)

We compute our MPD_t using Loffler and Posch (26®&pmputation method to
implement Vassalou and Xing (2004) methodology wksed above. This process
initiates by assuming asset value equals the madteé of equity plus the (book) value
of liabilities. Then using system of equations expkd by equation 2.7, for each day we
compute the asset value using the Black-Scholesula: Using ¢, we compute gland
use given information to estimate equation 2.6.tWn compute the log returns of the
asset values, and compute standard deviation oklogns of asset values.

28 e follow procedure explained in “Credit risk natidg using Excel and VBA” by Gunter Loffler andtBeN.
Posch, Wiley Finance 2007.
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This system of equations can be solved throughfoliewing iterative procedure.
Iteration 0: We set starting valueg£&qualo the sum of the market value of equity E
and the book value of liabilities.k. We set equal to the standard deviation of the log
asset returns computed with the,Ateration K: We insert A, ando from the previous
iteration into the Black Scholes (1973) formulaadd d. We input these d1 and d2 into
first equation again to compute the new,ASimilar to iteration=0, we use iAto
compute the asset volatility. This procedure iseedpd until the values of the two
consecutive iterations converge. We set our toterdevel for the convergence as 10E-
10. This step provides us with one unobservablabk;, . The risk-free rate used for
iteration procedure is the 1-year T-bill rate, olied at the end of the relevant month.
The iteration job is to copy asset values fromatien k into iteration O, as long as the
sum of squared differences in asset values is b\

For the DD formula, we also need the expected ahancasset values, U. The asset
values are computed through the procedure explamatiove paragraph. We now, use
the standard Capital Asset Pricing Model (CAPM)phtain the beta of the assets with

respect to a market index, then apply the CAPM tdanfior the return on an asset i:
E[R ]=R, +B, ER,]-R/) (2.8)

where Ris the risk-free rate, denoted by the T-bill rabserved at the end of each day.
We take two different market index returns as apror R,. We use S&P 400 index
values in cases where the issuer is from the S&Piddex, and S&P 600 index values
when the issuers is a constituent of the S&P 6@@xXnWe obtain an estimate of the
asset’s beta by using linear regression methodsedmessing the asset value of returns
on S&P indices returns (S&P 400 and S&P600), ardingdthe beta value to the risk-
free rate we obtain the expected asset return, Mbgever, is not the drift that we use

in our formula DD formula in equation (2.4), thekaown parameter drift i is obtained
from the logarithm of these asset returns. Oncecarapute the DD, we use the DD
formula to estimate the PD, which we denote in study as MPD_t: We repeat the

same procedure to compute MPD_t for each compaayristudy.

Once we estimate the MPD_t time-series for each, five create PD “judgmental errors”

for each issuer using Moody's and S&P historicéhgs data, respectively. We convert
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the credit ratings history of both the agenciesdach firm as RPD_t (Moody’'s and
S&P). We use S&P’s annual default study table ketitglobal corporate default rates
by rating modifier”. Using these default frequenaples for each rating category from
the table, we assign a rating RPD _t to each ratirggir time series. For example, a firm
having a credit rating of BBB+ in 2001 is assignaddefault frequency number
associated with BBB+ in 2001. Secondly, if creditings change during year for a
particular firm, we use average of the two ratifgging before and rating after the
change) to represent the rating for that particykeir. Once we convert the ratings
history into a rating-implied PD’s represented aBDRt for the two agencies, we
estimate rating judgment error by deducting the RPibbm the MPD_t. This is done
for both the rating agencies. We term this oungajudgment error time series, and we
follow same procedure for each issuer in our sanites step provides us with a time
series of issuer rating judgment errors for Moodyisl S&P rating for each issuer (two
time-series for each issuer). We use this timesedata for our loss function

estimations in step 2.
Step 2: Loss Function Estimation

In the second step, we use the time-series of BPnent errors to determine the shape
of the rating agency’s loss function. From a methogical point of view, we adapt the
GMM estimation procedure for the rating agenciessldunctions along the lines
suggested by Elliott et al. (2005), similar releivamork on generalised preferences is
undertaken by Lieli and White (2009). The methodaglept is applicable in situations
where time-series data on point forecasts is availaut the underlying model used by
the forecaster is unknown, and is universally agglie when considering flexible loss
functions (Christodoulakis and Mamatzakis, (2008 2009)). The outcome of this
step generates loss function’s alpha parametenaists for each rating agency for each
firm in our sample of firms. The advantage of usinig method is, we are not required
to impose any particular preference structure, @b the symmetric and asymmetric
loss functions are incorporated into model. Hilett al. (2005) also follow a flexible

loss function of the form given by equation (2.9).
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L(p,a) =[a + L-2a).1 WY = f (2.9)

(Yi+1-ft+1°0)

t+1 t+1

In this loss function the parameter p represengs uhderlying assumption of the
analysis. In particular, p=1 represents the dolib&ar (lin-lin) loss function, while p=2
represents the estimations are based on a doubbrajic (quad-quad) loss function.
The term Y.1-fi+1 1S the rating judgment error we define in our stefMPD_t-RPD_r),
while “1” is an indicator variable which takes thalue of 1 if the rating judgment error
Ywu1-ft1<O and zero otherwise. By observing the sequenceatofg judgment errors

(Yier-fe), with 1<t < T+ 1, an estimate foro is constructed using a linear

instrumental variablerhe estimated is our loss function parameter, and represents the
degree in asymmetry of the loss functior0.5 represents rating agency’s incentives to
issue over-predictionsg<0.5, represents incentives to issue under-predisti and

a=0.5 yields asymmetric loss function.

1 1] g 1 p-1
+1- -1 +1-
. ?ZIT:I 1Vt‘Yt+1 —f i S ?ZL: 1V[1(yt=1-f[+1<0) Y[+1 - ft+1
a = (2.10)

p-1 o 1 p-1
- f S TEEE VY, - f

wherev; is a d X 1 vector of instruments, which is a stib$¢he information set used to

t+1 t+1 t+1 t+1

generatd, while § is given by the equation (11). Heéfelepends o@, estimation and
is performed iteratively, assuming S=I in the fiitration to estimaté&r,, until
convergence is achieved.

T+t—-1
Vi V’é(l(yt+1—ft+1<0) - &T)ZlYt+1 — fip1 < O] 2p—2 (2.11)

o)
I
=~

t=t

In the end, a joint test of forecast rationalitylahe above-mentioned loss function can
be conducted with d>1 instruments utilizing a 3-ttatistic. Elliott et al. (2005) show
that the estimator af, is asymptotically normal, and construct a J-stiatishich under
the joint null hypothesis of rationality and a flebe loss function is distributed as a

v%(d-1) variable for d>1 and takes the form giverduation (2.12).

46



T+r-1 [1 ~ ] Y f p-1 é'l
1 = Vil vivi-tiaico) — 9 | t+1 0 tsl
J= —

T T+1-1 J
x >V, 1(Yt v1-fie1¢o) AT Y t+1 le

=T

In addition, we provide estimates for the J-st@tistnder the imposed null thattakes
the values 0.20, 0.50, and 0.80, these serve asiomddl tests in relation to the
hypotheses of interest. Elliott et al. (2005) idigrfour instruments in their procedure (1)
a constant (2) a constant and a lagged forecast @) a constant and lagged values of
the variable to be predicted, and (4) a constét,lagged forecast error, and lagged
values of the variable to be predicted. We usd tw® instruments following the
(Christodolakis and Mamatzakis (2008) and (20098thmd in our study. We only
present results for a lin-lin function, as we haver 250 estimates of alpha parameters,

and thus we are well served in determining losstion estimations.

We also conduct rationality tests using the one taalsample Kolmogorov—Smirnov
(K-S) test to compare the estimated empirical higtion of the alpha parameters with
the standard normal distribution. This enablesouddtermine uniformity in estimated
alpha parameter distribution. We first conduct tree sample K-S test, where we
compare rating agencies estimated parameters wsthralard normal distribution. We
undertake a one sample test, both with results trmwhole sample and then repeat it
comparing results for the two agencies from eadnstrial sector. This one sample test
is undertaken by taking the individual alpha paremseof both the CRAs. We conduct
the two sample K-S test in two ways. Initially, vest to map any differences between
two CRAs parameters. This is done first by testimg differences between the results
for Moody’s and S&P’s using the whole samples. N&gtconduct the two sample test
between different industrial sectors across the @RAs. Finally, we conduct two the
sample K-S test by comparing different sectors fritvd same agency. This tells us

whether the same distribution is followed by CRAsoas the different industrial sectors.
2.4  Empirical Results

In this section, we discuss our empirical resufisst, we describe the descriptive

statistics for our estimated PD and the estimaied function “alpha” parameters. Then
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we discuss various “rationality tests” under diffietr imposed null assumptions. We also
conduct and present results for the K-S test tedtging to our loss function alpha
parameter distributions. Based on our empiricalltesand various tests, we further
discuss the economic significance of our findingsl anake conclusions on the

preference structure of two CRAs.
2.4.1 Descriptive Statistics

Estimated PD

We begin our empirical analysis by comparing desiee statistics for our estimated
PD over our sample window from 1991 to 2009. Iis 8tudy, we estimate three distinct
implied PDs for a same issuer: First the MPD _t vl separate, RPD_t (Moody’'s and
S&P). We present our results by using whole saraptamates, as well as splitting our
whole sample into two subsamples for S&P 400 and® S0C° index constituent

issuers. In this section, the comparison of thngglied PD’s is carried out by estimating
the yearly averages for each sample firm in a @aer year. Depending upon the
availability of historical credit ratings of eadhnh in a year, the number of firms across

different years varies.

Table 2.1 presents the descriptive statistics $trmated implied probabilities of default.
Panel “A” of table 2.1 presents the whole samplgcdptive statistics, panel “B” uses
only S&P 400 index constituent issuers in our sagid finally panel “C” compares
the averages of S&P 600 index constituent issueosii sample. If we look at the mean
numbers in panel “A”, we find that the highest meaiues of 3.521% are for the
estimated average MPD_t. The RRguys0f 2.273% is lower than MPD_t, but higher
than the RPDggp0f 1.122%. We also observe a similar trend whersickaming median

values. These are further tested by conductingts@Vicoxon Mann-Whitney tests) for
the differences in the means (medians) of threteréifit samples. We find that the
differences in means and medians between the tveocégs estimated RPD_t are
significantly different at 1% level, with the onlgxception of 5% level significant

difference in medians in panel C. However, we fihet the difference in means

29 58P 600 index constituent issuers only begin fthemyear 1994 through 2009, as a result of datatrints
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between RPDyoodys and the estimated MPD_t is only significant in @d) where we
have S&P 400 index constituent firms. On the cogiran all the three samples of
differences in means and the median values of R@Dralues are significant at 1% and
5% percent levels. This implies that Moody’'s onrage allocates issuers to a lower
rating category, resulting in having on averageh&@igPD. However, both the agencies
estimated RPD_t are lower than the average MPD ahna@d median values, with the
only exception in differences in panel C samplegerehthe means and medians of
Moody’s and MPD _t are not statistically different.

In terms of other descriptive statistics, we findigher standard deviation in MPD_t as
compared to the two RPD_t. This can also be obdeivea higher range between
maximum and minimum values within the estimated MP.ooking at the sample’s
skewness, we find that all three implied PD’s assifively skewed. However, the value
of 0.603 in RPDygodys are closer to symmetry as compared to RpPvalue of 1.080.
MPD_t has a higher degree of positive skewness estigg lack of symmetry in
average PD distribution. The kurtosis of averag® REp is 3.222, which is closer to
the kurtosis of a normal distribution. The kurtosfSRPD _yoodysiS 2.132 suggesting a
platykurtic distributions of average yearly meaw&e observe a high kurtosis of 4.465
in the case of MPD_t suggesting its distributiomisre prone to be impacted by outlier

data.

We further segregate our PD data into two subsamnpled report the same descriptive
statistics for these subsamples in panel “B” andepdC”. Panel “B” uses S&P400
index issuers and suggests the same trends avetbserpanel “A”. In general MP_D
has higher mean and median values compared tavth&®PD _t's. Similarly the mean
and median values of RPD_Moody’s are higher thab RB&P. Looking at panel “C”
where we report these statistics for S&P 600 indexstituent firms, we find similar
trends. This shows that the average MPD _t is higimen RPD_t's, and the mean and
median values in the case of RPD_S&P are lower RRD_Moody's. If we compare
the skewness and kurtosis of our subsamples, we that the kurtosis of both
RPD_S&P and MPD_t are higher than the normal valie3 in our panel “C”
subsample. This suggests that in the case of RPP #&have more outlier data values
for S&P 600 index firms; the value of kurtosis i&F5400 is very close to the normal
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value of 3 in panel “B” sample. Otherwise, if wengoare the descriptive statistics in
both panel “A” and panel “B”, we find similar treedHowever, the magnitude of these
values is different. We observe a higher standaxdation and other statistics is panel
“C” data, as S&P 600 index constituent firms areaken firms with a correspondingly
higher degree of riskiness and uncertainty attathéddem. Results for Jarque-Bera test
suggest the null of normality in case of MPD_taegcted in MPD_t at 5% significance
level. In RPD_S&P, the null of normality is rejedtat 10% level in whole sample,
whereas it is insignificant in S&P 400 index andHiy significant in S&P 600 index. In
RPD_Moody’'s we cannot reject the null of normality.
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Table 2.1: Descriptive Statistics for Annual Mean

The table 2.1 reports the descriptive statistiasdior sample of time series data of credit ratingsl market
implied probability default for a total of 263 figrover time period 1991 through 2009. Number okoleions in
each year is dependent upon the historical ratiia¢gs availability and our estimated market impjpedbability of
default. Panel “A” reports descriptive statistios bservations of our whole sample consisting &P and S&P
600 index constituent firms. In panel “B” and “Ceweport same probability of default for our segted data by
splitting whole sample into two sub samples of S&® and S&P 600 index constituent firms. The fodiumns
represent descriptive Statistics, Moody's impliedbability of default, S&P implied probability ofefault and our
estimated market implied probability of default.stahree columns show the t-Tests (Wilcoxon Mannitidy
tests) performed to test the differences in theabie mean (medians) between the RRRL<RPD_tep,
MPD_t- RPD_tgp, and MPD_t-RPD \oqpsMean difference is the actual difference between tihio means,
while median (Wilcoxon Mann-Whitney tests) states z-statistic associated with the difference.

Moodys -
woodys sep el MO waner  STae
Implied

Panel A: Descriptive Statistics for Whole Samplendal Average
Mean 2.27% 1.12:2 3.521 1.150%*** -1.248** -2.398***
Median 2.07( 0.99( 2.59( 2.672%* -1.34: -3.403***
Minimum 0.590 0.200 0.340
Maximum 4.96( 3.20( 11.60(
Standard Deviation  1.447 0.85¢ 2.881
Skewness 0.603 1.080 1.341
Kurtosis 2.13:Z 3.22: 4.46¢
Jarque-Bera Test 2.54( 5.31* 8.53**
Observations 19.00C  19.00( 19.00(

Panel B: Descriptive Statistics for S&P400 Indexn&al Average
Mean 1.588 0.794 3.223 0.794*** -1.635*** -2.428***
Median 1.53( 0.67( 2.38( 2.686*** 2.000** -3.489%**
Minimum 0.37( 0.11( 0.18(¢
Maximum 3.630 2.020 10.450
Standard Deviation  1.03¢ 0.57¢ 2.64¢
Skewness 0.65: 0.91: 1.13¢
Kurtosis 2.214 2.776 3.962
Jarque-Bera Test 2.58( 3.96( 6.700**
Observations 19.00( 19.00( 19.00(

Panel C: Descriptive Statistics for S&P600 IndernAal Average
Mean 3.67¢ 1.831 4.13¢ 1.846*** -0.45¢ -2.303***
Median 3.34¢ 1.59¢ 3.08¢ 2.487** -0.03¢ -2.111%*
Minimum 0.940 0.350 0.640
Maximum 8.09( 6.18( 13.77(
Standard Deviation  2.35¢ 1.541 3.68¢
Skewness 0.607 1.493 1.488
Kurtosis 2.15¢ 4.93¢ 4.39¢
Jarque-Bera Test 2.11C 9.560*** 8.760**
Observations 16 16 16
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Note:Number of observations is limited to number of tisegies data years. We compute annual mean for yemrhdepend
upon the number of firm’s data in that particuleas, For instance, in year 1995 we average afirttims estimated probability of
default, and take only one mean value for 199%pwasent probability of default for the year. Thaf descriptive statistics is
based upon annual averages in each year. The érnesslata for S&P 400 index constituent firms9sygars, and for S&P 600

itis 16 years.

*xx kk * indicate significance level at 1%, 5%, antl0% respectively

Figure 2.1 illustrates the movement of average Bbers. Analogous to table 2.1, we
illustrate the average movement of our estimatedmiD’s in our sub samples as well.
The first plot of figure 2.1 uses mean yearly Pidsour whole sample. From the three
estimated PD’s, we observe that the trends aremgawmi a same direction. Throughout
our data window, we observe that the average MPIntbers are slightly higher than
RPD_t’'s until 2003. From 2003 until 2006, all tivegte different sources of PD numbers
are moving in the same direction and are very ctoszero” PD. However, there is a
big upward jump in the MPD_t from the year 2007 am¥g, and the gap between
market and RPD_t’s is significant in the post 2@@@ncial crisis period. Overall, highs
and lows in PD numbers reflect the overall marlatditions. During 2005-2007, we
observe that PD numbers are very low. This is thee twhen the global financial
markets had recovered from crisis in the year 280d we witness stable markets.
During these two to three years, we can clearlytsaeeven our MPD_t numbers are

very close to zero.

Now, if we look at the second plot in figure 2.1e wbserve the same trend as observed
in whole sample. Our empirical results suggest MRD _t numbers are consistently
higher in our data window 1991 through 2009. In pleeiod 2004 to 2007, we observe
MP_D going below RP_D’s. We observe slightly difiet observation in the third plot
of figure 1. We find that for S&P 600 index cons#itt issuers, post 2001 crisis onwards,
average estimated RPyBqys numbers are higher than RPsgpand MPD_t. However,
this higher PD number in the case of Moody’s, arky observed from 2001 until 2006.
In the post 2007 period, we observe in all threspsimilar high gaps between MPD _t
and RPD_t. This suggests that the allocation oklomatings by Moody’s, resulting in a

higher PD, is more visible in S&P 600 issuer firms.
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Figure 2.1 Mean Movement of Estimated PD

The figure 2.1 illustrates annual average moven@nthree estimated PD over our sample period
spanning 19 years 1991 through 2009. The thremasd PD’s are Moody's RPD_t, S&P implied

RPD_t and market implied MPD_t. The first figurédudtrates average PD movement of our whole
sample. Second figure illustrates movement of S&P #hdex constituent firms, and the last figure
illustrates S&P 600 index constituent firms averBfe
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Descriptive Statistics for Estimated Alpha Parametes

In this section, we present our descriptive siatistor the estimated alpha parameters
using equation (2.10) discussed in the methodokegpyion. We present our results in
two ways; first we discuss the alpha parameterscagative statistics for the whole
sample of firms and sample (excluding financial aridity sector firms); then we
present our empirical results for the alpha paramseafter disaggregating the whole

sample into its constituent different industry sest
Whole Sample Distribution and Descriptive Statistis for Alpha Parameters

To correctly interpret our results, it is importantunderstand what the alpha parameters
estimations actually convey. In our study, we defrating judgment error as MPD _t
minus the RPD_t. So, a negative rating judgmendreis associated with an over-
prediction of an issuers PD by the agency relatvidae market, and a positive judgment
error with under-predicting the PD relative to tharket. The estimated loss function
parametera<0.5@>0.5) implies a preference structure that penalizese heavily
positive (negative) rating judgment error, i.e. endredictions (over-predictions). In
other words,a<0.5 can be associated with optimistic preferermeghe part of the
rating agency relative to the markets arx®.5 can be associated with conservative or

pessimistic preferences. Similarty0.5 reveals symmetric or neutral preferences.

Table 2.2 panels A provides the descriptive statigor the entire sample of firms, and
panel B provides the corresponding descriptiveisstag for the sample excluding
financial and utility sectors. The whole sample gists of 263 estimated loss function
parameters. Panel “B” uses 189 observations at@uding the 74 financial and utility
sector alpha parameters. The total number of fimmmir sample with ratings from both
the agencies is higher than 263. However, in aertases, estimating MPD_t and loss
function parameters does not generate any meairegfults®. In our final sample, we
only include those observations where we have @mpéete information for all three

sources of implied PD.

30 cases where we have very low number of time-pastiskrvations of our rating judgement error geregators in
our GMM estimation. Secondly, we also exclude fimugere we are unable to generate MP_D for a paatidium.
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Table 2.2 Descriptive Statistics for Estimated Alph Parameters

The table 2.2 reports the descriptive statistiesofor estimated alpha parameter under linear-litess.
Loss function estimation results are based onime-series of rating judgement errors defined aPMP
(market implied PD) minus RPD_t (rating implied PDptal number of estimated alpha parameters is
based on time series data of 263 firms from S&P 400 S&P 600 indexes. Panel “A” reports the
estimated loss function parameter statistics farwliole sample of firms for both the rating ageacie
rating judgement errors. Panel “B” presents alpai@meters for our sample of firms excluding finance
and utility sectors.

Moody's S&P
Panel A: Estimated alpha for whole sample
Mean 0.559 0.464
Median 0.538 0.460
Maximum 0.999 0.999
Minimum 0.056 0.010
Std. Dev. 0.234 0.228
Skewness 0.030 0.120
Kurtosis 2.137 2.302
Observations 263 263
Panel B: Estimated alpha for sample ex financeuaitity sectors

Mean 0.618 0.502
Median 0.640 0.500
Maximum 1.000 0.999
Minimum 0.056 0.010
Std. Dev. 0.229 0.236
Skewness -0.272 -0.152
Kurtosis 2.328 2.268
Observations 189 189

Table 2.2 panel A reveals that the mean valuet®two CRAs alpha parameters are
0.56 for Moody’'s and 0.46 for S&P. Considering tlieeven distribution of alpha
parameters, it may be important to also considediamevalues of the two agencies
alpha parameters, as we want to ensure the meem diven by the outliers. Moody’'s
alphas reveal a median value of 0.54 and S&P 06.0Cbnsidering the degree of
skewness in the two distributions, we find positskewness in both alpha estimations
for Moody's and S&P. The skewness for Moody’s 83and for S&P the value is 0.12.
Moody’s has a kurtosis of 2.14 and S&P’s a kurtasis2.30, which shows alpha

parameters are less prone to the outliers for S&P.
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Now, examining panel B of table 2.2 where we exeltidancial and utility firms, we
observe more pronounced differences between thierpree structures of the two
agencies. We find Moody’s exhibits an inclinatiomvards conservatism (or pessimism)
and S&P is more symmetric. Moody’s mean and alplrabers suggest that it is more
conservative, relative to the market, in assigrangdit ratings. On the contrary, if we
exclude financial and utility sectors from our wlaadample, we observe that both the
mean and median values for S&P are exactly equileteymmetric value of 0.50. This
provides strong evidence of asymmetric preferent®4oody’s as compared to S&P’s.

In figure 2.2, we illustrate the alpha parametatribution. The top panel in figure 2.2
depicts our entire sample distribution and the lop@nel shows the alpha parameter
distribution of our sample excluding financial amaity sector firms. In the top panel,
as observed in table 2.2, we find Moody’s distribthigher than S&P in cases where
we haven>0.50, and S&P higher than Moody’'s where we hav@.50. However, if we
look at the lower panel in figure 2.2, we find m@asymmetry in case of Moody’s.
Moody’'s alpha parameters are more visibly locatedtie right hand side of the
distribution. We find a more symmetric distributitor the S&P observations when we
exclude financial and utility firms. The level odyanmetry and its significance will be
further discussed, when we comment on the variatismality tests under the imposed
null assumptions. We also discuss the economidfgignce of these preferences in
terms of different incentives of rating agenciesthie final section of our empirical
results
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Figure 2.2 Distribution of Estimated Alpha Parametes

The figure 2.2 illustrates distribution of our estited alpha parameter under linear-linear losst Fir
figure illustrates frequency distribution of alpparameters for the whole sample and second figure

shows the frequency of alpha parameter excludmapfie and utility sectc

Alpha Distribution Whole Sample

70

I Vioodys
A sapP

>
[&]
c
9]
=]
o
o
I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Alpha Distribution
Alpha Distribution Excluding Finance and Utility Sectors
40 T T T T T T T T T
I Vioodys
35| Bl sep |
>
Q
c
Q
=]
g
T

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Alpha Distribution



Sector Wise Distribution and Descriptive Statisticor Alpha Parameters

To further understand the degree of asymmetry enetstimated alpha parameters, we
disaggregate the parameters into different induségtors according to the definition

given by GICS'. We perform this classification in order to obsewhether the degree

of asymmetry observed in the whole sample is ctersisover different sectors or

whether different industry sectors exhibit differdehaviour. In this section, we focus

only the main differences in parameter distribugi@md the corresponding descriptive
statistics. We discuss the optimality and loss asgtry of the two rating agencies in

our next section.

Table 2.3 presents the descriptive statistics BwheGICS sector is estimated alpha
parameters. Panel A reports the sector descrigtatstics for Moody's and panel B
reports the same descriptive statistics for S&Rabte 2.2, panel “B” where we exclude
financial and utility sector, we observe asymmatrgase of Moody’s and symmetry in
case of S&P. If we look at the sector wise meanraadian values in panel A and panel
B we find consistency with our initial findings. Isix sectors, namely consumer
discretionary, energy, healthcare, industrial, infation technology and materials, we
find evidence of asymmetric preferences by Moodysl symmetric preferences by
S&P. The only exception is in the case of consustaples and telecommunications.
However, both these sectors have very few obsemnatiln consumer staples we
observe symmetric preferences by Moody’s with theamvalue of 0.50 and more
optimistic preferences by S&P with a median valti®.830. Looking at other statistics,
we find a consistency of standard deviation acdifésrent sectors in both Moody’s and
S&P. Moody’s exhibits a negative skewness in coreudliscretionary, consumer
staples, energy and health care, suggesting a mwaten of values on the right hand
side of mean. Similarly, we observe negative skesn@ consumer discretionary,

energy, healthcare, industrials and informatiomtebogy sectors for S&P.

For the two financial and utility sectors, we fisgnilarities in preferences across the

two agencies. In the case of financials, we finat the median value of loss function

31This Global Industry Classification Standard (GIG&)s developed by MSCI, an independent provideglaal
indices and benchmark-related products and servemed S&P, an independent international financiladand
investment services company. GICS sectors classifisample firms into ten broad sectors.
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alpha parameters in case of Moody's 0.40 and S&®.38 both with a positive
skewness, suggesting the bulk of the distributies dn the left hand side of mean. This
result is in contrast to that from other sectosshere in the case if financial sector both
the agencies show signs of optimistic prefereng8amilarly, in utility sector the median
value of estimated parameters in the case of M®oy'0.421 and for S&P is 0.31.
Optimistic preferences are more in evidence for S&fRe median value for Moody’s
differs from the other Moody’s sectors, where temeated alpha parameters exhibit an
inclination towards conservatism. This shows timaboth utility and financial sectors,
CRAs are more optimistic. We further discuss therpretation of these findings in our

last section, where we discuss these preferendesms of rating agencies incentives.
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Table 2.3 Sector Wise Descriptive Statistics for Esnated Alpha Parameters

The table reports the descriptive statistics farestimated alpha parameters under linear-lines flor each sector based on GICS industry sedssification.
Loss function estimation results are based on iog-teries of rating judgement errors defined aB RRninus MPD_t. Panel “A” reports the estimatedslo
function parameter statistics for our sector wisengated alpha parameters based on Moody’s ratidgegment errors. Panel “B” presents sector wiskaalp
parameters for estimated alpha parameters basgé&Bmating judgement errors.

Consumer  Consumer . . Health , Information . Telecommunication i
Discretionary ~ Staples Energy Financials Care Industrials Technology Materials Services Utilities
Panel A: Sector wise loss function alpha paramdtased on Moody's rating judgement errors
Mean 0.674 0.506 0.603 0.396 0.645 0.598 0.640 870.5 0.450 0.442
Median 0.734 0.500 0.734 0.400 0.660 0.570 0.669 .589 0.450 0.421
Maximum 0.944 0.745 0.970 0.743 0.994 0.999 0.986 0.999 0.770 0.940
Minimum 0.056 0.251 0.075 0.102 0.124 0.125 0.330 0.210 0.130 0.164
Std. Dev. 0.205 0.154 0.276 0.162 0.251 0.216 .19 0.260 0.453 0.195
Skewness -0.897 -0.138 -0.633 0.161 -0.561 0.197 .2380 0.152 0.000 0.875
Kurtosis 3.353 2.351 2.070 2.497 2.573 2.341 1.942 1.820 1.000 3.315
Observations 41 10 17 52 26 47 19 27 2 22
Panel B: Sector wise loss function alpha paramé@ssed on S&P rating judgement errors

Mean 0.522 0.330 0.536 0.381 0.538 0.503 0.534 650.4 0.385 0.335
Median 0.530 0.355 0.570 0.380 0.585 0.500 0.550 .46 0.385 0.314
Maximum 0.940 0.760 0.920 0.830 0.890 0.999 0.890 0.980 0.500 0.940
Minimum 0.020 0.040 0.030 0.060 0.110 0.010 0.020 0.040 0.270 0.080
Std. Dev. 0.247 0.217 0.281 0.158 0.233 0.203 .25 0.239 0.163 0.206
Skewness -0.298 0.457 -0.489 0.330 -0.417 -0.082 0.508 0.422 0.000 1.226
Kurtosis 2.366 2.639 2.045 3.077 2.214 2.867 2.161 2.484 1.000 4.589
Observations 41 10 17 52 26 47 19 27 2 22
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2.4.2 Evidence of Asymmetric loss

The empirical results for the estimated (true) lhsgtion alpha parameter values and
corresponding J-statistic are attached as appafidiXhe agencies results are presented
separately in the same table. In each case, ifirgstecolumn we show the estimated
alpha while the second column shows the standardtten. In the third column, we
report the corresponding J-statistic for the ed#haalpha ¢) parameter which is
obtained using equation (2.12) as explained inntieéhodology section. We repeat the
procedure for the estimated alpha and correspondisigtistic for S&P in columns
seven to nine. We discuss our estimated alpha pgeamesults based on the data
sample excluding the financial and utility sectofsllowed by discussion of the
estimated alpha parameters of the financial arilyutector only. We draw conclusions
based on these findings, and further test thelomality based upon the imposed null

hypotheses.

Appendix VI reports our estimated alpha paramet@ise J-statistic reported in
appendix VI is distributed ag’ (D-1) for our estimated true alplf@aexplained by
equation (10) and (D-1) is the degrees of freedattutated as the number of
instruments minus one. The estimation results sigtiat excluding financial and
utility firms, out of the total 189 issuer leveltiesated alpha parameters 100 (53%) of
Moody’s and 67(35%) of S&P, are higher thax0.60. Similarly, 32(17%) of Moody’s
and 67(35%) of S&P observations are lower thaf0.40. The point estimates suggest
strong evidence of asymmetric preferences in ths= ad Moody’s estimated alpha
parameters, where we find results which indicateenmwer-prediction of PD or a more
conservative rating approach. However, the S&P losgtion estimates exhibit a
tendency to symmetry and we find an equal numbewref and under predictions of the
PD, with no evidence of a systematic over- or usmediction of PD. Further
inspection of the estimated alpha parameters ianiral and utility sectors suggests
strong evidence of under predictions of PD by libthagencies. We observe that out of
total 74 alpha estimations in two sectors, 36(4&8%Moody’'s and 44(60%) of S&P

observations are lower thar0.40, whereas only 6 (8%) and 5(7%) for Moody'sl an
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S&P respectively, are higher thar0.60. This suggests a tendency to under-prediction

from both the agencies in there sectors.

Tests of Rating Judgment Rationality

The above shape parameters provide important irfoom about the rating agencies
objectives in their allocation of loss preferences test the rationality of these findings,
we further analyze our empirical results basedhenunderlying assumptions. First, we
conduct our tests under the null assumption ofnansgtric loss function whea=0.50.
Elliott et al. (2005) suggests a test statistichad joint null hypothesis of judgement
rationality and the underlying loss function. Tebssed on an assumption of Mean
Squared Error (MSE) loss are closely linked to thg statistic, the difference is that if
indeed 0=0.50, tests based on MSE loss impose this rastrictivhereas J-statistic
proposed by Elliott et al. (2005) uses consistestim@ate ofa which is treated as
unknown in our case. This justifies our selectidrtest, as we follow a flexible loss
function.In addition, we also present our results for tistalistic estimates, based on an
imposed null hypothesis thattakes the value af=0.20 ora=0.80. The J-statistic under
various assumptions concerning the value,d$ distributed ag® (D), where D degrees
of freedom equal to the number of instruments usealur parameter estimationshe
imposed null hypotheses serve as additional téstseecobserved statistical significance
of rating agencies rationality which underpins lagsction preferences. In appendix VI
columns four to six, we report Moody’s J-statistinder the various hypotheses of
interest represented by the seleatedhlues, similarly we repeat the same exercise for
S&P in columns ten to twelve. In our other two impd null hypotheses we test the
statistical significance of highly optimistic predaces ¢=0.20) and highly pessimistic

(conservative) preferences=0.80).

Table 2.4 reports the frequency of observations/fich we cannot reject the null of
imposed hypotheses of interest at 5% significaegell In our sample, excluding the
finance and utility firms, under the imposed nullsgmmetrya=0.50, we observe 153
observations for Moody’s and 166 observations &P Svhere we cannot reject the null
of symmetric preferences. Similarly in our sampidyancluding financial and utility

firms, we cannot reject the null of symmetry for @fservations in the case of Moody’'s

and for 37 observations in the case of S&P. Howeathese may simply be due to the
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symmetry assumption, we next test rating judgmatibmality under our other two

imposed null hypothesis of interest. We first dscour results for our sample which

Table 2.4 Frequency of J-statistic under Imposed Tiee Null Hypotheses

Table 2.4 reports the frequency of J statistic whee cannot reject the null hypothesis under oteettimposed
null hypotheses. Our three imposed hypothesedHgre=0.20,a =0.50, andx =0.80. The first and last represent
the optimistic and pessimistic preferences, andniltlle one represents the symmetric preferencespifisent
in table the frequency of our estimated J-statifsticeach imposed null hypothesis where we caneject the
null. We present our resufor the whole sample for both the rating agenciesaso for different GICS sectc

Moody's S&P
Number of
Observations ¢=0.2 0=0.E 0=0.f 0=0.2 «=0.E 0=0.§
Whole Sample Ex Financial and Utility 189 96 153 314 124 166 114
Consumer Discretionary 41 15 30 35 22 37 28
Consumer Staples 10 5 10 6 9 8 2
Energy 17 7 13 13 7 13 11
Financials 52 42 48 21 47 46 19
Health Care 26 13 20 21 16 21 18
Industrials 47 26 39 34 31 43 28
Information Technology 19 13 16 16 14 18 14
Materials 27 16 23 16 23 24 13
Telecommunication Services 2 1 2 2 2 2 0
Utilities 22 19 19 8 20 17 4

excludes financial and utility firms. If we look #te J-statistic frequency when we
impose a null ofu=0.80, we find Moody's more inclined towards consgism. We
observe that out of 189 alpha parameters for Maodyt 143 and S&P on 114
observations we cannot reject the nulbeD.80 at 5% significance level. Whereas, in a
same sample, out of 189 alpha parameters, Moodg's96 and S&P on 124
observations we cannot reject the nulle®.20. This shows that the alpha parameters
for S&P are equally distributed, as we observe ddsks where we cannot reject the null
of «=0.80 and 124 where we cannot reject the nudi=tf.20.

Now we discuss our results based on when we sdgregar alpha parameter
estimations into GICS sectors. In Moody's we fimdit of total ten sectors, in seven
sectors the frequency of observations for Moodyterg we cannot reject the null of
a=0.80 is higher than the cases where we cannottréje null of a=0.20. In the

financial and utility sectors we find a higher fueacy of cases where we cannot reject
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the null of a=0.20, whereas materials has an equal number ekoabkere we cannot
reject the null 0=0.20 andx=0.80. In S&P we observe that in three sectorssamer
discretionary, energy, and healthcare, the frequaicobservations in which cannot
reject the null 06=0.80 is higher than the corresponding frequencgnulie impose the
null of a=0.20. In the six other sectors, consumer stagiesncials, industrials,
materials, telecommunication services and utility discover a higher frequency of
cases where we cannot reject the null whef.20 as compared to the other imposed
null of a=0.80, whereas in information technology we obseameequal number of
observations where we cannot reject either theafw0.80 andx=0.20. In the case of
S&P, when we exclude financial and utility sectavs, find three sectors in which there
is a higher frequency of cases where we cannotctrdjge null of conservative
preferences, four sectors where we find a tendémdgan towards optimism and one

sector as having neutral preferences.

Above results indicate we do not find any systematier or under prediction of PD in
the preference structure of S&P. Although the tssplovide strong evidence that
Moody’s systematically over-predicts implied PD ahés a more conservative
preference structure. However, we also uncovetyfatrong evidence of both the
agencies having optimistic preferences in the firelnand utility sectors, where we
cannot reject the null of optimistic preferences0.20 in 61(82%) in the case of
Moody’s and 67 (90%) of observations for S&P. Thasstrong evidence of highly

optimistic preferences by the two major rating ages in these sectors.
2.4.3 Results oKolmogorov-Smirnov (K-S) Test

Although each individual parameter estimate fromaggns 2.10 and 2.11 estimated for
both the agencies is statistically significanisitndispensable to examine whether such
properties of our estimated alphas of the empiucstiibutions are significant or due to
chance. We conduct one and two sample Kolmogomw®v (K-S) test following
Christodoulakis et al. (2007) on estimated alpheapaters. We conduct K-S test to
provide additional insight on the revealed diffaxes in the empirical distributions. In
one sample K-S test, we compare the values in dfe \bctor x to a standard normal

distribution. The null hypothesis is that x has tandard normal distribution. The
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alternative hypothesis is that x does not have disdtibution. In two sample K-S test,
we test to compare the distributions of the vaine$e two data vectors, and %. The
null hypothesis is that ;xand % are from the same continuous distribution. The
alternative hypothesis is that they are from dédfercontinuous distributions. K-S test
counterpart is Lilliefors test, which performs tthefault null hypothesis that the sample
in vector x comes from a distribution in the norrfahily, against the alternative that it
does not come from a normal distribution. Since,neé only compare our estimated
alphas with the standard normal distribution, Habaompare two alpha distributions
with each other, K-S test serves our purpose bttter Lilliefors test. We present our
empirical results for K-S test in three ways. Finst conduct a one sample K-S test,
where the rating agency’s loss function paramedeeseach compared with a standard
normal distribution. Then we conduct two sample$ kest to observe any differences
between the Moody’s and S&P’s empirical distribntoFinally, we conduct K-S tests

across different industry sectors of the same gatijency.
One Sample K-S Test

Table 2.5 shows the results for the one sample tés§for both the CRAs. The test
statistic k presented in table 2.5 is the maximuistadce between the estimated
empirical and standard normal distributions. Fixgg look at the whole sample and
subsequently we conduct a one sample test for saxtor. Our empirical results reject
the null of standard normal distributions in aletbhases at a 1% significance level
except for the telecommunications settofhere is strong evidence that the estimated
alpha parameter for neither rating agency is seenfotllow a standard normal
distribution. Figure2.3 illustrates both the emgati and standard normal distribution,
and the function for shape of the function for bdtitle rating agencies portrays this

rejection of the null of standard normal distrilouti

%2 |n telecommunications sector we cannot rejechtheof standard normal distribution. We only hawe estimated
alpha parameters in this sector, the results aemimgless.
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Table 2.5 One Sample K-S Test

Table reports results for a one sample Kolmogonmr$ov test to compare the values of the estimated
alpha parameters to a standard normal distribufibe.null hypothesis is that estimated alpha pararse
have a standard normal distribution. The alterealiypothesis is that estimated alpha parametermtio
have that distribution. The test statistic "k"he tmaximum difference between the curves.

Moody's S&P
0.5327*** 0.5042***
Whole Sample
(0.0000) (0.0000)
) _ 0.6011*** 0.5080***
Consumer Discretionary
(0.0000) (0.0000)
0.5991*** 0.5160***
Consumer Staples
(0.0000) (0.0053)
Ener 0.5299*** 0.512%**
9y (0.0000) (0.0000)
) ) 0.5406*** 0.5239***
Financials
(0.0000) (0.0000)
0.5493*** 0.5438***
Healthcare
(0.0000) (0.0000)
i 0.5799*** 0.5289***
Industrial
(0.0000) (0.0000)
) 0.6293*** 0.5149***
Information Technology
(0.0000) (0.0000)
) 0.5832*** 0.5344***
Materials
(0.0000) (0.0000)
L 0.5517 0.6064
Telecommunications
(0.4019) (0.3098)
- 0.5651*** 0.5319***
Utilities
(0.0000) (0.0000)

*** represents significance level at 1%, ** sigmiéince at 5%, and * represents significance at Figares in
parenthesis are the p-values
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Figure 2.3 Comparison of Alpha Parameters and Staratd Normal
Distribution

The figure 2.3 compares the estimated alpha paexsdistribution to a standard normal distributidfe
perform performs a Kolmogorov-Smirnov (KS) testtampare the values of alpha parameter distribution
to a standard normal distribution. The null hypstaef standard normal distribution is rejectedath

the credit rating agencies. This figure illustrathe test, first figure compares the standard nbrma
distribution to Moody’s alpha distribution, and ead figure compares S&P distribution to standard
normal distribution.
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Two Sample K-S Test between Moody’s and S&P

In this section, we perform the two sample K-S ,tast order to compare the
distributions of the values of Moody’s and S&P’pla parameters. The null hypothesis
is Moody’s and S&P are from the same continuoustridigion. The alternative
hypothesis is that they are from different contisia@listributions. Table 2.6 presents
results for our two sample K-S test. First, we aaida two sample Kolmogorov-
Smirnov test for the whole sample, and then repeafprocedure comparing different
GICS sectors within our sample. In the whole santpk null of same continuous
distribution is rejected at 1% significance lev&his indicates that the alpha parameters
from each agency do not follow the same continubsigibution. We also conduct K-S
test between different industry sectors comparihg Moody's and S&P alpha
parameter distributions. Our results suggest thatonly one sector consumer
discretionary, out of the total of ten, we can cej¢he null of same continuous
distribution. For all the other sectors, we canrgject the null of same continuous
distribution. So, in terms of alpha distributionbem we consider the entire sample of
263 observations, we find empirical distributioddferences between the two agencies.
However, when we study the individual sectors, ¢helifferences between the
distributions are not very significant.

We present in figure 2.4 the empirical distribusonf our two estimated alpha
parameters for the whole sample. We also presetihansame figure the empirical
distribution of the consumer discretionary secde can observe from the plot the
differences between the two agencies cdf are misible in the case of the consumer

discretionary sector.
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Table 2.6 Two Sample K-S Test Moody’s Vs S&P

Table reports results for a two sample KolmogoravfBov (K-S) test to compare the values of the
estimated alpha parameters between Moody’'s and S&E. null hypothesis is that estimated alpha
parameters from both S&P and Moody’s are from thmes continuous distribution. The alternative

hypothesis is that estimated alpha parametersrame d different continuous distribution. The presen
test statistic "k" is the maximum difference betw#ee curves.

0.1521***

Whole Sample (0.0040)

' . 0.3659***

Consumer Discretionary (0.0048)
0.5000

Consumer Staples (0.1108)
. 0.2353
gy (0.6725)

. . 0.1154
Financials (0.858)
0.2308

Healthcare (0.4402)
. 0.1915
Industrial (0.3207)
. 0.2105
Information Technology (0.7415)
_ 0.2593
Materials (0.2793)
o 0.5000
Telecommunications (0.8438)
B 0.3182
Utilities (0.1746)

Note: *** represents significance level at 1% (0.0F significance at 5% (0.05), and * represengngicance at 10%
(0.10).
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Two Sample K-S Test between Moody’s (S&P) Sectorss\Moody’s(S&P Sectors)

We also conduct a two sample K-S test between astiralphas for different industrial
sectors within same rating agency. These resu#is iaether the same continuous
empirical distribution is followed across differepairs of sectors with same agency.
The final KS-test matrix is given in table 2.7, wihisummarizes our test results. For
both our rating agencies, we find that in a mayooit cases when we reject the null of
same continuous distribution, either financial difity sector firms are involved. In
Moody’s sector versus Moody’s sector matrix, wedfithat out of a total of 17
observations where we reject the null of same naotis distribution, 11 observations
where one sector involves the financial or utibgctor. Similarly, in the case of S&P
we find that out of 16 observations where we rejbet null of the same continuous
distribution, 11 observations are from a comparisovolving either the utility or
financial sector. S&P is an exception in rams & tonsumer staples sector where we
reject the null of same continuous distribution hwiégnergy, health care, industrial,
information technology. In Moody’'s we find similarbservations for the consumer

discretionary sector.

This implies that within agencies, a majority okea where we reject the null of the
same continuous distributions involve either theaficial or utility sectors. We find
some evidence of different continuous distributilorthe consumer discretionary sector
and for S&P in the consumer staples sectors. Homvewere pronounced differences are
observed in the financial and utility sectors. elarlier sections, we provide evidence
that both agencies have more optimistic preferemcélse financial sector. These K-S
tests further provide statistical significance afr cearlier findings. We discuss the
economic significance and previous literature fingdi on these preferences in our next

section.
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Table 2.7 Two Sample K-S Test Moody'’s (S&P) Sectoiés Moody’s (S&P) Sectors

Table 2.7 reports results for a two sample Kolnmogesmirnov test to compare the values of the exioh alpha parameters between Moody’s(S&P) seotersus Moody’s (S&P) sectors. The
null hypothesis is that estimated alpha paramétens different Moody’s (S&P) sectors are from ttegre continuous distribution. The alternative hypstb is that estimated alpha parameters from

different Moody’s (S&P) sectors are from a differepntinuous distribution. The test statistic kiie maximum difference between the curves.

Sectors Consumer Consumer Energy Financials Health Industrials Information Materials Telecom Utilities
Discretionary  Staples Care Technology Services
Consumer 0 0.4878** 0.2138 0.6008***  0.2739 0.3181** 0.2452 0.3252**  0.4756 0.5676***
Discretionary -1 (0.0281) (0.5878) (0.0000) (0.1534) (0.0180) 3§62) (0.0495) (0.6242) (0.0000)
Consumer Staples 0.4829** 0 0.4882* 0.4308* 0.4538* 0.3106 0.3263 3185 0.5 0.3818
(0.0305) -1 (0.0663) (0.0628) 0.0707 0.3384 0.4089 0.3769 0.6304 0.2085 0
o Energy 0.1736 0.4882* 0 0.5701***  0.2036 0.2904 0.2415 133 0.4412  0.4973* g
S (0.8250) (0.0663) -1 (0.0000) (0.7373) (0.2025) 6084) (0.2097) (0.7452) (0.0107) &
é Financials 0.3841*** 0.2615  0.4729*** 0 0.5962** 0.4186*** (B202*** 0.3974** 0.50000 0.1206 2
o (0.0015) (0.5462) (0.0040) -1 (0.0000) (0.0000) 00QOO) (0.0049) (0.5547) (0.9687) 8
3 Health Care 0.1341 0.4923** 0.1810 0.4231*** 0 0.2283 0.2045 213 0.4231  0.528*** s
2 (0.9178) (0.0392) (0.8532) (0.0026) -1 (0.3063) 6987) (0.5371) (0.7740) (0.0014) ¢
g Industrials 0.1832 0.4234* 0.2841 0.3335***  0.1809 0 0.1713 529 0.4787  0.3627* g
S (0.4159) (0.0744) (0.2232) (0.0060) (0.5995) -1 7828) (0.7835) (0.6128) (0.0285) S
n Information 0.1322 0.4842* 0.1486  0.4443**  0.1377 0.187 0 @24 0.4787 0.3627* 0
S Technology (0.9662) (0.0619) (0.9807) (0.0052) (0.9767) (0mB4 -1 (0.4638) (0.6128) (0.0285) >
@ Materials 0.1879 0.3185 0.2919 0.2507 0.2422 0.1946 0.2456 0 05 0.3485* 1§
(0.5674) (0.3769) (0.2832) (0.1828) (0.3687) (0¥89 (0.4536) -1 (0.5727)  (0.0810) =
Telecommunication 0.5122 0.4 0.5882 0.2885 0.5385 0.4681 0.4681 0.5 0 0.5
(0.5287) (0.8663) (0.3847) (0.9848) (0.4777) (0B41 (0.6412) (0.5727) -1 (0.5809)
Utilities 0.5011*** 0.2273 0.4973** 0.2622 0.542**  0.4961*** 0.4961**  (0.3485* 0.4545 0
(0.0000) (0.8182) (0.0107) (0.2025) (0.0000) (OmMOO  (0.0000) (0.0810) (0.6997) -1

Note: *** represents significance level at 1% (0Q,0¢ significance at 5% (0.05), and * represerniggficance at 10% (0.10).
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2.4.4 Economic Significance and Incentives

Our empirical findings and further statistical tessults suggest an asymmetric shape
for Moody’s loss function, where we find evidenaeariing towards conservative
preferences. In the case of S&P, with the excepmtiofinancial and utility sectors, we
observe evidence of symmetric loss function. Bo#h mean and median value of our
sample, excluding financial and utility firms, segy a more symmetric preference
structure is exhibited by S&P, and we do not fitibrsg evidence of the systematic
under- or over-prediction of PD for this agency.e¥@ results suggest S&P reflects
market sentiments more than Moody’s. Together, ethiego agencies cover credit
assessment for all industry sectors, and are moefyred to those agencies used under
regulatory requirements as well as by investorgyTére both paid by the issuer firms
for a rating, and have access to firm level comfide information. This suggests that
the users of these agencies consider the ratimynittion they provide to have
economic significance, as their investment dectsiare influenced by the final credit
assessment of these two organizations. Howeveicscaf rating agencies suggest that
due to the issuer pay model (used by both the ag®nthe two agencies may have
incentives to under estimate PD, as this may Hhslglients significantly reduce their
cost of capital and be eligible for consideratiamrmore investment opportunities. Our
results for the majority of sectors, other tharaficial and utility, suggest otherwise.
Indeed, if anything we observe evidence that CRAsagainst these general incentives

to under estimate PD.

Beaver et al. (2006) suggest that NRSRO firms aostly used for regulatory and
contractual purposes, and these requirements eshjuimore conservative approach
towards credit assessment. We complement Beavet.’st (2006) findings in that
Moody’s appears to be more conservative in seatthisr than financial and utility.
However, S&P, an equally important NRSRO firm, éxis more symmetric
preferences. This suggests that the conservatpmagh associated with NRSRO firms
iIs not applicable across all NRSRO CRAs, as it otiyaracterizes Moody’s loss
function preferences. In terms of costs, as sugdeby the findings of Jewell and
Livingstone (1998) and Hseuh and Kidwell (1998)rkea participants take split rated
bonds as a separate credit quality, with markdtlyien these bonds equivalent to an
average of the higher and lower ratings in a spliese results suggest that issuers of

these bonds bear higher costs, in cases where NMoayver-predicting their PD.
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Beaver et al. (2006) suggests certified agencideBSRIO) ratings are also used in a
variety of contractual settings; hence these agenaiso play a role of a quasi-
regulatory role as the SEC regulations effectivelyuire all bond issues to be rated by
at least one certified agency. The conservative faaction preferences by Moody’s

suggest the agency has more incentives to be aasiregquasi regulatory body. Cheng
and Neamtiu (2009) and Covitz and Harrison (20@@)gest that reputation incentives
are important to rating agencies, and consistetit Wiis incentive we find Moody’s

results also suggest reputation incentives are rmopsrtant to CRAs. A desire to

obtain preferential treatment in regulatory and t@wtual arrangement may force
issuers to seek Moody’s ratings. A Second reasaoifddoe that Moody’s uses a more

stringent methodology to rate corporate issueroagared to S&P.

In addition, Beaver et al. (2006) link a symmetass function preference structure of
rating agencies to the use of their ratings bystoes, as agencies need timely action on
both good and bad news. They conclude that EGRhacadified agency has incentives
to have symmetric preferences, as it is widely Usednvestment purposes. However,
the three major credit rating agencies; Moody’s,PS&nd Fitch each offer ancillary
consulting service® to different clients. These services include @tamssessment
services, whereby they provide an evaluation ofitigact of a contemplated corporate
action on an issuer’s rating. These services afalynased by investment houses for
portfolio compliance. Other services include riskmagement and consulting services
which are designed to assist financial instituticared other corporations in their
management of credit and operational risk (Rouss@a06)). S&P* symmetric
preference structure suggests it equally punishesd gand bad news, and these
incentives to be timelier may derive from these illarg services provided to

investment related clients.

Our results for the financial sector provide ingtiey reading. We find rating agencies
under-predict estimated PD within this sector, aredalso find significant statistical
differences in the distribution of the agencieshalparameters as compared to other

3310SCO Report, supra note 4 at 4; Report on the &udeFunction of CRAs, supra note 4 at 42.

34 See McGraw-Hill Companies Form 10-K Filing, 2008&P’s revenue from rating evaluation services .. .
increased substantially during 2000.”
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sectors. These results suggest rating agencies adi@xer’ methodology towards this
sector, resulting in an under-prediction of implieD as compared to that provided by
market-based methods. Morgan (2002) states thé @saeity associated with financial
institution may be a major reason behind credihgabgency disagreement. He finds
split credit ratings between two agencies are maséle and plausible for banks,
which he attributes to an asset opaqueness isslie. (2001) and Poon and Firth (2005)
state the conservatism in unsolicited ratings is wulimited information which brings a
more cautious attitude in such cases. These fisdisigggest that asset opacity
associated with financial institutions may generatenore limited information set,
resulting in more cautious standards being adopyettie rating agencies. However, we
find more lax standards arise in the case of firdngstitutions, reflected in an under-
estimation of PD relative to the market estimaldss finding is in contrast to other
sectors. One possible reason behind this phenomerbat financial institutions work
in a highly regulated sector, leading rating agesndd adopt a more lenient approach
towards this sector is consistent with “too bidai regulatory approach”. However, the
asset opacity and private information literaturgg®sts rating agencies would have
more stringent standards for these financial sdotos. Our results suggest otherwise,
and they are in line with this asymmetry linkedcnflict of interest arising due to

“issuer pay” model.

We also find similar optimistic loss functions withthe utility sectors of both the
agencies. The U.S. utility sector underwent dewmdgn through Public Utility
Regulatory Policies Act (PURPA) in 1978 and Endpgyicy Act (EPAct) in 1992. This
deregulation enhances the competition and redumesigment role in the utility sector.
Before the deregulation, utilities enjoyed ratetecton and monopoly status. The
introduction of deregulation may enhance both tlenmetition and uncertainty
associated with future earnings. This deregulativey force CRAs to lower their
ratings on utility sector firms after the introdwct of deregulations, as uncertainty
associated with future may lower credit qualityaotitility firm. Cheng and Neamtiu
(2009) study the response of CRAs over failurereaiet high profile bankruptcies like
Enron and California Utilities and increased retpuia pressure, and conclude that
rating agencies have improved timeliness and ratioguracy in the post-regulatory
period. Their study is not specific to utility sexd, but includes other sectors as well.

However, both the high profile cases discussedtedia utility sector. Maung and
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Mehrotra (2010) study the utility sector and finkatt the credit quality decline

suggested by the Blume et al. (1998) study is pessounced in the utility sector. This
asymmetry evidenced in the utility sector sugg#sts rating agencies are still lax over
utility firms, and it maybe this which is drivingioloss function to be asymmetric.

2.5 Concluding Remarks

This chapter provides estimates of loss functiorap@ters across both Moody’s and
S&P. To the best of our knowledge, this is thetfstudy that applies loss function
estimation method in a credit ratings context. Véneate loss function parameters
following the Elliott et al. (2005) methodology, #ss method is applicable in situations
where we have time-series data but the underlyindaiis unknown. Using a sample
of nineteen years starting 1991 through 2009, imeeur rating judgment error as the
difference between the MPD _t and the RPD_t. WethseMerton (1974) model to

estimate MPD _t following the Vassalou and Xing (2p&hethodology. Our empirical

results suggest CRAs loss function preferencegnality and incentives appear to vary

across the two major rating agencies.

Our results suggest a systematic asymmetry of flosstion preferences in Moody’s,
whereas we find evidence of symmetric loss funcestimates for S&P. However,
across both the agencies, we find a similar asymynirethe utility and financial sectors.
In Moody’s, apart from the financial and utility cders, we find strong evidence of
conservative preferences. This finding is furthestéd through imposing various
rationality assumptions, and a similar asymmetrphserved across various industry
sectors. In S&P, we do not observe any consistendyss function alpha parameters.
We observe pessimistic as well as optimistic pegfees, although the median value of
the sample excluding financial and utility secteangggest symmetric preferences.
Across both the agencies, we find financial anityitsectors to have more optimistic
preferences. Our results suggest, as a resulteofitider-prediction of RPD t, that the

bulk of estimated alphas are lower than one haliflteng in optimistic preferences.

Beaver et al. (2006) documents regulatory and aotital needs force NRSRO firms to
be more conservative. We find Moody’s more condergaacross sectors other than
financial and utility. We further add to Beaverakt(2006) findings in three directions:
First we estimate loss function preferences for fingt time, second, we provide

evidence Moody’s is not conservative across evesgtos, as Moody's follows
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optimistic preferences in financial and utility s@s, Finally, we provide evidence that
the conservative preferences associated with M@odghnot be generalized across all
NRSRO firms, as we document more symmetric pret@erirom S&P. We conclude

S&P credit ratings reflect market sentiments anct{os conservative approach is in

line with the regulatory uses of credit ratings.

In both the agencies, asset opacity associated fimgincial institutions may result in
limited available information, perhaps resultingmore cautious standards by the rating
agencies. However, in contrast we find more lagastandards occur for financial
institutions, resulting in under-estimation of PB,finding consistent across both
agencies. We also find similar optimistic asymneetdss function within the utility
sector ratings of both agencies. The utility sectoderwent deregulations in 1978 and
1992; these series of deregulations remove priotegiion and monopoly status from
utility sector firms. These deregulations suggedownward push on credit ratings, as
increase in competition is associated with moreettatty about future earnings of a
firm. Cheng and Neamtiu (2009) find rating agendiese improved timeliness and
rating accuracy in the post-regulatory period. Hesve our findings imply rating
agencies still have lax standards towards thisstigueven after deregulations. Even
after occurrence of high profile cases such astaral California Utilities the utility
sector firms still enjoy higher credit ratings rig in under-prediction of PD
compared to market.

Our results are based upon a comparison on MPlowiag the Merton (1974) model,
indeed, we do not argue over the best predictdviBD_t. Our results provide some
comparisons between the rating judgment of theagencies, and further work can be
done to obtain a better proxy to capture marketirsents. Second, we document some
limitations in terms of implied rating based PD,@s results are based upon ex-post
default rates. CRAs do not publish the implied 4eke) PD associated with their ratings,
we use a single agency default rate for both ounparison and loss function

estimations.
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Chapter 3

The Determinant of Corporate Credit Rating: New Evidence
from S&P and Moody’s.

Summary

The study compares the impact of financial, goveceaand other variables in
determining issuer credit ratings between two m@gjBAs, S&P and Moody’s. This is
the first study that investigates the predictivavpo of factors other than financials in
determining credit ratings. Utilising a sample df92 observations from S&P400,
S&P500 and S&P600 index constituent issuer firms, employ an ordered probit
model on a panel data set spanning 1995 throug8. 20be empirical results suggest
that the agencies indeed differ on the level ofartamce they attach to each variable.
Results reveal that our data explains Moody’s gatislightly better than S&P. We
conclude that financial information remains thengigant factor in the attribution of
credit ratings for both the agencies. We also ewmamihe relationship between
governance variables and ratings, but find no Baant improvement in the predictive
power of credit rating using governance relatedaides. Our other factors show strong
evidence of continuing stringent standards, repartatoncerns and difference of
standards during economic crises by the two ragncies. In addition, by adding our
selected proxies for potential criticism of cred#dting agencies in our model
specification, we find a significant improvement alfocation of a high credit rating
category. This suggests more subjective elemeni®ik in allocation of higher credit

ratings by the two agencies.
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3.1 Introduction

Moody’s and S&P dominate the global credit ratinduistry°. Both these agencies
employ an analyst-driven approach, where they aspas opinion on the relative
future creditworthiness of both individual issuensd debt issues. These analysts
base their opinion on both the utilisation of gizive and quantitative information,
utilising information such as historical financipérformance indicators, policies,
and risk management strategies of particular issoeassess the business and
economic environment in which the issuer operalbgse analysts have access to
information that other market participants lack.spige stating their rating process
and methodology, the information that underpinsditreatings still remains a
fundamental research question. This is due to tigestive element involved in

determining both the ratings process and individaghg agency preferences.

The two major agencies rate every new bond isstigeitJ.S. market on the basis of
an unsolicited rating, and also charge isstiénsthe case of solicited rating. The two
agencies appear to have a reasonably similar aitig proces¥. This published
process is for credit rating assignments to firsietissuers, when a rating agency
signs a contract that allows them to have accessster management and other
classified information. At the end of the first-emnating process, issuers can ask for
a review by providing additional information, aslwas agree to a delay in the
public announcement of the rating or request tdkeep the rating confidential.
However, both the agencies maintain that they dgaonit issuers to disclose their

rating on a selective basis.

The first time issuer rating process begins witheseting of agency analysts and the
issuer's management, where the management is iatbrragarding the rating’s
process and is asked for additional informationnésally these meetings with the

issuer management seek information regarding ilgltrnds, management quality,

35 Moody’s rating business started in the year 190Bile two companies that combined to become S&P
originated in the years 1916 and 1922.

% The major change for the rating industry came i@ ¢arly 1970s, when the industry changed its besine
model from the “investors pay” model to an “issugay” model.

3" The rating process can be accessed through folepliviks for Moody’s usehttp://www.moodys.com/ratings-
process/How-to-Get-Rated/002084d for S&P usehttp://www.standardandpoors.com/aboutcreditratings/
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competitive position, management strategy andudtitowards risk-taking, financial
position and sources of liquidity. Subsequent ® itiitial meeting, analysts at the
agencies continue the credit analysis based orpahlshed financial information

and other information gathered through site visithiey generally follow-up on the
initial discussions and seek clarifications ovespdited or fuzzy information. Upon
completion of the initial assessment and industmalysis, analysts make
recommendation to the rating committee of the paldr rating agency. Based on
the recommendations from this assessment, and inpox all the other relevant

experts in different areas, the rating agency pespaan issuer credit rating.
According to Moody’s this process of initial ratirigkes approximately sixty to

ninety days.

Once a rating is finalized by a ratings committine rating is discussed with the
management of an issuer. If the rating is apprdwedhe issuer management, this
rating would be publicised through a press reléagbe financial media worldwide.
Once a rating is announced, the two CRA analysiataia an ongoing relationship
with the management and undertake continued slaned of issuer activities and

performance.

The main purpose of the credit analysis is to foonsan issuer’s long-term risk
profile. The published rating signifies an agenqyesceived view on the future risk
profile of an issuer and its relative position withparticular industrial sector.
Moody’s® states that their ratings are not intended toheitap and down with
business or supply-demand cycles or to reflecttsieom market movements. S&P
maintains that their ratings are forward-lookingdaim assigning ratings, they
anticipate the ups and down of business cyclegiedisas trends and events that can
be reasonably anticipated. Both the agencies maittiat the ratings are not static
and can alter if any significant event occurs th#ées question concerning the credit
quality of an issue or an issuer that was not ebggleat the time rating was assigned.
The importance and use of credit rating informatisnwidespread. However,

criticism of CRAs is also not a new phenomenon. @abrupt downgrading of East

%8 Moody'’s rating methodology available @ww.moodys.com

395&P document “What credit ratings are & are notiitable on the websitettp://www.standardandpoors.com
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Asian countries, subsequent to the onset of thamsrisis and also of prominent
companies like Enron and WorldCom which occurrety @fter serious problems
manifest themselves raise questions with respetttetdorward-looking approach of
CRAs.

The 2007-08 global crisis only served to exacerlthee criticism and instigated
several actions by the relevant authorities. In Ws1d2007, the SEC Staff initiated
examinations of three CRAs, Fitch, Moody’, and S&EBng services, to review their
role during the 2007-2008 financial turmoil. Thepeoet uncovered significant
weaknesses in ratings practices and recommendeddafar remedial action by the
agencies to provide meaningful ratings and the sezog levels of disclosure to
investors. Recent actions by the $ySand Europeaft authorities are a clear
indication of the concerns and seriousness ofiflsise and its potential damage to

the whole system.

This study proposes a new set of variables in aervestigate determinants of the
credit ratings assigned by Moody’s and S&P. It atempares the significance of
these determinants across the two CRA aim to develop &elationship between
the variables already shown to have explanatoryepomwthe current literature, and
also incorporate additional variables that captwm@e subjective elements of the
decision making process in rating assignment. Wgloeg whether our set of
variables predict one agency’s decisions bettem tha other. Explicitly, the study
investigates the following research questions: Dbesanalysis of financial variables
reveal a fundamental difference between the stdsdand importance of these
factors in the allocation of ratings between Moadgnd S&P? Do governance
variables enhance the prediction capability of madel? Do issuers who engage in
rating shopping obtain different ratings than igibns with only two ratings? Is
any difference in standards revealed between tbeatyencies after the introduction
of favourable regulations from SEC? Are the firnings impacted by economic

4%1n 2010, US Congress passed the Dodd-Frank WaleSReform and Consumer Protection Act. The law
imposes several changes to disclosure practic€Réfs and calls for a separate regulatory board toitoron
CRAs.

“11n April 2009 the European Parliament approvedslatjon to regulate CRAs in the European Union. Ehes
legislations are directed towards both the indigicanalysts and overall business structure of fRALC
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crises? Finally, do the agencies follow differetainslards across different stages of

the business cycle?

The study uses financial variables that are consttliéo be important by the rating
agencies in their stated policies. We also inchimiee governance variables found to
have explanatory power in determining credit ragibg previous studies, and three
additional variables what we believe set as proteeaddress general criticism and
subjectivity in the rating process. We focus egplaly on two major agencies i.e.
S&P and Moody’s, utilising a sample of 5192 obsaores from S&P 500, S&P 400
and S&P 600 index constituent issuer firms. We tis® maximum likelihood
methods proposed by Blume et al. (1998) using dered probit model to analyse
dataset spanning1995 through 2009.

Our results suggest that the agencies indeed diffethe basis of the level of

importance they attach to certain variables whéscaling credit ratings. Empirical

results suggest our data explains Moody’s credihga slightly better than the

S&P’s. Financial information relating to an issusiich as coverage, leverage,
profitability and market beta remains a significéadtor in determining issuer credit
ratings. The study finds no significant improvemienprediction rates subsequent to
adding three governance related variables. Howewerselected proxies designed to
highlight general criticisms and subjectivity ofting assignment processes
significantly improve rating prediction. This impement in prediction accuracy is
significant in case of more highly-rated issuerattivere the least able to be
predicted in the previous literature. We find sgavidence of continuing stringent
standards, as adding a proxy for favourable reggumdtom SEC has helped rating
agencies to have more stringent rating processughr@ur data window. Another

criticism on the rating agencies is that they hisjuers with their rating shopping
behaviour in order to achieve desirable higher icnadings. We find that the two

major rating agencies have more stringent standardssuers with more than three
credit ratings, suggesting reputational concerresweigh general criticism. We also
find strong evidence that the CRAs follow differestandards across different
business cycle periods. In particular, we find emice of more conservative
approach during crises periods. This finding isiregjathe stated policy of the two
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rating agencies, where they maintain that they idensups and downs of business

cycle when they asses a particular issuer.

The study extends current literature in variougations. To our knowledge this is
the first study to compare and combine financialyeggnance and other factors when
analysing the determination of credit ratings. Gogace has previously been
associated with credit ratinsn terms of its significance in explaining creditings,
however to our knowledge in terms of improvemenpiedictive power by adding
governance related variables in not covered ircthreent literature. This study does
not limit itself to adding governance factors t@glement control issuer financials;
we use a set of new variables as proxies to exathaeelationship between credit
ratings an attempt to capture the general criticéstd subjectivity involved in the
rating process. We find that we are able to improue ability to predict credit
ratings on the basis of our new set of variablesviBus studi€$ fail to predict high
rating category firms, with possible reasons gi\ming the subjective element
involved in discriminating between the top ratingtegories. This study extends
previous literature by providing considerable imgmment in the prediction success
rate for high rating categories.

The organization of the remainder of this chapters 3as follows: Section 3.2

provides a literature review, Section 3.3 describessources and definitions of the
data utilised, and also presents the ordered pnoditel used in estimations. Section
3.4 describes the empirical results and discussedindings and the robustness of

results. Finally section 3.5 concludes the study.

3.2 Literature Review

There is a large literature examining the attridutiof different factors to the
determination of credit ratings. The literatureales around three major branches.
The first branch addresses the question of whethesdit ratings in fact measure
what they are supposed to measure (see Ang antl (Ra#b) and Kau and Wu

(1990)). The second branch asks whether credibhgsiticonvey any additional

42 See for instance, Bhojraj and Sengupta (2003) atbaugh et al. (2006)

43 See for instance, Horrigan (1966), West (1970guecand Soldofsky (1969), Pinches and Mingo (19%8 a
1975), Altman and Katz (1976), and Kaplan and Ur\it979), Blume et al. (1998)
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information that the market has not yet incorpatat@o bond and equity prices
from other available information (see for instan&@tz (1974), Grier and Katz
(1976), Weintein (1977), Wakeman (1978), Ingramakt (1983), Hand et al.
(1992)). The third and final branch, which is cleis® our study, analyses whether
available public information can be used to predredit ratings. This third branch
of literature is thoroughly covered in this studyis chapter utilises this branch of
literature in informing our selection of a rangeexplanatory variables. However,
we also extend this literature, as we do not liimi present study to the inclusion of

only accounting and financial-based variables.

The literature review below is organized into threain sections. The first section
covers previous studies analysing how financiabrimfation is used in attribution
analysis. The second section covers, other thasuatiog and financial information,
those previous studies that use additional fastdnsh have been shown to possess
explanatory power. The third section addressesique\studies that have explored

potential conflict of interest issues and subjatstiin the credit rating process.

3.2.1 Financial Information and Estimation Methods

The first study to use financial ratios to deterilong-term credit ratings is

Horrigan (1966). He uses simple linear regresstassociate financial ratios with

long-term credit ratings. The sample Horrigan usessists of firms whose bond

ratings do not change during his six year periad $tarts in 1959 and ends in 1964.
His sample includes 201 firms with stable Moodsrgs and 151 firms with stable
S&P ratings. He carries out his study in threeesdgy converting credit ratings into
numerical numbers. In the first stage, he selenty those independent variables
which are correlated with the credit ratings. Basedthe measured correlations
between the independent variables with the depénderable, the study discards
uncorrelated variables. In the second stage, hieesaut linear multiple regressions
by converting credit rating into numerical numbarsl using it as the dependent
variable. Lastly, he tests his results on out-ofysie data. The financial ratios used
in the study to associate with credit ratings amerking capital to sales; net worth to
total debt; sales to net worth; and net operatirgfitpto sales. He also uses total

assets as an explanatory variable. The study coeslthat financial ratios, total
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assets and a dummy for subordination status aectalgredict half the bond ratings
out-of-sample. He concludes that financial ratind accounting data can be useful
in long-term credit administration. Horrigan’s methhas certain shortfalls when
used in credit rating scenario. Credit ratings diserete in nature, and take on a

finite number of values possessing a natural onderi

West (1970) uses linear regression method to predidlit ratings. He provides an
alternative method to that used by Horrigan (196#¢. uses the Fisher (1959)
approach as an alternative to the Horrigan apprasihg linear regression analysis
and the logarithms of credit ratings as dependanéable regressed on the logarithm
of the independent variables. The Financial andoAnting ratios used in the study
are: earnings variability, period of solvency, teguity to debt ratio and bonds
outstanding. As an alternative to the Horrigan apph, he uses five-cross sections
over five different years. His argument is that ithigal study concludes on the basis
of only one year of financial ratios. West (1978gsl five years of data by keeping a
five year gap between each of the different cressi@ns starting with bonds in
1927 going to the last year of his sample in 13%8. main contribution lies in the
use of multiple years instead of relying on onery@aancial ratios. In terms of
importance of financial ratios and accounting infation, his results are not very
different from Horrigan (1966).

Another study using linear regression is Pogue Swidofsky (1969). They conduct
their study by assigning numerical values (1,0)ctedit rating categories, and
observe relative probability of having higher owér rating within four different
pairs, i.e. by using first dependent variable (B58)probability of Aaa rather than
Baa rating. The explanatory variables used aral assets, total debt to capital, net
profit to total assets, variation of net profitttdal assets, and (net profit plus interest)
to interest charge. The probability they measuréhes function of measures of
leverage, profitability and firm size. Using Moodybond ratings they also classify
data into three industrial sectors, using induktdiammies to show inter-sector
differences. Their results suggest that bond ratiage inversely related to the
leverage and earnings instability, and positivelated to firm size and profitability.
They find that leverage and profitability have greatest impact on the bond ratings.
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The accuracy of their model in predicting ratinggpioves when the difference
between the categories compared is greater (AaBa&sas opposed to Aaa vs. Aa).
They avoid the problems associated with using atdmumbers as in Horrigan
(1966); however, they fail to incorporate full ragiinformation simultaneously, as
they only consider two rating categories at a tiMereover, as the rating categories
are in order, their model is unable to predict teasecutive rating categories, but is

more efficient when the difference in rating categ®is higher.

After the initial linear regression model approashan alternative econometric
technique to associate credit ratings with the lakbke financial information is
developed by Pinches and Mingo (1973). They usie thehnique on a data sample
of 180 firms, with 132 firms forming the originah®ple, and the rest forming a
holdout sample. They adopt a two-stage approadhssociate bond ratings with
financial and accounting variables. In the firstggt, they use factor analysis to select
a range of explanatory variables. For this purpibesy collect financial data on
thirty-five different variables, and financial datascreened by factor analysing the
data. Following an analysis of the independent dsi@s in the data, six major
factors are used for further analysis: subordimatieears of consecutive dividends,
issue size and three financial ratios. In the sdcetage they use a multiple
discriminant approach (MDA) to classify bonds intating categories by
constructing linear functions that distinguish begw categories by maximising the
ratio of between-category variance to within-grmapiance. A subsequent study by
Pinches and Mingo (1975) attempts to eliminate shbordinated variable and

compensates by using a more sophisticated clastsdficrule.

Altman and Katz (1976) apply MDA to the bond rasraf companies in the electric
public utility industry. Starting from an initiaist of 30 variables, a series of ad hoc
procedures produces a set of 14 variables, matteai still highly inter-correlated,
for the discriminant function. A potential defe¢tMDA is its inability to screen out
insignificant variables through significance testsindividual coefficients. Variables
which apparently contributed most to the perforneantthe discriminant function
include the interest coverage ratio, earnings iy, interest coverage variability,

return on investment, and maintenance and depi@tigxpense to operating
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revenues. Some of these variables, however, haféaients with unexpected signs.
The extensive fitting of the data with their modelables it to correctly classify
80%-90% of the bonds. Adopting a holdout sampléarepie which still has some
upward bias (in the selection of independent végg)bthe model correctly predicts
about 76% of the bond classifications correctly. ghility for the model to correctly
anticipate rating changes is also found analogoubé linear regressions models.
Although the MDA approach to credit ratings setsingas some limitations. The
most important one is the ordinal ranking of creditings. The MDA approach
considers each outcome as unique; it does not reafite ordinal nature of credit
ratings. Different rating categories for exampleA® and “A” are not only
different, but “AAA” indicates better creditworthess than an “A” rated issuer.

More recent empirical studies on associating crediings data with publicly
available information use logistic analysis. Thastfistudy to use the ordered probit
model in the attribution of credit ratings is by ff@an and Urwitz (1979), who
propose an alternative approach, which takes iotount the process of assigning
credit ratings. In the rating process, the ratiggrey tries to measure the risk or PD
of bond issues or issuers. Unfortunately, the ageaonot measure default risk on a
ratio or interval scale but can only make an ordiaaking of the bond issuethat is,
Aaa bonds are less risky than Aa, which are ledg/rihan A, and so forth. Credit
ratings convey ordinal information, so it is unlikéhat the rating process will result
in equal interval rating groups, which the previosiudies based on simple
regressions assumed. Secondly, previous studiag MDA leave out some of the
available information by assuming that ratings oobnvey nominal information;
MDA also requires multivariate normality for thedependent variables and does not
have convenient tests of significance. Using areiadl probit model, to handle this
situation they distinguish between the dependenabiz of theoretical interest, and
the observed dependent variable.

Consistent with previous studies, they select M&dsited industrial bonds with
unchanged ratings in the year 1971-72. In addittothis sample, they collect data
for a second sample consisting of all new indulsisgues rated by Moody's between
1970 and 1974. The new-issue sample is split mplamly, into an estimation
sample of 140 issues and a holdout sample of GiesssThey use the following
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company specific financial information: Interesiverage ratios: cash flow before
interest and taxes/interest charges (CFBIT/INT)shcdlow before interest and
taxes/total debt (CFBIT/TD). Capitalization (levged ratios: long-term debt/total
assets (LTD/TA); long-term debt/net worth (LTD/NWRrofitability ratio: net
income/total assets (NI/TA). Size variables: tasdets (TA); size of bond issue (IS).
Stability variables: coefficient of variation ofté assets (CVTA); coefficient of
variation of net income (CVNI). A 0-1 dummy varialk included to represent the
subordination status (S) of the bond issue. Theydhat in a simple model using a
subordination dummy variable, total assets, onanfiral ratio and the common
stock market beta coefficient can correctly classibout two-thirds of a holdout
sample of newly issued bonds.

A more recent study by Blume et al. (1998) useraered probit model and further
refine and generalizes the method proposed by IKegold Urwitz (1979). This is an
extension to the first ordered probit model, ay thee panel data covering the years
1978-1995 instead of single cross-sections of ithesfpreviously used. Through the
use of panel data and the addition of year-dumntiney; are able to investigate the
existence of continuing stringent standards bygatigency. They also modify their
model specification to cater for non-linearity ihet relationship between credit
ratings and variables such as interest coverageadhiition to financial ratios
incorporating a firm’s interest coverage, leverggefitability and size, they also use
market beta coefficient and year dummies. Thisystlbws that part of this decline
in the average level of actual bond ratings coddlbe to the use of more stringent
rating standards in assigning ratings. The analgiga panel of firms over the
eighteen years from 1978 through 1995, are comsistéh this explanation. The
results suggest that if it were not for the usenofe stringent rating standards, the
level of bond ratings might have actually been brgtoday than in the past. They
correctly predict 57% percent of their ratings. Teecentage of correct prediction in
lower rated firms is better than for the higheredafirms. The method fails to
correctly discriminate between high rated firmshwitthe panel data.

Using Blume et al. (1998) method, Gray et al. (9008e Australian ratings data
from S&P. They document similar results, and sugdkat the stringent rating

standards by the CRAs are a global phenomenon. Eromethodological point of
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view, the use of logistic approach may have solveslies related to linear
specifications. However, studies using ordered iprohodel fail to correctly
discriminate between higher rated firms. The peamgm of correct predictions is
higher for the lower rated firms compared to higtaged firms. Further research is
required to incorporate qualitative and quantigtimethods in the attribution of
credit ratings. The subjective element and impéacegulatory changes in evaluating
credit ratings, alongside financial aspects, hasreen touched upon in the literature
so far.

3.2.2 Credit Ratings and Issuer Governance Struct

Previous literature on the determinants of credlings exclusively focuses on the
use of financial and accounting information. A fisncredit rating reflects a rating
agency’s opinion of an entity’s overall creditwaniss. Moreover, rating agencies
also have access to data confidential to the flin@ agencies conduct an analysis of
the firm based on management interviews and ovérainess and industrial risk
factors. Credit ratings are also concerned witim fjovernance, as weak governance
structure can lead to a poor financial positiord &save debt holders vulnerable to
losses. S&P’$* and FitcH® rating services issued a framework to assess sirm’
governance. This shows the potential importancgasernance in relation to the
analysis of a firm’s overall credit worthiness.

The first study to explore governance related issuea credit rating scenario is
Bhojraj and Sengupta (2003). They use a sampl®@@& industrial bond issues over
1991-96, incorporating a set of financial and fis&tors as control variables (many
of which have previously been used in the litetum addition they employ two
additional governance related variables to explaiadit ratings, namely: the
percentage of the company’s common stock held siytuions, and the percentage
of the board of directors who are not also officefghe firm. They conclude that
firms with a higher percentage of outside directomsthe board and with greater

institutional ownership enjoy higher ratings. Thsudy provides an initial

4standard & Poor's, 2002. S&P's Corporate GovernaSceres: Criteria, Methodology and Definitions.
McGraw-Hill Companies, Inc., New York.

4SFitch, 2004. Credit policy special report, evalugtoorporate governance: the bondholder's perspediew
York.
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framework for researchers to further study govecearlated factors in determining
credit quality.

Ashbaugh et al. (2006) further extend the relatigmef governance factors to credit
ratings and provide a more comprehensive relatipnbbtween governance and
credit ratings. Using S&P’s governance framewyrthey quantify each clause and
present their framework using a broader range gégmance factors to Bhojraj and
Sengupta (2003). As such, they provide a more cehgmsive view of the
relationship of governance factors to credit raginthey discuss four dimensions of
governance factors based on S & P’s published frarie providing empirical
proxies to capture these major attributes of gaueca. These four dimensions cover
the following: Ownership structure and influenceydncial stakeholder’s rights and
relations; financial transparency and board stmectuind processes. Using an ordered
logit model specification, they show that firm dtedatings are: negatively
associated with the number of block holders that atvleast a 5% ownership in the
firm; positively related to weaker shareholder tggin terms of takeover defences,
positively related to the degree of financial tygarency; positively related to overall
board independence, board stock ownership and bewpdrtise, and negatively
related to CEO power on the board. They concludé fibm’s governance affects
firms’ credit ratings.

The two studies mentioned above associate cretiiigeawith governance. The
predicted model signs other then G-Score suggdstgdompers et al. (2003) also
are the same as prior expectations. The positlatiarship between the governance
and ratings identifies the potential for futuree@sh in two directions. One aspect
not covered in these studies is whether the additiogovernance related factors
improves overall prediction of credit ratings? T¢exond issue is that the positive
relationship between governance related factorscaadit rating shows that further

research may associate other subjective facta@sdertain credit ratings.

3.2.3 Credit Ratings and Criticism of Credit RatingAgencies

CRAs are criticized for having a conflict of intetén the credit rating process. A

potential conflict of interest exists when a cregiting agency has an economic

¢ please refer to footnote 41
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interest in basing a credit rating on anything othen an issuer’s creditworthiness.
IOSCO (2003) states that: “Perhaps the single gseatoncern facing CRA’s is
identifying and addressing potential and actual flade of interest that may
inappropriately influence the rating process.” CR&&nowledge both the existence
of potential conflicts, and the fact that cleardaronsistently enforced) structures
and procedures must be in place to counteract tidéms, the debate is not over
whether these potential conflicts exist, but ovéether the agencies are managing
them adequately.

The first paper that provides a comprehensivedesthether well-known conflicts
of interest at bond rating agencies influence thetions is by Covitz and Harrison
(2003). They hypothesize that if conflicts of irgstr strongly influence CRAS, then
CRAs should be slower in issuing credit rating dgvewmles for their clients,
especially when they downgrade them from, investnbtemon-investment grade.
They investigate this hypothesis using a new dataok about 2000 credit rating
migrations from Moody’'s and S&P, and a matching gl@of issuer-level bond
prices. The authors conclude that reputationalntices, not conflicts of interest,
influence the CRAs. Specifically, they find thatyamarket anticipation of credit
rating changes is less for large issuers and isghat fall from investment grade to
non-investment grade. Their study finds no reatlence which is consistent with
rating agencies acting in the interests of issdaesto a conflict of interest. Instead,
rating agencies appear to be relatively respontiveeputational concerns and so
protect the interests of investors. Their resallso show what is statistically
discernible, on average, and thus cannot completddy out the possibility that in
some instances rating agencies have acted in tests of issuers. The authors do
acknowledge that their reliance on monthly (verdaty) spread data reduces the
statistical power of the analysis.

Regulation FD was promulgated by SEC on October ZZ8)0. The regulation
prohibits US public companies from making selectimen-public disclosures to
favoured investment professionals. The regulatimvides a conditional exception
for information disclosed to rating agencies, pded that the information is used
solely to prepare a credit rating. CRAs state thet unique access facilitates and
improves the credit rating process, even thougmakes no difference to their
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process as they already had access to confidemfti@mation. The exemption also
benefits issuers, as it allows them to discloselyréo the agency without violating
the regulation.

This particular regulation is investigated in thierkature by Jorion, Liu, and Shi
(2005). They view Regulation FD as a developmeat fotentially increases the
information value of credit ratings, since followitthe introduction of Regulation
FD, equity analysts working in other investment $egihave no access to companies’
confidential information. They examine the effe€tceedit rating changes on stock
prices in the period pre-and post-regulation. Themple consists of 1,767
downgrades and 437 upgrades. Approximately 90%@frating changes are from
Moody’s and S&P. The remaining 10% of the samplesis of Fitch ratings. The
pre-regulation period starts from August 1998 topt&mber 2000, and post-
regulation period starts from November 2000 to Ddmer 2002. Employing an
event study methodology, they compare the stockkemareaction to bond rating
changes before and after Regulation FD. They cdeclihat the regulation fair
disclosure does alter the informational advantageatbng agencies. The authors
state that after Regulation FD, rating agenciesaimec privileged conduits of
selective disclosure to the public. They find tthet effect of rating changes on stock
prices has become more pronounced. Both downgradgésupgrades now have a
bigger affect on stock prices.

Amato and Furfine (2004) use an ordered probit rhsidalar to Blume et al. (1998)
to study the influence of the state of the busirngs$e on credit ratings. They use
annual data on all U.S. firms rated by S&P betwEe#il and 2001, a total of 10,144
observations. They use three sets of informatioasiertain credit ratings. These
three sets are: firm business risk, financial askl the business cycle proxies. The
business risk is demonstrated by using three distiariables; namely firm size,
market beta and the market model standard errauiEhe idiosyncratic risk factor.
The market beta standard error is estimated bygusstimates of the standard error
of the residual from the market model. They arghat ta firm's market beta
demonstrates the overall business risk and itsydicratic risk demonstrates factors
unique to the firm. The four financial ratios ahe tsame as those used by Blume et
al. (1998); interest coverage, operating incomedies, long-term debt/assets and
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total assets. They use three measures to demensteastate of the economy during
their sample period. The first indicator capturesessions and expansions using
recession dummies by following NBER dates. Theaose measure is the output
growth gap defined as difference between real Gb#vilp and potential GDP
growth. The last measure of the state of the basimgcle is the discrete-valued
indicator of the relative rate of current real GIgRwth. The third measure is
constructed by using a histogram of annual real @DRvth rates for the entire
sample period. If the current quarterly observatdrannual growth falls into the
lower third of this distribution, the indicator assigned a value of -1, a 0 if it falls in
the middle third and a 1 if it falls in the uppbirtl. Their empirical results suggest
that ratings do not generally exhibit excess setgito the business cycle. However,
they detect procyclicality in ratings when they useestment grade ratings only or
newly assigned ratings.

The major reason underpinning the fact there isaacipy of literature on the
subjective element involved in the rating procesghe inherent difficulty involved
in quantifying these issues. A further directiorn yet explored in the literature is the
identification of subjective elements involved hetrating process, and the potential

conflict of interest in the overall business stunetof rating agencies.
3.3 Data and Methodology

3.3.1 The Sample and Data Sources

The data is collected from a variety of sources\gisa data window from 1995
through 2009. The final data set constitutes amalamzed panel covering fifteen
years. The selection of fifteen years of data sgables the study to cover a variety

of stages in the business cyél@/e select a portfolio of issuer firms from S&P %00

47 According to National Bureau of Economic ReseafdBER), 2001 recession period lasted for eight month
from March 2001 till November 2011, and 2007 lastedeighteen months starting December 2007 titleJu
2009.

“8 The S&P 500 has been widely regarded as the lmgge gauge of the large cap U.S. equities marikeesthe
index was first published in 1957. The index ha®roWS$ 4.83 trillion benchmarked, with index assets
comprising approximately US$ 1.1 trillion of thistal. The index includes 500 leading companieseading
industries of the U.S. economy, capturing 75% cagerof U.S. equities.
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S&P 400d° and S&P 608 index constituent firms. We limit our portfolio these
index constituent firms, because the variables sein our models evidence some
limitations in terms of data availability. The ddta G-Index is only available for
S&P 1500 firms, which is constituted by combiniihgete above mentioned indices:
S&P 500, S&P 400 and S&P 600. We consider thisdoalrepresentative of the
whole universe of corporate issuer firms, as theehndices involve large, medium
and small size firms. Based on the availabilitycoddit ratings and other data, our
final sample produces an unbalanced panel of fifgggars, consisting of 7234 firm-
year observations. From these 7234 observationdustieer filter our sample and
exclude firms from the financial and utility sedofFollowing Blume et al. (1998),
we exclude financial and utility sector firms asyttwork under different regulations,
and they have separate rating methodologies frath e&S&P and Moody’s. After
excluding financial and utility firms, our samplerogs to 5292 firm-year
observations. From this we further exclude firmgedaless than B(S&P) or
equivalent B (Moody’s). The lower category firms axcluded due to two main
reasons: First, there are very low number of firmwer categories, and second, in
case of default S&P assigns a rating D, while murimcredit quality for Moody’s is
C (Comparison of long-term ratings between the tagencies is attached as
appendix 1ll). Since the fundamentals of these loveged firms are significantly
different than B category firms, we do not combiogver rated firms with B
category in our sample. These initial filters dieg final firm-year observations to

5192 for our empirical analysis.

We have 460 issuer firms in the year 2009, and raektcredit ratings history of
these firms depending upon the ratings data avktijabntil 1995. This constitutes
an unbalanced panel of firm-year observations. Hewein the year 2009, our
sample of 460 firms excluding financial and utilgctors, we have 274 (60%)

4*The S&P MidCap 400 provides investors with a benaknfiar mid-sized companies. The index covers over
7% of the U.S. equity market, and seeks to remaiacurate measure of mid-sized companies, reflpthie
risk and return characteristics of the broader a@ig-universe on an on-going basis.

%0 The S&P SmallCap 600 covers approximately 3% ofdbmestic equities market. Measuring the small cap
segment of the market that is typically renownedpioor trading liquidity and financial instabilitthe index is
designed to be an efficient portfolio of compartieat meet specific inclusion criteria to ensuret tiey are
investable and financially viable.
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issuers from S&P 500 index, 129 (28%) from S&P #fdex, and 57 (12%) from
S&P 600 index.

There are three stages of the data collectionfitsteinvolves obtaining data for the
credit ratings from S&P and Moody’s. We use Comaustrough WRDS to extract
data for S&P" long-term domestic issuer level firms. We use daim Bloomberg
to collect long-term issuer level data for Mood§'sredit ratings data. For both the
rating agencies, we assign a rating to each spduifin as on December 31 of each
year. As ratings may change during the year, wey @ansider credit ratings
assigned as of end-December. Our portfolio has) 1&fmpanies, but for the
analysis, we only consider firms with ratings obé&al from both CRAs. Following
Beaver at al. (2006), firms in our selected portfohted only by one rating agency
S&P or Moody’s, are not considered for inclusiontle analysis. This is because
this study not only determines credit rating fasfobut also undertakes a

comparative study between the two rating agencies.

Financial and Accounting Variables

The COMPUSTAT annual files are the source of datéection for firm based
financial ratios and accounting information. We qute different financial ratios to
show a firm’s profitability, leverage, coverage as$et quality. Previous studies use
different financial ratios to show firm’s financiakk. Based on previous literature,
we select seven ratios to show firms leverage, re@eeand profitability. The two
leverage ratios computed in the study are DLTTdtmrm debt total) to total assets,
and DLTT+DLC (long-term debt total + debt in currdiabilities) to Total Assets.
Two coverage ratios are selected for each firm, TEB (earnings before interest) to
XINT (interest charge) and OIADP (operating incoafeer depreciation) to XINT
(interest charge). Three profitability measures eoenputed: OIBDP (operating

income before depreciation) to Net Sales, EBITD#1iéngs before interest) to sales

1 The S&P's issuer credit rating is a current opiredan issuer's overall creditworthiness, apanfits ability
to repay individual obligations. This opinion foegson the obligor's capacity and willingness to tnitsdong-
term financial commitments (those with maturitiésrmre than one year) as they come due.

%2 Moody’s credit ratings are opinions of the cregiiality of individual obligations or of an issuergneral
creditworthiness (without respect to individual delbligations or other specific securities).Theyd@ss the
possibility that a financial obligation will not benoured as promised. Such ratings use Moody'bdbIScale
and reflect both the likelihood of default and dimancial loss suffered in the event of default.
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and net income (loss) to total assets. Based angue studies, and understanding of
the assignment of ratings, we expect both profitsland coverage to be positively
related to credit ratings. Similarly, we expect egative relationship between a
firm’s leverage and its assigned credit rating.

As mentioned above, a number of studies also documepositive relationship
between firm size and credit ratings. Using COMPHB$Tannual files to collect
values for total assets, we measure firm size lryguke natural logarithm of total
assets. The value of total assets is also usedchencobmputation of certain
profitability measures. We follow previous reseabghincluding the equity beta as a
measure of systematic risk. Blume et al. (1998),rstance say that a firm will be
less able to service its debt for given financaias as its equity risk increases. Firm
level betas are obtained from CRSP indices/degdesfolio assignments. We use
the year-end-beta daily file to collect firm levmdta values for each year. Company
based beta’s are available for NASDAQ and NYSE/AMBMe expect to see a
positive relationship between firm size and crediings. The reason behind this
expectation is that larger firms tend to be oldéth more established product lines
and more varied sources of revenues. This in tuith improve the overall
creditworthiness of the firm. Similarly, we expextegative relationship between
the firm’s equity beta and its credit rating. Otlieings equal, we expect firms with

higher equity risk to have a lower credit rating.

Governance Variables

In our study, we also use three governance relsgdbles. These three governance
related variables are: G-Score as per Gompers. €2@03), the percentage of the
company’s stock held by institutions, and finaltile percentage of the board of
directors who are not also officers of the firmhBaugh et al. (2006) state that a key
element of sound corporate governance is whetliemamaintains a level playing
field for corporate control, whether it is open ¢tbanges in management and
ownership that provide increased shareholder v&aenpers et al.(2003) construct
an index based referred as the G-Score, to medésergower-sharing relationship
between investors and management. The 24 provisamesclassified into five
categories of management power:(1) tactics for yileda hostile bids;(2) voting
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rights;(3) director/officer protection;(4) otherk&over defences; and (5) state
takeover laws. Each of these 24 provisions conidone point towards the total G-
Score. A higher G-Score indicates lower shareheldghts and greater management
power. We collect data for G-Score from the RiskiidstGovernance legacy

database. These are updated every three yearBaages in governance structure

are not very frequent.

Other governance variables used are the perceatabe board of directors who are
not also officers of the firm, and the percentadgestock held by institutional
investors. We use the RiskMetrics-Directors Legatatabase to compute the
percentage of the board of directors who are net alfficers of the firm. The
database starts from 1996 onwards; we have repdeted®96 percentage in the year
1995. This does not affect our findings, as dusttategic consistency, changes in
governance structure are not frequent in corpaateronment. The above G-Score
database is updated every three years as welieagason given behind these three
years is the changes in governance structure afrai$ not very frequent. The
database maintains annual company director nametheend status on board, we
compute the percentage of board directors by usiftymation for each director.
We use Thomson Reuters-Institutional (13F) holdis@#$ to collect data for stock
held by Institutions. The December database foh ef the years 1995-2009 is used
for our analysis. The database maintains individstitutional investment by name
and amount; we add all the reported individualiingonal investment to compute
our institutional investment. The percentage is poted by using total stock held by

institutions and total outstanding stock.

We expect G-Score to have a negative relationsktlptive credit ratings. We expect
firms with greater higher shareholders rights (IoW&eScore) are likely to provide
effective monitoring and control over managemeatlieg to efficient managerial
decision making. Similarly, we expect the other tyawvernance variables to exhibit
a positive relationship. As greater institutionadestment poses greater confidence
in credit quality of a firm, similarly a greater mber of independent directors on the

board are likely to provide more efficient overdighmanagement.
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Other Variables

In our study, we also include different proxiesdeamonstrate selective criticism and
potential subjective elements involved during rgtprocess. The first variable we
measure is to observe potential rating shoppingdebr within issuer firms. We
use a dummy (1, 0) variable equal to 1 for a firavihg three or more ratings and
zero otherwise. We assume that firms with morengatifrom different rating
agencies exhibit rating shopping behaviour. Mosthef rating agencies follow an
“issuer pays™ business model. There is a tendency for ratingsing behaviour
from the issuers to obtain desirable credit ratifige credit rating history of a firm
is obtained from Bloomberg. Recall, our initial ggenof issuer firms have credit
ratings from both the agencies. Within this sampdethen use a dummy variable to
demonstrate if a firm has more than two ratingse plcture that has emerged from
the recent criticism over rating agencies signifieat rating agencies compromise
the quality of their rating process to facilitassuers’ interests due to the structure of
their business model. Rating agencies argue tladt an act would undermine their
long-term business growth and would also risk theputation, which is very
important in the rating business. The inclusionrating shopping dummy in our
specification would provide evidence as to whetlrens having more than three
ratings tend to have better ratings compared toerséirms relying only on two

ratings.

We use a dummy for regulation Fin our model. Jorion et al. (2005) show that
after the introduction of regulation FD, the infation effect of CRAs on stock
prices through the impact of a downgrade and umggegpears to be much greater.
In order to take account of this possible effeat, wge a dummy for post- and pre-
regulation FD period. A zero dummy variable is ugmdthe pre-regulation FD, and
the dummy is set equal to one for the post-FD perithe sign on this dummy
variable indicates, if regulation FD initiated amehange in the rating agencies
approach towards assigning firm ratings. A negadiga would suggest that firms in

the post-regulation FD period face a stricter gatigency standards compared to the

%3All the three big rating agencies follow issuer papdel: Moody’s, S&P, and Fitch. Whereas, Egan Sone
anotheMRSRO follows investor pay model.

*promulgated on October 23, 2000 the regulatiorricestU.S. public companies from making selectiven-
public disclosures to favored investment professimrit exempts credit rating agencies from thiricon.
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pre-regulation FD scenario, by which we mean tlvans would obtain a higher
rating on the same values for fundamental and gewere variables in the pre-

regulation FD scenario than in the post-regulasicenario.

We also use a proxy to capture stages in the asieyele. The NBER issues dates
for the start and end of recession/boom periodeumsample from 1995-2009, we
observe two major recessions. The first starts ardid 2001 and runs to December
2001. The second starts starting in December 28@7eads in June 2009. We use
the annual percentage growth of Gross Domesticueto@DP) as a proxy for the
business cycle. We collect data for GDP growtlc@etage from the World Bank
website, where historical annual data based omdaleyear is available for member
countries from the year 1981 onwards. S&P maint#ias while a key element in
credit rating analysis is the evaluation of higstali data, ratings opinions are
designed to be forward lookitig Similarly, Moody’s also states that their fodss
on fundamental factors that will drive an issudosg-tem ability to meet debt
payment¥. We do not expect rating agency to follow differeating standards, but
a negative (positive) sign would suggest some itglid the criticism they become

stricter(lenient) during recession periods.
3.3.2 The Ordered Probit Model

The Current literature examining the associatiotwben the allocation of credit
ratings and publicly available information usesoadgered probit model. This model
associates the dependent variable to observed ratply variables through an
unobserved continuous linking variable. The apghoae adopt in this chapter also
uses an ordered probit model, specifically thappsed in Hausman et al. (1992)
which is implemented in a credit ratings settingsBtume et al. (1998). This study
maps financial, governance-related and other vimsalbnto credit ratings. This
approach is applicable in a credit rating setting tb the structure of credit ratings;

they are discrete and follow a natural orderinge Do these two distinct qualities,

5 S&P maintains in its “What Credit Ratings Are & AROT” available onwww.standardandpoors.cothat
they take into account not only the present situakiut also the potential impact of future evemt<edit risk.
For example, assigning its ratings S&P factorsiticgpated ups and downs of business cycles.

%6 Moody’s state in their document “How to Get Ratedddy’s” available onwww.moodys.comthat their
ratings are not intended to ratchet up and dowh Witsiness or supply-demand cycles or to refleottglrm
market movements.
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the usual least square econometrics techniquesarappropriate. Moreover, as
credit ratings possess a natural ordering, multiiéeriminant analysis modelling

becomes inappropriate.

In an ordered probit model, rating categories nmap a partition of the range of the
unobserved variable, which is in turn a linear tiorc of the observed explanatory
variables. Initially, we run two sets of identiaaidered probit regressions, one for
Moody's and one for S&P. We define our dependeniabtes in each set of
regressions as the rating category assigned heleant rating agency, Moody’s or
S&P respectively. This rating category is converitgd four numerical values for
both the agencies, namely 0 to 3. We combine AAYAand AAA (Aaa) into one
“highest rating” category. This is done as the dangpmprises a low frequency of
AAA (Aaa) issuers. We also combine our two low mgticategories, BB/B (Ba/B)
into one category. We exclude from our sample asyer rated less than B by either
S&P or Moody's. After the exclusion from of our gale of these low rated firms
and combining AA/AAA (Aa/Aaa) and BB/B (Ba/B) issurms, our data sample
has four distinct values: 3 if the company is rafelA/AA (Aaa/Aa), 2 if the
company is rated A (A), 1 if the company is ratd8iBB(Baa), and finally O if the
company is rated BB/B (Ba/B). This means that atpessign on our coefficients
can be associated with an improvement in the hkeld of a higher rating and a
negative sign with a deterioration in the likelildoaf a higher rating.

In the model, we define the following for an issuert the end of year t: Yis the
rating category of an issuer i at the end of yedrhis Y; can only take the four

values given by equation (3.1).

0 if a company=BB/B(Ba/B)

1 if a company= BBB(Baa)

2 if a company=A (A)

3 if a company= AAA or AA(Aaa/Aa)

Y= (3.1

As discussed earlier the values qf &e censored as they only take one of the four
possible values given in our ordered ratings. Weteghese credit ratings, converted
into ordered numbers, to our explanatory varialdgsmeans of the following

equation.

" Values in parenthesis are for Moody’s equivaleatlit ratings.
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Y i =XiBre (3.2)
Where X% is a vector of explanatory variablgs,is a vector of coefficients to be
estimated, and; is a standard normal residual. Equation (3.2) taelisthat the
dependent variable, which is the rating itselfdépendent upon certain quantifiable
factors given by a vector of explanatory variabl¥g, and unobservable factors,
given bye;. The ordered probit model relates the unobsensiaide Y to the
observed credit rating;Yin equation (3.3) as follows:
0if Y, <o
lifo, <Yy <o,
2if oty < Yy < ot (3.3)
3if Y > o
The probability of a particular set of explanateariables linked to a particular set

Yi=

of credit ratings is given by equation (3.4):

Prob (o < Xf+ex <o) ifj=1,2

Prob (X'iff + &> 03) if j =3

Pr Ob(X itB + it < (11) lf] =0
l (3.4)

Prob(Y;=j)= {
\

whereei; ~N(0,1).

The parameters; anda, in equation (3.3) reflect the proportion of thesetvations
in the sample that fall within each rating categ@yhigher value ofi; will increase
the likelihood of the number of observations that @dassified as BB/B or equivalent.
A higher value ofu, will reduce the number of observations that asssgified as
BBB. These parameters, therefore, depend on thgogron of observations in the
sample that fall into each of the four rating catégs. Equation (3.4) implies that
higher values of the linear combination of explanatvariables, %f imply that a
higher credit quality is more likely. The value jahat maximises equation (3.4) is
the most probable bond rating category, conditiomavectoro.

In an ordered probit model, it is difficult to impeet the economic significance of the
size of the estimated coefficients simply by logkat the estimated coefficients. In
an attempt to extract the strength and impact oh explanatory variable on our
dependent variable, we also report the produchefestimated coefficient and the

corresponding standard deviation (across all obgi@ns).This column informs us
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about the change in the conditional expectatiorypin reply to a change of one
standard deviation in the value of the explanatagiable. This also helps us to
compare the relative importance and affect of eaahable between the two
agencies.

As suggested by Blume et al. (1998), we also usengparison of the most probable
ratings (suggested by the model specificationh&dctual ratings in order to assess
the goodness-of-fit of the probit model. We estendiiree models for each rating
agency. First (Model 1), we estimate a model basedg on financial and accounting
information, and estimate the most probable ratin§econd, we add three
governance-related variables by controlling foafinial and accounting information
based variables. This constitutes our Model 2. Ceg&n, we estimate the most
probable credit rating after adding these govereaetated variables, and observe
whether the governance-related variables add adifi@ual explanatory predictive
power to our overall rating regressions. Third, add our set of three variables
demonstrating potential criticism and subjectivityolved in the rating process.
After adding these variables to this Model 3, weesémate the predicted ratings.
The improvement in prediction power informs us dbiwe goodness-of-fit of our
model. To further aid in analysis of subsequentroupment in prediction power of
our three models, we also report the log likelihaof x*and pseudo (McFadden’s)
R? of the three models.

As mentioned in the data section, we have comps®dral financial ratios to

demonstrate issuer firm’s profitability, leveragedacoverage. In order to avoid
multicollinearity issues, we first prepare a vagarcovariance matrix. Second, we
estimate VIF scores to capture potential multioeldirity. Implementing these two

steps, we drop variables having high correlation.

Finally, we find our coverage measure is highlyws&e. This issue is also mentioned
in Blume et al. (1998) and in response, they trtentlae coverage ratio to eliminate
extreme values. Following their method, we trun@atecoverage ratio in two steps:
First, any interest coverage ratio less than zes®t to zero, and second any number
higher than 50 is set to 50. Out of 5192 obsermati@6 observations are less than
zero and 178 observations are higher than 50. Blamal. (1998) show that an
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interest coverage change: from 0 to 5 tends to e imformative, and the negative
value provide no additional information. Similarky,higher level of coverage ratios

provides no additional information to ascertairdareatings.

The use of panel data also raises questions oexiseence of additional normally
distributed cross-section error. As a robustnesscichwe also estimate our final
model (with all explanatory variables) with a randeffects ordered probit model to
cater for issuer specific cross-section errors. Mtdel the issuer-specific error,
which in practical terms implies adding time ave®gf the explanatory variables as
additional time-invariant regressors. This serves additional test on the

interpretation of our initial results based on eedeprobit model.
3.4 Empirical Results

Our empirical evidence begins with a descriptivalgsis of our sample. We then
report our results based on the three estimatectisiofls a goodness-of-fit measure,
we employ prediction success matrices to obserggdrformance of each model.
Finally, we present the results of using an altiweamethod using random-effects

ordered probit model, to analyse the data.

3.4.1 Descriptive Statistics

Table 3.1 reports the descriptive statistics netato the frequency and percentage
distribution of our 5192 firm-year observationsoffr table 3.1, we see that during
the sample time period, the frequency of highlgdafirm is falling as a percentage
of overall observations in a particular year. I®39consider the AA/AAA category,
in the case of S&P we have 17.92% of firms in tighést rating category, with
12.74% in Moody'’s, but this number falls to 7.57f6the case of S&P and 6.41%
for Moody’s by 2009. Moreover, in both the ratingeacies, we observe that in 1995,
firms in the BB/B category account for only aroub@% of the sample, but this
number increases to 27.81% in case of S&P and 3di@Zase of Moody's by 2009.
This shows that overall; both the rating agencresaasigning firms to lower ratings
categories in the later years of the data sampt®epared to assignments in earlier

years.
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If we compare the two CRAS, we observe that thromghdata window Moody’s is
generally placing firms in a lower category as canegd to the assigned ratings of
S&P. As our sample only consists of firms with mg8 from both the rating agencies,

in general firms are rated lower by Moody’s complaiee S&P.

Table 3.2 reports the frequency distribution of sample in terms of different
industrial sectors. Our data sample excludes fiframn the financial and utility
sectors. Based on the GI&lassification, our sample of 5192 observations is
distributed over eight industrial sectors. We otsdhat other than the Information
Technology sector, in all other industrial sectdi®ody’s has higher frequency of
observations in the lower rating category. The #tdal sector has the highest
frequency of 1159 firm-year observations and tel@oonication has the lowest

frequency of 88 firm-year observations.

%8 Global industry classification standard (GICS) &seloped by S&P and MSCI Barra, GICS consists of 10
sectors24industry groups, 68 industries and 154 sub-indesstri
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Table 3.1 Frequency/Percentage Distribution of Obseations Over Time

The table reports the descriptive statistics for sample of 5192 observations over time 1995-200%
reported table is classified by credit ratings fr8&P and Moody’s. Panel A reports frequency of obms#ons
over time from S&P, and panel B reports same folobjds. First column is each rating category repdines
frequency and second column reports the percefacgtegory in total observations.

BB/B BBB A AA/AAA Total
Panel A: S&P Frequency(%Percentage) of Rating Categ®ver Time
1995 34.00 16.04% 58.00 27.36% 82.00 38.68% 38.00 7.92% 212.00
1996 34.00 15.45% 63.00 28.64% 86.00 39.09% 37.00 6.82% 220.00
1997 32.00 14.16% 70.00 30.97% 89.00 39.38% 35.00 5.49% 226.00
1998 49.00 17.44% 98.00 34.88% 100.00 35.59% 34.0012.10% 281.00
1999 56.00 19.24% 108.00 37.11% 96.00 32.99% 31.0010.65% 291.00
2000 64.00 20.78% 119.00 38.64% 98.00 31.82% 27.008.77% 308.00
2001 64.00 20.45% 127.00 40.58% 96.00 30.67% 26.008.31% 313.00
2002 99.00 27.73% 139.00 38.94% 94.00 26.33% 25.00 7.00% 357.00
2003 106.00 29.36% 135.00 37.40% 96.00 26.59% 24.006.65% 361.00
2004 125.00 30.86% 157.00 38.77% 102.00 25.19% 021.0 5.19% 405.00
2005 128.00 30.99% 159.00 38.50% 106.00 25.67% 020.0 4.84% 413.00
2006 154.00 34.84% 172.00 38.91% 97.00 21.95% 19.004.30% 442.00
2007 163.00 36.22% 174.00 38.67% 95.00 21.11% 18.004.00% 450.00
2008 163.00 35.98% 182.00 40.18% 90.00 19.87% 18.003.97% 453.00
2009 173.00 37.61% 179.00 38.91% 88.00 19.13% 20.004.35% 460.00
Total 1444.00 27.81% 1940.00 37.37%  1415.00 27.25%93.00 7.57% 5192.00
Panel B: Moody's Frequency/Percentage of Rating CaésgOver Time
1995 33.00 15.57% 66.00 31.13% 86.00 40.57% 27.00 2.74% 212.00
1996 36.00 16.36% 68.00 30.91% 91.00 41.36% 25.00 1.36% 220.00
1997 35.00 15.49% 75.00 33.19% 89.00 39.38% 27.00 1.95% 226.00
1998 60.00 21.35% 99.00 35.23% 98.00 34.88% 24.00 .549% 281.00
1999 65.00 22.34% 105.00 36.08% 96.00 32.99% 25.00 8.59% 291.00
2000 75.00 24.35% 107.00 34.74% 100.00 32.47% 26.008.44% 308.00
2001 77.00 24.60% 116.00 37.06% 98.00 31.31% 22.007.03% 313.00
2002 112.00 31.37% 133.00 37.25% 88.00 24.65% 24.006.72% 357.00
2003 117.00 32.41% 137.00 37.95% 86.00 23.82% 21.005.82% 361.00
2004 140.00 34.57% 153.00 37.78% 91.00 22.47% 21.005.19% 405.00
2005 150.00 36.32% 151.00 36.56% 92.00 22.28% 20.004.84% 413.00
2006 171.00 38.69% 160.00 36.20% 91.00 20.59% 20.004.52% 442.00
2007 176.00 39.11% 172.00 38.22% 84.00 18.67% 18.004.00% 450.00
2008 180.00 39.74% 171.00 37.75% 85.00 18.76% 17.003.75% 453.00
2009 194.00 42.17% 166.00 36.09% 84.00 18.26% 16.00 3.48% 460.00
Total 1621.00 31.22% 1879.00 36.19% 1359.00 26.17%33.00 6.41% 5192.00

105



Table 3.2 Frequency/Percentage Distribution of Obseations Rating Class and
Industry Classification

The table reports the descriptive statistics far fample of 5192 observations over eight GICS seciine reported
table is classified by credit ratings and exclufileancial and utility firms. Panel “A” reports fregncy of observations
over GICS industrial sectors from S&P, and panel f&jorts same for Moody'’s. In each rating categbirgt column

displays the frequency, and the second columnaiisgthe percentage.

AA/AAA Total

Energy

Materials

Industrial

Consumer Discretionary
Consumer Staples
Health

Information Technology
Telecommunications
Total

Energy

Materials

Industrial

Consumer Discretionary
Consumer Staples
Health

Information Technology
Telecommunications
Total

BB/B BBB A
Panel A: Number of Observations by GICS Industry §ifecation(S&P)
179 34.82% 204 39.69% 108 21.01%
172 26.06% 285 43.18% 179  27.12%
265 22.86% 428 36.93% 345 29.77%
413 36.97% 416 37.24% 261 3728. 27
64 12.08% 161 30.38% 222  41.89%
164 25.71% 236 36.99% 144  22.57%
168 34.57% 179 36.83% 124 52% 15
19 21.59% 31 35.23% 32  36.36%
1444 27.81% 1940 37.37% 1415 27.25%
Panel B: Number of Observations by GICS Industry @aason(Moody's)
197 38.33% 195 37.94% 99 19.26%
185 28.03% 273 41.36% 187 28.33%
307 26.49% 422 36.41% 326 28.13%
474  42.44% 388 34.74% 229 5®0. 26
79 14.91% 148 27.92% 230 43.40%
211 33.07% 225 35.27% 129 20.22%
150 30.86% 190 39.09% 131 92% 15
18  20.45% 38 43.18% 28 31.82%
1621 31.22% 1879 36.19% 1359 26.17%

23
24
121

447% 4 51

3.649660
44%. 1159
2.42% 1117

85%.66% 530

94  14.73%38 6
3.09% 486
66.82% 88
393  7.57%192
23 447% 514
15 2.27%660
104 7®%9 1159

2.33% 1117
I3.77% 530

73

11.44%38 6

3.09% 486

M
333

.55% 88
6.419%192
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In table 3.3 and 3.4, we present descriptive siediby rating category for a range of
financial and governance variables. The two talpessent descriptive statistics
based on the classification of rating categoriesnfiboth the rating agencies. The
final set of variables is based on the overall dpBee statistics for the entire sample.
We observe that in all the data, we have a higtardsird deviation relative to the
mean in the case of coverage measure. This isadtie thigher variation of interest
charge across our selected data window. Other bhlagawith a higher standard
deviation relative to their mean are the size meaaund G-Score. The profitability
measure has negative skewness and higher kurtalsissv Our sample consists of
firms from S&P500, S&P400, and S&P 600 indices, higher variation is observed
mainly in lower rated firms. Any negative minimunoptability values indicate that
the firm has reported a loss in a given year. tms$eof leverage factors, we observe
that the minimum value of our leverage measurdsis zero. This indicates that the
particular firm has reported zero long-term deht] e only use long-term debt in
our analysis. We find high skewness and kurtosishan profitability measure for
lower rated firms for both the rating agencies.slisidue to the fact that most of the
lower rated firms are from the S&P 600 index. Fothbrating agencies, we observe
that skewness and kurtosis are very close to thealdaistribution values in the two
higher rating categories (A and AA/AAA).

These tables 3.3 and 3.4 present descriptive tatatisn groups based on rating
categories as well as for the whole sample. Wergbsthe same overall trend for
both the rating agencies, but there is slight diifiee in the levels of these ratios. In
terms of financial ratios, our descriptive statistidemonstrate a monotonic
relationship between the credit ratings and tharfanal variables. For instance, our
size measure, which is calculated as the log dl tassets, is increasing as we
proceed to higher-rated credit ratings. Similatlyp mean and median values of
coverage and profitability are higher for higheterh firms. This trend can be
observed for both the rating agencies. In termthefsize measure, we observe that
Moody’s has very close mean and median valuesworlbwer rating categories,
with a slightly higher value difference in the tla@her rating categories. We also

present the t-Tests (Wilcoxon Mann-Whitney tests) tifferences in means

107



(medians) between S&P and Moody’s, the significaleeel shown in the tables is

the difference in means (medians) between tablardi33.4.

The mean and median of market beta and leveragevalecreases across rating
categories going from BB/B to AA/AAA. In our studyhe leverage measure is
estimated using only long-term debt to total ass®¥e also measure another
leverage factor, namely long-term debt plus shenmdt debt to total assets. As
opposed to the three other financial variableghan case of the leverage measure
and the beta measure, we find that the mean aniamedlues are very close to
each other in both the rating agencies. For instatite median values of our
leverage factor from lower rating to higher ratcejegory in case of S&P are 0.31,
0.22, 0.17 and 0.13, and in case of Moody's ar®,@21, 0.17 and 0.12. We also
do not find any significant differences in termsmoérket beta values between the
two rating agencies. This also suggests that fintls same level of leverage and
market beta would be assigned similar ratings kytwo rating agencies. In terms of
statistical significance in differences in meansedmns), we do not find much
difference between the two samples presented bgreddS&P ratings and ordered
Moody’s ratings shown in table 3.3 and 3.4. Inafinial information, we find
statistically significant means (median) of BBB @a&ategory in selected coverage
and leverage measure, whereas in A (A) and AA/ANa/faa) category we find
size measure significant at 5% and 1%level. Thsashthat the fundamentals are
not very important in determining differences irsigaed ratings between Moody’s
and S&P.

In addition to the financial variables we now disgthe sample descriptive statistics
for the governance variables used in the studyedigovernance variables are used,
and we observe a monotonic relationship betweeditar@tings and the governance
variables in two variables: the percentage of tatinal investment and the
percentage of outside directors. In both the ratiggncies, the mean and median
values are higher for higher ordered credit ratiragel lower for lower rated firms.
As observed in the case of financial variables,tfar of the governance variables,
the mean and median values are higher for Moodyis. mean value of percentage

of institutional investment in a AA/AAA S&P ratingategory is 0.72, whereas
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Moody’s has a mean value of 0.74. We do not obsensgnificant difference

between these two governance variables withinvtioerating agencies.

In terms of our third governance variable, G-Scave, observe different trends
between the two agencies. In case of S&P, the malar is increasing as we go up
the ordered ratings. However, median value forhiighest two rating categories, on
the basis of S&P ratings, are similar. Moody’s leghmedian value is given to a
rating category of A with a median of 11, whereadran value is 10 for a Aa/Aaa
rated firms. The mean values increase from Ba/Bgoay to A, but we have lower

mean value in case of Aa/Aaa rating category. Vée abserve that the median
value in Moody’s of a Baa firm is equivalent to ienf in Aa/Aaa category. The

median value is lowest in case of a firm in Ba/Amg category.

In terms of statistical significance of differences means (medians) between
samples explained by S&P and Moody’s ratings, wd fnore profound differences
between the two CRA’s in governance variables. &ltk§erences are more visible
in two higher categories A(A) and AA/AAA(Aa/Aaa)hare we find the differences
in means (medians) of institutional investment gedcentage of outside directors
between the two agencies to be statistically Sicanit. In terms of the third
governance variable, G-Score, we do not find sieaiby different results between
two agencies. The significance of two higher categoin governance related
variables shows that the two agencies have diffeseandards in allocating credit
ratings. We further discuss the significance oséhdifferences, when we discuss our

results for ordered probit model in our empiricadlysis section.
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Table 3.3 Descriptive Statistics based upon S&P’sr€dit Ratings

The table presents summary descriptive statisbc@r eight selected variables distributed on lihsis of S&P's
ordered credit ratings. These variables are baseéinancial information of the company and alsolude three
governance related variables. t-Tests (Wilcoxon Meritney tests) are performed to test the diffeesnin the
variable mean (medians) between the data sortéddmdy’s ordered credit ratings and S&P’s ordereslitrratings.
Whole sample data is same for both the agenciedowmt perform the difference of mean (mediar) tes

Standard

Mean Median Deviation Skewness Kurtosis  Min. Max.
BB/B
Size Measure(LogAssets) 7.81 7.72 0.98 0.24 3.28 52 4. 12.50
Market Beta 1.32 1.26** 0.64 0.62 3.79 -0.14 4.28
Coverage Measure 6.55 4.33 6.71 2.35 8.42 0.00 530.7
Leverage Measure 0.32 0.31 0.18 1.13 6.37 0.00 1.20
Profitability Measure 0.02 0.03 0.10 -4.04 37.14 1.22 0.45
G-SCORE 9.10 9.00 2.52 0.15 2.48 3.00 15.00
% Institutional Investment 0.63 0.63 0.17 -0.59 43.1 0.06 0.98
% of Outside Directors 0.60 0.62 0.17 -0.89 3.90 .020 1.00
BBB
Size Measure(LogAssets) 8.49 8.38 1.09 0.42 292 46 5. 12.63
Market Beta 1.04 0.99 0.50 0.78 4.50 -0.55 3.68
Coverage Measure 10.71**  7.96*** 9.29 212 7.72 .0 50.00
Leverage Measure 0.23 0.22** 0.12 0.39 3.10 0.00 660.
Profitability Measure 0.05 0.05 0.06 -3.03 37.83 0.85 0.45
G-SCORE 10.10 10.00 2.53 -0.08 2.46 3.00 16.00
% Institutional Investment 0.68 0.70* 0.17 -0.87 53. 0.10 0.98
% of Outside Directors 0.68 0.72 0.17 -1.11 423 .030 1.00
A
Size Measure(LogAssets) 9.04** 8.89 1.18 0.50 2.77 6.29 12.56
Market Beta 0.94 0.92 0.40 0.48 3.51 -0.19 2.56
Coverage Measure 17.73 13.67 12.19 1.44 4.25 0.000.005
Leverage Measure 0.18 0.17 0.11 0.59 3.50 0.00 0.68
Profitability Measure 0.08 0.07 0.05 0.75 8.16 280. 0.35
G-SCORE 10.15 11.00 2.66 -0.36 2.74 3.00 16.00
% Institutional Investment 0.69***  0.70* 0.17 -0.52 2.96 0.15 0.98
% of Outside Directors 0.77**  0.80* 0.16 -0.75 .96 0.16 1.00
AAA
Size Measure(LogAssets) 9.84*** 9.69 1.31 0.41 3.28 7.10 13.59
Market Beta 0.84 0.83 0.35 0.47 3.48 0.00 2.20
Coverage Measure 24.83 19.91 15.60 0.46 1.85 0.550.005
Leverage Measure 0.14 0.13 0.09 0.81 3.86 0.00 0.48
Profitability Measure 0.10 0.10* 0.05 0.04 345 .00 0.27
G-SCORE 10.37** 11.00** 2.66 -0.22 2.25 5.00 15.00
% Institutional Investment 0.72%*  0.72** 0.15 -3B1 3.27 0.21 0.98
% of Outside Directors 0.80***  (.85*** 0.16 -0.81 3.21 0.22 1.00
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All

Size Measure(LogAssets) 8.56 8.41 1.25 0.52 3.34 52 4. 13.59
Market Beta 1.08 1.01 0.53 0.93 4.79 -0.55 4.28
Coverage Measure 12.53 8.86 11.56 1.75 5.64 0.00 .0050
Leverage Measure 0.23 0.21 0.15 1.25 7.21 0.00 1.20
Profitability Measure 0.05 0.06 0.08 -3.67 4434 1.22 0.45
G-SCORE 9.86 10.00 2.62 -0.10 2.45 3.00 16.00
% Institutional Investment 0.67 0.68 0.17 -0.64 83.2 0.06 0.98

% of Outside Directors 0.69 0.71 0.18 -0.74 3.59 .020 1.00

Note: Financial variables included are based an'difinancial information: These include coveragsmsure-earnings before interest
(EBITDA) to interest charge, leverage measure-ltargs debt(DLTT) to total assets (TA), profitabilityeasure - net income to total
assets, and size measure-log of assets. Markeislgdaed on beta value of firm movement comparddtSDAQ/NYSE. We use
three governance related variables, G-Score bas&@bmpers et al.(2003), percentage of Institutiomatstment in firm's common
stock, and percentage of firm's outside directarbaard.

*x xx % indicate significance level at 1%, 5%, ant0% respectively.
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Table 3.4 Descriptive Statistics based upon MoodyGredit Ratings

The table presents summary descriptive statisticedr eight selected variables distributed ontihgis of Moody’s
ordered credit ratings. These variables are basefihancial information of the company and alsolude three
governance related variables. t-Tests (Wilcoxon hMeritney tests) are performed to test the diffeesnin the
variable mean (medians) between the data sorteMdxydy’s ordered credit ratings and S&P’s ordereedir
ratings. Whole sample data is same for both thaags, we do not perform the difference of meandijer® test.

Mean Median  Standard Skewness Kurtosis  Min. Max.
Deviation

Ba/B
Size Measure(LogAssets) 7.83 7.72 0.97 0.25 3.22 52 4. 12.50
Market Beta 1.27 1.20** 0.63 0.70 3.88 -0.14 4.28
Coverage Measure 6.42 4.48 6.44 2.70 11.25 0.00 0050.
Leverage Measure 0.31 0.30 0.17 1.22 6.79 0.00 1.20
Profitability Measure 0.02 0.04 0.10 -4.14 40.27 1.22 0.45
G-SCORE 9.20 9.00 2.53 0.14 2.47 3.00 15.00
% Institutional Investment 0.64 0.63 0.16 -0.64 33.1 0.06 0.89
% of Outside Directors 0.59 0.62 0.17 -0.90 3.84 .020 1.00
Baa
Size Measure(LogAssets) 8.53 8.40 1.09 0.46 293 46 5. 12.63
Market Beta 1.05 1.00 0.49 0.78 4.53 -0.55 3.68
Coverage Measure 11.45%*  8.44*** 9.68 2.00 7.17 (0.0 50.00
Leverage Measure 0.22 0.21** 0.12 0.41 3.06 0.00 660.
Profitability Measure 0.05 0.05 0.07 -3.07 38.10 0.85 0.45
G-SCORE 10.12 10.00 2.58 -0.08 2.47 3.00 16.00
% Institutional Investment 0.67 0.69* 0.17 -0.78 35. 0.10 0.93
% of Outside Directors 0.68 0.73 0.16 -1.11 422 .030 1.00
A
Size Measure(LogAssets) 9.10** 8.98 1.14 0.48 2.88 6.29 12.56
Market Beta 0.94 0.90 0.41 0.51 3.70 -0.19 2.77
Coverage Measure 18.07 14.02 12.31 1.39 4.11 0.000.005
Leverage Measure 0.18 0.17 0.11 0.61 3.51 0.00 0.61
Profitability Measure 0.08 0.07 0.05 0.52 8.13 28&. 0.35
G-SCORE 10.28 11.00 2.62 -0.40 2.84 3.00 16.00
% Institutional Investment ~ 0.70***  0.71* 0.16 -0.54 3.14 0.15 0.98
% of Outside Directors 0.78**  (0.82** 0.16 -0.89 3B 0.16 1.00
Aa/Aaa
Size Measure(LogAssets) 9.97**  9.93* 1.37 0.22 3.1 6.86 13.59
Market Beta 0.86 0.84 0.36 0.45 3.34 0.00 2.20
Coverage Measure 25.79 21.54 15.68 0.33 1.73 2.18).005
Leverage Measure 0.14 0.12 0.10 0.98 3.79 0.00 0.48
Profitability Measure 0.11 0.11* 0.05 0.08 295 .0 0.27
G-SCORE 9.83*  10.00** 2.65 -0.24 2.11 4.00 14.00
% Institutional Investment ~ 0.74**  0.74** 0.15 -2 3.33 0.28 0.98
% of Outside Directors 0.84***  (.87*** 0.15 -0.76 2.50 0.45 1.00
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All

Size Measure(LogAssets) 8.56 8.41 1.25 0.52 3.34 52 4. 13.59
Market Beta 1.08 1.01 0.53 0.93 4.79 -0.55 4.28
Coverage Measure 12.53 8.86 11.56 1.75 5.64 0.00 .0050
Leverage Measure 0.23 0.21 0.15 1.25 7.21 0.00 1.20
Profitability Measure 0.05 0.06 0.08 -3.67 44.34 1.22 0.45
G-SCORE 9.86 10.00 2.62 -0.10 2.45 3.00 16.00
% Institutional Investment 0.67 0.68 0.17 -0.64 83.2 0.06 0.98

% of Outside Directors 0.69 0.71 0.18 -0.74 3.59 .020 1.00

Note: Financial variables included are based am'dirfinancial information: These include coverageasure-earnings before
interest (EBITDA) to interest charge, leverage rmeadong-term debt(DLTT) to total assets (TA), jadfility measure - net
income to total assets, and size measure-log @tasMarket beta is based on beta value of firmen@nt compared to
NASDAQ/NYSE. We use three governance related viesalts-Score based on Gompers et al.(2003), pagemf Institutional
Investment in firm's common stock, and percentddier's outside directors on board.

*x *x % indicate significance level at 1%, 5%, ant0% respectively.

3.4.2 Empirical Analysis

We begin our empirical analysis by reporting therelation matrix between our set

of variables in table 3.5 and VIF scores for oumpated financial and governance
variables in table 3.6. These variables can baldd/into sets of different groups to
demonstrate the firm’s level of size, profitabilitpoverage, leverage, governance
and overall market risk. Based on the results blet8.5 and 3.6, we drop variables
having high correlation in order to minimize muttilnearity problems. For our

final regressions, we only have one variable to awestrate a firm’s size and market

risk, and both of these are used in our regressindels.

In the cases of coverage, leverage and profitalyditios we compute more than one
financial ratio for each category. We observe that correlation between the two
coverage measures is 0.85 and statistically saamfi so we only select one

coverage measure for our final analysis.

Similarly, our leverage measures also show higlredegf correlation of 0.92, and

we only consider one measure in our final regressitVe select our first leverage

measure for our final analysis, as the second é&emeasure includes short-term
debt. Short-term debt is mainly used in a firncdmduct its day to day business, and
it remains fairly constant over time. In our ialtistage, we estimate three
profitability measures. Our second profitabilityriadle, measured as EBITDA to

sales shows a higher degree of correlation with fist profitability variable,

Operating Income before depreciation (OIBDP) teesako we drop it. Our third
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profitability measure is net income to total assatgd shows a correlation of 0.35
with the first measure estimated as Operating Ircbefore depreciation (OIBDP).
In our final analysis, we drop our third measureudfitability, as we do not obtain
any improvement in explanatory power of our model keeping both the
profitability measures. Secondly, we prefer firseasure, as it considers income
against sales, whereas the third one again cossid&l assets. Since, we are also
using total assets in our leverage variable; wéepit® use sales figures instead of
total assets as it captures a different aspect.

Our correlation matrix presented in table 3.5 iatks that all the three governance
related variables have a very low correlation. \Waude all the three variables in
our final analysis, as the correlation between ttiree variables is low, and each

variable captures different governance relatedrmédion.

In table 3.6, we present variance inflation fagiiF) scores where panel A uses all
the computed variables. We observe that coveragdeaerage measure show high
VIF scores. In Panel B we only consider one finahcatio to demonstrate firm’'s
coverage, leverage and profitability. The total m&4dF score for the panel B
variables is 1.26, and we do not observe any viariatih the higher VIF score than
2. This shows that our final variables used in owrdel are not affected by

multicollinearity.

Empirical discussion is based on our ordered probitlels and is contained in three
sections. The initial section discusses the esématf the ordered probit model
obtained when we use financial and accounting blesaonly, and we term this

specification model one. In the second section,digeuss our model estimates
derived using our three selected governance vasaiol addition to our financial

variables as control variables. In our final sattie incorporate the set of variables
associated with credit ratings, selective criticand relevant changes in regulations
along with our governance and financial variablaseach section, we also discuss
the prediction success matrix and sequential imgments to the estimates from
adding additional variables. Finally, we discusse tlobustness of our empirical

findings.
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Table 3.5 Correlation Matrix for Financial and Governance Variables

The table presents the correlation between paivaidables to be used in our ordered probit mod&ks.short-list our variables based on the cormatathatrix, as we only select those variables whighnot
highly correlated. We calculated two variables efactour coverage and leverage measures, whereses itieasures were used to show profitability. §draple consists of 5192 observations spanningfifte

years of data 1995-2009.

Size Market Coverage  Coverage Leverage Leverage Profitability  Profitability  Profitability G-Score % % of
Measure Beta Measure 1 Measure 2 Measurel Measure?2 Measurel Measure 2 Measure 3 Institutional Outside
(Logassets) Investment  Directors
Size Measure (Log assets) 1
Market Beta -0.0694*** 1
Coverage Measure 1 0.1892***  -0.0916*** 1
Coverage Measure 2 0.1565***  -0.0763**  (0.8539*** 1
Leverage Measure 1 -0.1628*** 0.0193 -0.5373***  4093*** 1
Leverage Measure 2 -0.0963*** -0.0204 -0.5397***  4B56***  (0.9244*** 1
Profitability Measure 1 0.1396***  -0.0831**  0.1815% 0.1477**  0.0593***  0.0489*** 1
Profitability Measure 2 0.1396**  -0.0831**  0.1815% 0.1477**  0.0593***  0.0489*** Lrr* 1
Profitability Measure 3 0.0632**  -0.1506***  0.432%* 0.3915**  0.2966***  0.2769*** 0.3577%** 0.3577*** 1
G-Score 0.0208 -0.0554**=*  -0.0343** -0.0311** -0.83** -0.0089 -0.0005 -0.0005 -0.0003 1
% Institutional Investment ~ 0.1156*** 0.0067 0.0991* 0.0425**  0.1492**  -0.153*** 0.0567*** 0.0567*** 0.0696*** 0.067*** 1
% of Qutside Directors 0.3347**  -0.1003***  0.210F 0.1493**  -0.232**  (0.1921*** 0.0249** 0.0249* 0.1329%** 0.2275*** 0.3001*** 1

Note: We use three governance related variablessélmclude G-Score based on Gompers et al.(2p6R)ntage of Institutional Investment in firm'sreoon stock, and percentage of firm's outside direadbn board. Other variables
computed are based on firm's financial informatibinese include coverage measure 1-earnings befienest (EBITDA) to interest charge, coverage meagtoperating income after depreciation (OIADP)rtierest charge, leverage
measure 1-long-term debt(DLTT) to total assets (Téyerage measure 2-DLTT plus short-term debt(DIoCJA, profitability measure 1-Opertating Incomefdre depreciation (OIBDP) to sales, profitabilityasure 2- net income to
total assets, and size measure-log of total addetket beta is based on beta value of firm’s stmokvement against NASDAQ/NYSE indices.

*xk xx and * denote statistical significance atetl, 5, and 10 percent level
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Table 3.6 VIF Scores for Financial and Governance &fiables

The table presents VIF scores between pairs oallas to be used in our ordered probit model. Sdraple
consists of 5192 observations spanning fifteens/eardata 1995-2009, and include financial and goaece
variables. Panel “A” reports the VIF scores anerahce for all the variables, and panel “B” repMi8 and
tolerance level after dropping variables with higF scores.

VIF Tolerance
Panel A: Initial set of Explanatory Variables
Size Measure (Logassets) 1.210 0.829
Market Beta 1.050 0.953
Coverage Measure 1 4.430 0.226
Coverage Measure 2 3.740 0.267
Leverage Measure 1 7.460 0.134
Leverage Measure 2 7.330 0.136
Profitability Measure 1 1.250 0.802
Profitability Measure 3 1.440 0.696
G-Score 1.070 0.934
% Institutional Investment 1.120 0.891
% of Outside Directors 1.350 0.742
Mean VIF 2.860
Panel B: Final set of Explanatory Variables

Size Measure (Logassets) 1.150 0.867
Market Beta 1.040 0.963
Coverage Measure 1 1.630 0.614
Leverage Measure 1 1.460 0.684
Profitability Measure 3 1.260 0.792
G-Score 1.070 0.936
% Institutional Investment 1.110 0.902
% of Outside Directors 1.340 0.747
Mean VIF 1.260

Model 1-Based on Financial Information Only

We begin our analysis evaluating only the impadirancial variables in model one.
The ordered probit estimation method used is enpthin section 3.3.2, and is based
on standard maximum likelihood techniques. The @di@robit model explained by
equation (3.2) assumes that the linking variabjewich is the censored data from
order 0 through 3, is a linear function of the exgltory variables. The highest order
3 is assigned to the highest credit ratings and the lowest credit ratings in our
sample. Utilising a linear relationship to assaxigt with the explanatory variables
would be implausible when the explanatory varialaes skewed. We explained in

our methodology section the truncation of our cager measure to eliminate
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skewness. Based on the method used to convert redit catings into ordered
numbers, a positive sign on the variables wouldcaté a predicted improvement in

credit ratings and the negative sign signifies etation in credit quality.

Table 3.7 presents results for our financial infation-based ordered probit model.
Panel A of table 3.7 reports the results based &R 8rdered credit ratings, and
panel B reports the results based on Moody’s odderedit ratings. For both the
rating agencies, we observe positive signs on d&fficients of our size measure
(log of total assets), coverage measure (EBITDAterest charge) and profitability
measure (OIADB to sales). The predicted signstliese three variables are also
positive: as greater size, better coverage ratioshegher profitability all appear to
contribute towards likelihood of high credit ratsig/Ve also observe that for both the
rating agencies, we have negative coefficients ot market beta and leverage
variables. This suggests that an increase in balaevand leverage in a firm
increases the likelihood of having a lower creditrrg. We find in both panels A and
B that all variables are highly statistically sifgreint, showing the relevance of each

variable to ordered credit ratings.

We observe from the last column of table 3.7 orhlpzinel A and B that change in
one standard deviation in the size measure hagrdaest impact on improvement
and deterioration of credit quality for both théimg agencies. This can also be seen
from the high Z statistic associated with the ceedht. Comparing the two CRAs,
we observe conformity in case of size variable hguihe greatest effect on the
change in credit ratings. However, we observe sdifferences in the importance of
one standard deviation shocks to the change inatbveredit ratings. Panel A last
column suggests that market beta has the secohedtigffect on the S&P credit
ratings, but we observe that coverage plays a mgpertant role in Moody’s case.
The least effective variable in case of S&P is purfitability measure, but we
observe that leverage is the least important in ¢hse of Moody’s. This is
preliminary evidence of differences in the impodarof selected variables across

agencies in assigning ratings.
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Table 3.7 Model 1-Financial Variables Only

The Estimates are for the ordered probit modelrpatars using a panel data sample of observations 1995-
2009. The beta coefficient estimates are for tidependent variables in the linear part of the motet model
is based on only financial variables. The Lowerrimaries for rating category parameters are thenatgs of the
partition parameters for the rating categories. papel data is of firms over fifteen years from 839Brough
2009 ranging in number from a low of 212 in 199% toigh of 460 in 2009.

Coefficient *

Coefficient Standard Z Statistic  P-value Variable Std.
Error dev.
Panel A: Ordered probit model output for S&P
Size Measure (Log assets) 0.462 0.014 32.71 0.000 .5760
Market Beta -0.682 0.033 -20.81 0.000 -0.363
Coverage Measure 0.027 0.002 14.73 0.000 0.311
Leverage Measure -1.884 0.144 -13.06 0.000 -0.274
Profitability Measure 3.375 0.283 11.93 0.000 0.26
BBB 2.443 0.135
A 3.858 0.139
AAJAAA 5.375 0.149
Log Likelihood -5035.19
LR 2 3152.68 0.000
Pseudo R 0.238
Panel B: Ordered probit model output for Moody's

Size Measure (Log assets) 0.488 0.014 34.13 0.000 .6090
Market Beta -0.604 0.033 -18.37 0.000 -0.321
Coverage Measure 0.030 0.002 16.45 0.000 0.351
Leverage Measure -1.613 0.145 -11.12 0.000 -0.234
Profitability Measure 3.470 0.286 12.15 0.000 @.26
Baa 2.996 0.137
A 4.369 0.142
Aa/Aaa 5.941 0.153
Log Likelihood -4935.61
LR 3194.72 0.000
Pseudo R 0.245

Note: In our model one, we only use variables basedinancial information of the firm. Financial nables included are
based on firm's financial information: These inéuxbverage measure-earnings before interest (EB)TtDAnterest charge,
leverage measure-long-term debt(DLTT) to total &s¢€A), profitability measure - net income to fotssets, and size
measure-log of assets. Market beta is based orvaleta of firm movement compared to NASDAQ/NYSE.

As explained in our methodology section 3.3.2, apadness-of-fit model we use
predicted ratings from our estimated model and @mphese predicted ratings with
the actual ratings. Table 3.8 reports the matrixactual ratings versus predicted
ratings. Panel A reports the results for S&P, azdeb B reports for Moody’s. Based
on financial information only, our model correcgiyedicts 53.93% of S&P credit

ratings, and 55.01% of Moody’s credit ratings. lar sample, we observe that
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Moody’s has lower average credit ratings than S&mRr ordered probit model
predicts Moody’s credit ratings to be slightly leetthan S&P. In both the rating
agencies, our model is more successful in the bme@i rating categories BB/B and
BBB. The model is least successful in the highashg category of AA/AAA. The

model correctly predicts only 24.17% in case of S&md 28.23% in case of
Moody’s.

Table 3.8 Model 1-Prediction Accuracy

This prediction success matrix compares the priedistof our estimated ordered model with actual S&die
Moody's ratings. This prediction matrix is basedoodiered probit model using financial informatiamyg which
is our model one in the study. This measure of geed of fit is estimated based on a panel datalsashp192
observations from the year 1995 to 2009. This mathiows, for instance, that the panel “A” contdioisl 393
AAA rated firms. The predicted ratings for theséuat AAA ratings are: AAA/AA for 95, A for 238, BBB fo
60 and BB/B for 0. Similarly, panel B presents residtour Moody'’s ratings.

% Correct

Predicted Rating Actual Rating Total Predicted Prediction
BB/B BBB A AAA/AA
Panel A: Predictions Based on S&P Rating (Finar@raly)
BB/B 881 308 31 0 1220 61.01%
BBB 523 1247 708 62 2540 64.28%
A 40 379 577 236 1232 40.78%
AAA/AA 0 6 99 95 200 24.17%
Total Actual 1444 1940 1415 393 5192 53.93%
Panel B: Predictions Based on Moody's Rating (FRirsi©Only)
Ba/B 1073 393 37 8 1511 66.19%
Baa 508 1109 672 42 2331 59.02%
A 40 370 580 189 1179 42.68%
Aaa/Aa 0 7 70 94 171 28.23%
Total Actual 1621 1879 1359 333 5192 55.01%

There may be several reasons explaining why thegsabf lower rated firms are
more correctly predicted by our model as compaedhe two higher ratings
categories. Possible reasons are that out of 5b32reations, only 393 (7.57%)
from S&P and 333 (6.41%) from Moody’'s are actuglgiced in the highest rating
category. In our settings of maximum likelihood,nitay be that our likelihood
function is maximised by assigning very few obseors to the top category.
Another reason is that the fundamentals betweenrna fated A and firm in

AA/AAA category are not significantly different. illy, following Blume et al.

(1998) it is possible that other omitted varialilest are not part of the model, such
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as management quality, may determine the differdoatereen two highest rating

categories.
Model 2-Based on Governance and Financial Variables

In our model 2, we continue to use our initial ficgal variables as controls, and add
three additional governance-related variables. &&08 reports the results for this
model. They reveal that we observe the same sagrisoth the CRAs with respect to
all three governance variables. We find all thaaldes to be significant at 1% level,
the only exception is the percentage of institwlomvestment in panel A being

significant at 5% level. The results all allocatpasitive sign to G-Score, suggesting
that the higher the management controls, the hitjlteecredit ratings obtained from
the two agencies. This result is consistent with findings of Ashbough et al.

(2006), who also find positive and significant dagént on the G-Score. Though,

this is against the predicted signs, as one magaxpgher shareholder rights to
ensure better corporate governance and more eHecontrols on management
activity resulting in improved firm performarfée Gompers et al. (2003) find that
firms with lower G-Score have higher firm valueglmer profits, higher sales growth,
and lower capital expenditures. These factors mask towards improvement in

credit quality; however our results suggest botl tating agencies give higher

ratings to firms having higher G-Score.

We also find a positive sign on our other two gogice variables, the percentage of
institutional investment and the percentage of éaadependence. According to
Standard and Poor’s (2002), their governance framrieiocuses on four related
components, namely: ownership structure and infleerfinancial transparency,
financial stakeholders rights and relations, andrdbostructure and processes.
Previous literature, for instance Ashbough et 2006) has associated the G-Score
measure with financial stakeholder’s rights andtrehs, the percentage of board
independence measure with board structure and ggeseand the percentage of
institutional investment measure with ownershipudtire and influence. The

positive sign for both the agencies indicates that greater the degree of board

¢ Gompers et al. (2003) using a sample of 1500 fitoring 1990's find that taking a long positiorfirms with
the strongest shareholder rights and a short positi firms with the weakest shareholder rightsidgean
average abnormal return of 8.5% per year.
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independence, the higher the chances of obtainimigleer credit rating. Similarly,

the higher the percentage of institutional investinghe higher the chances of
receiving a higher credit ratings. These resules @nsistent with the findings of
Bhojraj and Sengupta (2003), who hypothesise tinaisfwith a greater proportion

of outside directors on the board provide bettenitooing of management actions,
thereby protecting all stakeholders’ rights. Thastaken a positive signal by the
rating agencies, and higher credit ratings aregaesi to these firms. Similarly, the
results on the percentage of institutional investimere also consistent with the
findings of both Bhojraj and Sengupta (2003) andligh et al. (2006), who

explain that higher institutional investment siggsf stronger confidence and active

monitoring.

Table 3.9 suggests the relationship of all the guece variables with the credit
ratings for both the CRAs is strongly significalitwe look at the final column of
table 3.9, that is the product of the estimatedfdent and the individual standard
deviation, we again find some differences in ecoigosignificance of these
variables between the two rating agencies. Pansliggests that none of the three
governance related variables play a very significale in determining S&P’s credit
ratings. Indeed, ranking the significance of eaahable in order, we find that all
three governance related are amongst the lowess thrdetermining credit ratings.
Similarly in the case of Moody’s, we find that aadge of one standard deviation in
the case of the G-Score and the percentage ofutistial investment variables play
the least significant role in determining creditings. However, the percentage of
outside directors plays an important role for Mosdsatings allocation, as it lies
third in the ranking in terms of its impact. Thiaynsuggest Moody’s assigns more
importance to the board structure compared to S&Eé determination of higher

credit ratings.

In table 3.10, we present a prediction comparisatrima Panel A reports the
prediction success matrix for S&P, whereas panedrts the results for Moody’s.
We find that overall, our financial and governanagiables are able to predict
55.59% in case of S&P, and 57.74% in case of Madg§omparing our table 11
matrix with the table 10 matrix, we find an overnatiprovement of 1.66% in case of
S&P, and 2.73% in Moody’s correct predictions. Thessults suggest that based on
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Table 3.9 Model 2-Financial and Governance Variable

The Estimates are for the ordered probit modelrpatars using a panel data sample of 4608 obsengatio
from 1995-2009 based on S&P ratings. The beta icoaft estimates are for the independent variainles
the linear part of the model. The model is basedrdy financial, governance, industry and otheialzles
The Lower boundaries for rating category paramedegsthe estimates of the partition parametershfer
rating categories. The panel data is of firms difexen years from 1995 through 2009 ranging in hem
from a low of 203 in 1995 to a high of 384 in 2009.

Coefficient
Coefficient Stélrr;g?rd Sta%istic P-value * Variable
Std. dev.
Panel A: Ordered probit model output for S&P rasing
Size Measure (Log assets) 0.42 0.01 28.67 0.000 270.5
Market Beta -0.67 0.03 -20.14 0.000 -0.357
Coverage Measure 0.03 0.00 15.23 0.000 0.327
Leverage Measure -1.69 0.15 -11.41 0.000 -0.246
Profitability Measure 3.32 0.29 11.56 0.000 0.256
G-Score 0.07 0.01 10.97 0.000 0.184
% Institutional Investment 0.23 0.10 2.26 0.024 0.038
% of Outside Directors 1.22 0.11 11.57 0.000 0.219
BBB 3.82 0.163
A 5.31 0.169
AA/AAA 6.87 0.179
Log Likelihood -4853.00
LR 3517.07 0.000
Pseudo R 0.266
Panel B: Ordered probit model output for Moodytings
Size Measure (Log assets) 0.430 0.015 28.89 0.000 .5370
Market Beta -0.590 0.034 -17.58 0.000 -0.314
Coverage Measure 0.032 0.002 16.81 0.000 0.366
Leverage Measure -1.373 0.151 -9.11 0.000 -0.199
Profitability Measure 3.357 0.291 11.55 0.000 0.25
G-Score 0.049 0.006 7.52 0.000 0.127
% Institutional Investment 0.342 0.102 3.37 0.001 0.057
% of Outside Directors 1.860 0.109 17.09 0.000 0.334
Baa 4.526 0.168
A 6.006 0.175
Aa/Aaa 7.662 0.187
Log Likelihood -4683.56
LR 52 3698.82 0.000
Pseudo R 0.283

Note: In our model two, we use financial andeyoance variables. Financial variables includedbased on firm's
financial information: These include coverage mea®arnings before interest (EBITDA) to interesarge, leverage
measure-long-term debt(DLTT) to total assets (Tp&dfitability measure - net income to total assats] size measure-
log of assets. Market beta is based on beta vdideno movement compared to NASDAQ/NYSE. We useethr
governance related variables, G-Score based on &snep al.(2003), percentage of Institutional Inwest in firm's
common stock, and percentage of firm's outsidecttire on board.
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Table 3.10 Model 2-Prediction Accuracy

This prediction success matrix compares the priedistof our estimated ordered model with actual S
Moody's ratings. This prediction matrix is basedasdered probit model using financial informatiomdaour
selected governance variables, which is our magelin the study. This measure of goodness of fésismated
based on a panel data sample of 5192 observatiomsthe year 1995 to 2009. This matrix shows, ietdnce,
that the panel “A” contains total 393 AAA ratednfis. The predicted ratings for these actual AAAnggi are:
AAA/AA for 110, A for 228, BBB for 44 and BB/B for 0. Siftarly, panel B presents results for our Moody's
ratings.

Predicted Rating Actual Rating Total Predicted %rect
Prediction

BB/B BBB A AAA/AA

Panel A: Predictions Based on S&P Rating (Finaremal Governance)

BB/B 910 315 27 0 1252 63.02%
BBB 496 1228 652 51 2427 63.30%
A 38 389 647 241 1315 45.72%
AAA/AA 0 8 89 101 198 25.70%
1444 1940 1415 393 5192 55.59%
Panel B: Predictions Based on Moody's Rating (Fafelrand Governance)
Ba/B 1093 365 25 2 1485 67.43%
Baa 506 1154 605 34 2299 61.42%
A 22 357 656 202 1237 48.27%
Aaa/Aa 0 3 73 95 171 28.53%
1621 1879 1359 333 5192 57.74%

our set of variables, adding three governance ewlatariables improves the
prediction of Moody’s marginally more than S&P’s. hi¢, the increase in

predictive power is fairly small in percentage ternif we look at the rating

categories, we see a more pronounced improvemetiteirpredictions associated
with the “A” category firms in both the agencieshi§ improvement in correct

predictions in a rating category “A” is close to %686 both rating agencies. Similarly,
we find a slight improvement in rating predictioasross other categories as well.
We also report the model log likelihood and pseBdowe find subsequent higher
(lower in absolute terms) log likelihood for mod&lo compared to model one.
Similarly, we observe our pseudd Bso improvedor both the agencies in our

model two.

Model 3-Based on Governance, Financial and other Viables

In table 3.11 we report results of our final mo@&elThis model uses financial,

governance and three other additional variablesxfmain assigned credit ratings.
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We incorporate two dummy variables, one linking iem& rating shopping
behaviour, and the other capturing any change tingaallocation after the
introduction of regulation FD. Just to recall, region FD, implemented by SEC on
October 23, 2000, prohibits U.S. public companiesnf making selective, non-
public disclosures to favoured investment profesai® The regulation provides a
conditional exception for information disclosedrating agencies, provided that the
information is used solely to prepare a creditngatiOur final additional variable is
the use of the GDP rate as a proxy to capturettite sf the economy or business
cycle. Any economic significance and improvemenowerall rating predictions by
adding these variables would demonstrate the irapoet of certain behavioural

aspects in the assignment of credit ratings.

Our model 3 results shown in table 3.11 shows ityessand economic significance
of our three additional variables. The two ageneidsibit the same signs for all the
variables. We find a negative sign on the ratingpging variable for both the
agencies. The negative sign indicates that fos#timee set of fundamentals, a firm’s
assigned a lower rating if it has more than threglit ratings. This indicates that the
two rating agencies are more focused towards répateoncerns. Criticism has also
been directed at the rating agencies in terms oflicoof interest. These reputation
concerns may force the CRAs to have more stringtmtdards towards firms that
exhibit rating shopping behaviour. Covitz and Hson (2003) also provide evidence
of reputation concerns by generating testable ptiedis regarding the anticipation
of credit-rating downgrades by the bond market.imiedings strongly indicate that
the rating changes do not appear to be influengetéinherent conflicts of interest,
but rather, suggest that rating agencies are netivarimarily by reputation-related
incentives. One criticism directed at the ratingrages is that firms engage in rating
shopping in an effort to secure favourable crediings. In terms of S&P and

Moody’s, we conclude that firms having three rasifigce more stringent standards.
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Table 3.11 Model 3-Financial, Governance and Othevariables

The Estimates are for the ordered probit modelrpaters using a panel data sample of 4608 obsemgatiom
1995-2009 based on S&P ratings. The beta coeffi@stimates are for the independent variablesériitiear
part of the model. The model is based on only firn governance, industry and other variables Tower
boundaries for rating category parameters aregtimates of the partition parameters for the ratiatggories.
The panel data is of firms over fifteen years frd@®5 through 2009 ranging in number from a low @8 2n

1995 to a high of 384 in 2009.

Coefficient

Standard
Error

Coefficient *

Statistic

Z P-value Variable Std.

dev.

Panel A: Ordered probit model output for S&P rasing

Size Measure (Log assets) 0.508 0.017 29.86 0.000 .6350
Market Beta -0.512 0.035 -14.83 0.000 -0.272
Coverage Measure 0.032 0.002 16.88 0.000 0.374
Leverage Measure -1.502 0.153 -9.83 0.000 -0.218
Profitability Measure 3.231 0.296 10.92 0.000 0.24
G-Score 0.071 0.007 10.76 0.000 0.185
% Institutional Investment 0.972 0.107 9.08 0.000 .166

% of Outside Directors 1.754 0.110 15.94 0.000 18.3
Rshop -0.112 0.037 -3.00 0.003

Bcycle 0.045 0.010 4.63 0.000

RegFD -0.943 0.042 -22.41 0.000

BBB 5.032 0.185

A 6.685 0.193

AA/AAA 8.421 0.205

Log Likelihood -4478.90

LR y? 4265.26 0.000

Pseudo R 0.323

Panel B: Ordered probit model output for Moodytings

Size Measure (Log assets) 0.551 0.018 31.45 0.000 .6890
Market Beta -0.410 0.035 -11.69 0.000 -0.218
Coverage Measure 0.037 0.002 18.77 0.000 0.425
Leverage Measure -1.062 0.156 -6.79 0.000 -0.154
Profitability Measure 3.381 0.303 11.16 0.000 Q.26
G-Score 0.050 0.007 7.46 0.000 0.131
% Institutional Investment 1.212 0.109 11.08 0.000 0.203

% of Outside Directors 2.582 0.116 22.30 0.000 640.4
Rshop -0.210 0.038 -5.51 0.000

Bcycle 0.060 0.010 6.10 0.000

RegFD -1.057 0.043 -24.37 0.000

Baa 6.218 0.195

A 7.907 0.205

Aa/Aaa 9.799 0.221

Log Likelihood -4217.98

LR 2 4629.97 0.000

Pseudo R 0.354
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Note: In our model three, we use financialegaance and conflict of interest variables. Fina@nariables computed are
based on firm's financial information: These inéumbverage measure-earnings before interest (EB)EDAterest charge,
leverage measure-long-term debt(DLTT) to total ®s§¢€A), profitability measure - net income to tosssets, and size
measure-log of assets. Market beta is based onvhéta of firm movement compared to NASDAQ/NYSE. \Wee three
governance related variables, G-Score based on &sngt al.(2003), percentage of Institutional Itwvest in firm's
common stock, and percentage of firm's outsidectire on board. Other variables are dummies todeel as proxies for
selected criticism on credit ratings: Rshop is & @ymmy for firms with three or more ratings to whmating shopping
behaviour. Beycle is a 0,1 dummy for two recesgieriods in our sample year 2001 and 2008-09. ReagFD0,1 dummy
for period showing pre regulation fair disclosut®%5-2000) and post regulation fair disclosure (22009). We also use
industrial dummies to classify our observations36S sector allocation

We find a highly significant negative sign on thedgilation FD dummy, suggesting
that if a firm has higher credit rating in the pegulation period, there is a greater
probability that an equivalent firm (with the safoedamentals) will receive a lower
credit rating in the post regulation period. Regala FD limits non-public
information disclosure to favoured investment pssfenals, but allows CRAs from
access to non-public information. This regulatioas hfurther enhanced the
importance of credit ratings in the capital markeis the usage and reliance upon
credit rating agency information has increasedodoet al. (2005) also examine the
impact of Regulation FD, and find that the inforroaal effect of downgrades and
upgrades is much greater in the post-FD period.tierointerpretation, consistent
with Blume et al. (1998), of this negative sign the dummy variable is that over
our data period window, rating agencies have becomoee stringent in their
standards for the award of higher ratings, yearybgr. They report that S&P’s
standards are becoming stringent by adding yearndesnin their sample. We
provide evidence that this finding is not limitexd$&P standards only, but Moody’s
also evidence stringent standards during our pegtition FD period.

Our last set of additional variables relate tolihsiness cycle. We use the U.S. GDP
growth rate as a proxy for the stage of the curberginess cycle. A higher GDP
growth rate signifies higher economic growth, aogdr/negative economic growth
signifies a slowdown in economy (or possible reioegs In both the agencies, we
find a positive and statistically significant sign business cycle. This shows that
during periods of high economic growth a firm extiig similar firm characteristics
tends to obtain a higher credit rating. During Igrewth periods we observe that
CRAs reduce credit ratings. One explanation of fimding relies on reputational

concerns. Our data window of 1995 through 2009 emasses both recession and
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boom period. During our data window, we observeassion of eight months in the
year 2001 when we observe the dot.com bubble @aghn the years 2007-08 there
are eighteen months when US economy experienceceftbets of the financial
crisis®,

The negative sign on the business cycle suggestsGiRe indeed more stringent
during economic downturns. From investor’'s poinviglw and from rating agencies
stated policy of forward looking approach this iscancern. Credit ratings are
intended to signify future outlook for an issuers Auch, it may be argued that
business cycles may not play a significant roleredit rating assignments. As both
the agencies follow credit analyst based approach#se rating process, a general
criticism of the subjective element involved in tfa¢ing process is consistent with
our empirical results. These findings may be inegd as contradicting rating
agencies forward-looking approach, as they statetheir analysts already take into
consideration any business cycle and changes ire¢beomic environment when
assigning a rating. These findings of a potentiditess cycle effect also contradict
the findings in Amato and Furfine (2004) who deteatevidence of rating agencies
sensitivity towards business cycle. However, thdso adocument evidence of
procyclicality in their sub-samples of investmengde firms only, and in newly
assigned ratings as used as a dependent variaide, e exclude lower rated firms
(due to low frequency in each category) from oungi@, and we only have one
rating category below investment grade, our findiraf procyclicality in rating
agency behaviour can be as reconciled with theideexe of procyclicality in

investment grades rating allocation.

Blume et al. (1998) uses a comparison of the mosbgble ratings to the actual
ratings can be used to assess the goodness-dfdippmbit model. To observe the
goodness-of-fit of our mod®| we utilise a prediction success matrix whichhisven

in table 3.12, where panel A reports S&P, and p8nedports Moody’s comparison
of correct and predicted credit ratings matrix. iviel that with a comprehensive set

of variables, we are able to correctly predict 6a#6S&P and 63% of Moody’s

€0 Refer to National Bureau of Economic research (NBERpgef recessions.

®1To observe the impact of these variables, we d@siimate the product of coefficient and indivibsimndard
deviation, as we use the dummies and one GDP figurach year.
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ratings. Comparing the two rating agencies, basedw given data overall, we
slightly more able to better predict Moody’s creditings. Here it may be pertinent
to note once again that overall in our data samydieody’s has lower ratings as
compared to S&P.

Table 3.12 Model 3-Prediction Accuracy

This prediction success matrix compares the priedistof our estimated ordered model with actual S%
Moody's ratings. This prediction matrix is based amlered probit model using financial information,
governance variables and our selected conflichigfrést variables, which is our model three ingtugly. This
measure of goodness of fit is estimated based ganel data sample of 5192 observations from the 3835

to 2009. This matrix shows, for instance, thatghael “A” contains total 393 AAA rated firms. Theeplicted
ratings for these actual AAA ratings are: AAA/AArfd19, A for 248, BBB for 26 and BB/B for 0. Similarly,
panel B presents results for our Moody'’s ratings.

Predicted Rating Actual Rating Total Predicted %rect
Prediction

BB/B BBB A AAA/AA

Panel A: Predictions based on S&P rating (Full Mpde

BB/B 983 318 28 0 1329 68.07%
BBB 442 1247 496 22 2207 64.28%
A 19 371 815 251 1456 57.60%
AAA/AA 0 4 76 120 200 30.53%
1444 1940 1415 393 5192 60.96%
Panel B: Predictions based on Moody's rating (Matlel)
Ba/B 1148 376 16 2 1542 70.82%
Baa 456 1177 450 13 2096 62.64%
A 17 324 822 210 1373 60.49%
Aaa/Aa 0 2 71 108 181 32.43%
1621 1879 1359 333 5192 62.69%

To elaborate, we further examine panel A of tabl®2 3Here we find that the lowest
category in our sample is the best predicted amhdsit is the least correctly
predicted. In the case of Moody’s, almost 71% aof tbwest category Ba/B is
correctly predicted. If we compare panel A and p&jeve find that Moody’s has a
higher percentage of correct predictions in thriethe four categories, and it is only
in the BBB category that S&P has a higher percentdgorrect predictions.

If we compare our prediction matrix in table 3.12hwthe previous prediction
matrices reported in table 3.8 and 3.10. We firad th terms of goodness-of-fit, our
final model is the best model for predicting creditings. In both the agencies, we
are able to predict over 60% of our ratings. Anam@nt finding is that in addition

to financial variables, adding the three additionahtrols adds more explanatory
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power to our model than adding the three governaacables. Another important
finding is that there is a significant improvemantorrect predictions in the higher
rating categories from adding additional variabl&® find that our model is able to
correctly predict 58% of S&P’s ratings and 60.49¢%dvimody’s in the “A” rating
category, compared to 45.72% and 48.27% beforengdtiie variables. This is an
improvement of 26.85% in “A” category of S&P’s, a28.31% in Moody’s. We
also find improvement in our highest rating catggafr “AAA”, as we are now able
to predict 31% of S&P’s and 32% of Moody’s ratingswe compare these two
numbers with the financial only model, we find anrease of 5% (or above) in case
of S&P and 4% in case of Moody’s. We observe thatwo lower categories, we
observe 5% increase in overall prediction in S&BB/B” category from previous
model, and 3% increase in Moody’s case.

Looking at other goodness-of-fit measures, we 8mdilar results. In S&P, the log
likelihood for our model three is -4478.90 is highiean the other two -4853.00 in
model two and -5035 in model three. Similarly, kdoody’s the log-likelihood for

model three is -4217 compared to -4683.56 of m@dmhd -4935 of model one. We
observe similar improvements in our pseudofd® our model three using all the

selected variables.

3.4.3 Further Discussion and Robustness

In accordance with the previous literature on gatinformation, we utilise four

aspects of financial characteristics in our modékese include firm size, leverage,
coverage and profitability. The previous literatdivas used a number of financial
ratios and related information to determine thees#mar aspects of firm’s financial
health. Following same procedure, as mentioneduin methodology section, we
estimate several financial ratios to determinedHesir characteristics of a firm. In
order to avoid potential multicollinearity, we onipclude one ratio each as
mentioned in our empirical results and methodoleggtions. However, if we

replace our different financial ratios, our modeggictive power is unchanged. For
instance, we report results based on coverage meeasmely EBITDA to interest

charge, but overall model prediction remains same&eda use OIADP to interest
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charge. We test these for our other ratios for fiemerage and profitability too, and

our results are unchanged.

We also estimate our final model by using a dumiaryable to indicate the stages of
the business cycle. Based on NBER dates, we u$k &) (dummy variable to

characterise the two recession periods in our watdow. These dummy variables
are also used by Amato and Furfine (2004) to meathar state of the economy, with
a dummy 1 denoting a recession period and O siggifgther periods. As such,
periods incorporate a dummy for recession, nanteyyears 2001 and both of 2007
and 2008. In line with our findings using the GDf®wth rate as a proxy for our
business cycle, we find a similar significant negasign on our recession dummy,

corroborating previous findings.

This study analyses panel data using maximum hkell estimation methods.
Previous literature on the attribution of differdattors to determine credit ratings
has generally agreed on the use of ordered pratuein Similarly, the use of panel
data also raises questions of whether random/fftiedts are catered for. To the best
of our knowledge, no study has previously used sandffects ordered probit model
in the corporate credit ratings settings, althoughfind studies of sovereign credit
ratings which use random effects ordered probiteteodrhese studies use a random
effects ordered probit model, as such a specifinatinables them to consider the
existence of an additional, normally distributedutry specific error. Generally,
two methods are utilised to determine the best inod¢he literature. First, the
prediction capability of the model and second, $tatistical significance of the
variables. Alsakka and Gwilym (2010) use likelihaadio (LR) statistics, with one
degree of freedom, to compare the results fromrdared probit model and random
effects probit model to select the preferred mod&he random effects model is
generally perceived to be computationally more nsée and time consuming. In
sovereign credit ratings, for instance, it is cdased the best approach, as it
considers cross-country geo-political differengaslitical risk and social tensions
(Trevino and Thomas (2001), Bissoondoyal-BhhnidB0&)). All these factors are

considered to play an important role in the sowgreredit ratings settings.
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We also estimate our final model with all the vales employing a random effects
ordered probit mod&f.We consider company specific errors as an addition
normally distributed error term. We use two methddsdetermine the model
generating best-fit. First, our conclusion is basmu the comparison of the

significance of our variables, and second we compaFadden’s pseudo’R

Table 3.13 reports the outcome of our estimatedaameffects ordered probit model
for both the agencies. Panel “A” reports the ediibmaoutcome for S&P. We
observe that two variables, profitability and rgtishopping, are not statistically
significant. Comparing the two pseudd, Rie see that the pseudd fr the random
effects model is 0.235, compared to the 0.323 nbthifrom the standard ordered
probit model used in our empirical results. Sinljlam panel “B”, we observe that
in Moody’s case the rating shopping variable i atatistically significant. The
Pseudo Ris also lower than that from our full model, esdted in table 3.9.

We conclude that this indicates that although wéaiabthe same signs on the
estimated variables, overall our data is bettetagx@d through utilising an ordinary
ordered probit model. This satisfies our findingsd aconclusions based on the

available data.

62 Estimation of the random effects ordered probitdeiois performed by applying the “reoprob” user-
contributed command, which was introduced to ST/Abftware by Frechette(2001a,b).
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Table 3.13 Random Effects-Ordered Probit Model

The Estimates are for the random effects orderebippmodel parameters using a panel data sampid @2
observations from 1995-2009 based on S&P's and Weadedit ratings. The beta coefficient estimatesfor

the independent variables in the linear part ofrttoelel. The model is based on only financial, gnaace, and
other variables The Lower boundaries for ratingegaty parameters are the estimates of the partition
parameters for the rating categories. The panel gabf firms over fifteen years from 1995 throu2®09
ranging in number from a low of 212 in 1995 to gthof 460 in 2009.

Coefficient Standard Z Statistic P-value
Error
Panel A: Random Effects Ordered Probit Model OufpuS&P Ratings(Pseudo™®0.235)
Size Measure (Log assets) 0.789 0.037 21.21 0.000
Market Beta -0.467 0.056 -8.39 0.000
Coverage Measure 0.044 0.003 13.53 0.000
Leverage Measure -3.436 0.272 -12.63 0.000
Profitability Measure 0.457 0.282 1.62 0.105
G-Score 0.099 0.014 6.88 0.000
% Institutional Investment 1.301 0.175 7.45 0.000
% of Outside Directors 1.900 0.222 8.56 0.000
Rshop -0.197 0.122 -1.61 0.108
Bcycle 0.089 0.013 6.63 0.000
RegFD -1.462 0.066 -22.14 0.000
BBB 6.841 0.380 18.000 0.000
A 10.220 0.413 24.740 0.000
AA/AAA 13.998 0.434 32.290 0.000
Panel B: Random Effects Ordered Probit Model OufpuMoody's Ratings(Pseud&80.256)
Size Measure (Log assets) 0.802 0.042 19.05 0.000
Market Beta -0.291 0.059 -4.94 0.000
Coverage Measure 0.037 0.004 9.40 0.000
Leverage Measure -3.254 0.290 -11.23 0.000
Profitability Measure 1.193 0.337 3.54 0.000
G-Score 0.053 0.015 3.63 0.000
% Institutional Investment 2.181 0.192 11.34 0.000
% of Outside Directors 3.765 0.215 17.53 0.000
Rshop 0.149 0.139 1.08 0.282
Bcycle 0.132 0.014 9.12 0.000
RegFD -1.621 0.070 -23.30 0.000
Baa 8.791 0.438 20.06 0.000
A 12.416 0.466 26.66 0.000
Aa/Aaa 16.256 0.500 32.49 0.000

Note: In our model three, we use financiakegaance and conflict of interest variables. Finanariables computed are
based on firm's financial information: These inéubverage measure-earnings before interest (EB)EDAterest charge,
leverage measure-long-term debt(DLTT) to total ws§€A), profitability measure - net income to totssets, and size
measure-log of assets. Market beta is based onvhéte of firm movement compared to NASDAQ/NYSE. WW&e three
governance related variables, G-Score based on &sngt al.(2003), percentage of Institutional Itwvest in firm's
common stock, and percentage of firm's outsidectiire on board. Other variables are dummies todee as proxies for
selected criticism on credit ratings: Rshop is & @ymmy for firms with three or more ratings to whmating shopping
behaviour. Beycle is a US GDP growth percentagel esea proxy to demonstrate economic growth anéhéss cycle.
RegFD is a 0,1 dummy for period showing pre retipiafair disclosure (1995-2000) and post regufatiair disclosure
(2001-2009).
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3.5 Concluding Remarks

This study examines the importance of various foenand other variables in
explaining the credit ratings issued by the two anajating agencies S&P and
Moody’s. We use index constituent issuer firms fr8&P500, S&P 400 and S&P
600 indices which have received ratings from bbth agencies. We examine 5192
firm-year observations from 1995 through 2009 sitily an ordered probit model.
Based on ordered probit estimations, we also exane prediction success matrix
to determine the goodness-of-fit of the estimatedieh We use three ordered probit
model estimations to reach our conclusions. Ourainmodel is based on financial
information only, and we subsequently add govereaetated variables and finally
three additional variables to demonstrate the impégotential criticism directed
towards rating agencies. In all our models, ouadeadplains Moody’s credit ratings
slightly better than S&P.

Our initial findings, based on our selected finahsariables, suggest that the size
measure has the most pronounced effect on thet ceditigs for both the agencies.
Interestingly, we also find certain difference imot rating agencies in terms of
impact of these financial variables. Market beta more effect on the credit ratings
from S&P as compared to Moody’s. The coveragerathich is also truncated in
our study to reduce the skewness problems, has mgertance in determining
Moody’s ratings than for S&P. In both the agencwes,find that changes in leverage
and profitability play the least important role ihe allocation of credit ratings.
However, overall we conclude that all financial isbtes are highly significant
factors in determining the assignment of credihgs.

We also determine the effects of governance vasabh firms’ credit ratings by

using a firm’s initial financial characteristics asntrol variables. Specifically, we

find that firm credit ratings are: (1) positivelgsociated with a higher G-Score,
indicating that firms with a greater degrees of ag@ment as opposed to
shareholder control have higher credit ratingsp(itively related to the percentage
of institutional investment; and (3) positivelyatdd to overall board independence.
In the case of S&P, changes in governance varidides the least impact of any
variables on the allocation of credit ratings. Wigispect to Moody’s, the percentage
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of board independence has a pronounced effectamiging the allocation of credit
ratings. By adding three governance variables, wd & slight improvement of
around two percent in the predictive success ohoanlel for both the agencies. This
indicates that financial fundamentals are the pmynsmurce of information used in

determining credit ratings.

Finally, we add three additional variables, whielm de associated with the general
criticisms directed towards rating agencies and sigjectivity elements involved in
the rating process. Our final model findings sugdfest the firms that have received
at least three ratings face more stringent ratiagdards from the two agencies. We
conclude that firms that exhibit rating shoppindnédé@our tend to get lower credit
ratings as compared to other firms. This suggéstdwo major rating agencies may
be concerned with their reputation. We also findtth variable capturing the
introduction of Regulation FD has a highly sigreint negative impact, suggesting
more stringent standards from the two agencies hagen in the post-Regulation
FD period. This has two aspects; first, after iduction of the Regulation FD,
market participants may have placed an increasalignce upon rating agencies
information and ratings, which in turn has made rthiEng agencies more vigilant
and stringent. Second, in line with Blume et a@98), rating standards appear to be
becoming more stringent over time, and firms neeidhprove firm characteristics in
order to maintain the same levels of ratings. Tierease in the number of firms
given low level ratings in our data is evidence shgports this hypothesis. We also
find a positive and significant sign on our proxy the stage of the business cycle.
This suggests that rating agencies are more strindering times of economic

turmoil and slowdown.

An important finding of this study is that incorpting these three additional
variables significantly improves our ability to dret firms allocated to the high
rating category. This suggests that subjective efgnplay an important role in
discriminating between high rating category issuewbere incorporating only

fundamentals fails to correctly predict higher datiems.

Summarising our findings, we conclude that the tating agencies differ in terms

of the importance placed upon the variable. We a¢ fmd any significant
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differences in the signs of the variables acrogneigs, showing each variable has
broadly the same impact on the assigned ratingsveMer, the importance placed
upon each variable by each variable agency isrdifte In the next chapter we
undertake further analysis to determine whethesalpgeferential differences are the

cause of the allocation of split credit ratingsetved between the two agencies.
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Chapter 4

Credit Rating Splits between Moody’s and S&P: Why @
Split Ratings differ?

Summary
The study investigates the factors determining spédit ratings between S&P and

Moody’s. This is the first study that investigatest only the likelihood of splits, but
also the factors that contribute to determining wihg agency has different ratings
than the other. We use financial, governance ahdrdactors that capture various
subjective elements to explain split credit ratinfise study takes into account both
splits at the notch and category level, and usesv@astage Bivariate Probit
estimation method. We use a sample of 5238 firmr-gbaervations from S&P 500,
S&P 400, and S&P 600 index constituent firms whighve ratings from both
Moody’s and S&P. We also investigate rating peesiseé in our sample. Our results
suggest that the split ratings are persistent. fiddings at the notch level indicate
that a firm having greater size, favourable coveragd higher profitability are less
likely to have a split. However, smaller firms witihhfavourable coverage and lower
profitability are rated lower by Moody’s compared $&P. In terms of governance
related variables, S&P and Moody’s have congruatmgs for a firm having higher
management control vis-a-vis shareholder rightsvéie@r, Moody’s places a higher
value on board independence and allocates firnts gther board independence to
high ratings than S&P, resulting in a split. Ourdings suggest the business cycle
does not play any significant role in deciding spletween the two agencies, but
rating shopping and the introduction of regulati®D increase the likelihood of
having splits. At the category level, we find theterage level differences along
with the other financial variables also play a riviexplaining category level splits.
However, neither the rating shopping behaviour ther percentage of institutional

investment plays any significant role in the likelod of splits.
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4.1 Introduction

Moody’s and S&P dominate the global credit ratimglustry’®>. Both the major
agencies have access to information that otherstmant houses and professionals
do not have, with this access supported by relevegulation§®. Despite having
access to such non-public albeit symmetric inforomatthe two CRAs do not always
agree on the assessment of credit quality. Apprately 20% of the US corporate
bond issues have category or letter I&mlit ratings, and about 50% of sub-ratings
or notch-level® ratings are splits (see for instance, Ederingtb¥8¢), Livingston
and Jewell (1998)). Irrespective of the reasongnokehlplit credit ratings, markets
can react by treating these split rated issuessaparate credit quality. Cantor et al.
(1997), Livingston and Jewell (1998) and Hseuh &mdivell (1988) find bond
yields on these split rated issues correspond tavarage of the two split ratings. In
a survey of the US and European fund managerso€antl. (2007) finds 16% of
the responding US fund managers use the highdreafto ratings, and 22% use the
lower of the two ratings. Similarly, responding fumanagers in the US also suggest
only 9% of the respondents always use results feospecific agency while the
others utilise results from any of the NRSRO ratinghis raises a question of
whether there is self selection by the issuergdemto obtain a credit rating from an
agency which they believe may be more favouraldpaled to their situation.

Ederington (1986) does not find any consistent dsemithin split ratings, and
concludes that split ratings are as a result al@emerrors. Morgan (2002) attributes
split ratings to the impact of asset opacity, asrcial firms having more opaque
assets are more likely to have split ratings. Hedyget al. (2006) reveals lower
quality financial reporting contributes to infornmat uncertainty, which in turn
creates uncertainty in the risk assessment, reguiti a split rating. However

Livingstone et al. (2007) shows there is a degfg@ecsistence in split ratings, as in

3 Moody's and S&P have a combined market share of. 8@Sgether with Fitch, the number three agency by
market share, they have over 95%. “Rating the ragencies” The Economist, May 31st 2007.

64 Regulation Fair Disclosure (FD), implemented ortdBer 23, 2000, prohibits U.S. public companiesnfro
making selective, non-public disclosures to favdurerestment professionals. This regulation hasxatusion
enabling rating agencies to have access to noriepunfibrmation.

55 When AA is different from A and AAA, but not frodA+ and AA-.
5 When AA is different from AA+ and AA-,
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their sample about two thirds of initially splitteal bonds remain split-rated four
years of rating transitions. This finding suggestsdit splits are not caused by
random errors, but there is a real difference ahiop by the agencies on the credit
assessment of an issuer or an issue. Morgan (2008 that split ratings are

lopsided, with Moody’s consistently on the downsiti®wever, at times S&P also
rates lower compared to its counterpart Moody’'sairsplit. It is important to

understand the factors that determine the likethoba split, and why one agency

places the same issuer in a higher or lower cayegumpared to the other agency?

CRAs have attracted considerable attention dubddibancial crisis of 2007-2008.
The “issuer pay model” concerns both the regulaémié investors, as it effectively
damages the information intermediary role of angaigency, and raises reputational
concerns for the rating agencies. Despite havitrgcieéd considerable literature on
the consequences of split ratings, little evideiscavailable on the determinants of
credit rating splits. Issuers depending upon theancial profile may only seek a
CRA where they expect to receive a higher credimga Similarly, investors making
investment decisions using rating information maybletter informed, if they know
why one agency places the same issuer higher @rtolRian sponsors and their fund
managers include a variety of rating-based guidslinin the contractual
arrangements; if they know the underlying factaratabuting towards rating splits
they may exhibit a preference for one agency olwerather. Becker and Milbourn
(2011) find evidence of rating inflation by Moodyand S&P in response to
increased competition following the market entraméethe third largest rating
agency, Fitch. This reinforces a need to furthedwtthe split credit ratings, and
analyse differences of opinion in relation to tletigular factors determining such

ratings.

These differences of opinion are of two types. Ofifference is at a category level,
and the other at a notch level. A category levieBnce may result in one agency
placing as issuer in a category lower than investrgeade threshold of BBB (Baa),
and may deprive issuers of investment opportuniies to investment guidelines
which allow investors to hold only investment gradsuers in their portfolio.
Similarly, these differences raise questions ofepbal rating inflation creating
problems from a regulatory perspective.
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The study investigates split credit ratings betw&&P and Moody's with the
objective of discovering why one agency rates loam other higher within a split
rating? To determine the factors behind this phesron, we utilise firm level
financial information as well as governance anceotubjective elements shown to
have explanatory power in the determination of itnedings. Previous studies have
shown that within splits, there is a consistenhdref “lopsided” behaviour, where
Moody’s is generally rating lower than S&P (see iftstance, Morgan (2002) and
Livingstone et al. (2007)). We study the factorseptially the underlying Moody’s
conservative stance on certain issuers and in ctmses S&P’s conservative stance
within a split. In addition to the factors deteriig split credit ratings, we also study

differences between splits at both the categorglland at the notch level.

Following Livingstone et al. (2008) we first obserthe persistence of splits in our
sample. Subsequently we estimate two Bivariate iPrelgressions to predict the
likelihood of splits at the category and notch lev& Bivariate Probit model

specification is more suitable in our setting, asthe first stage we observe the
likelihood of splits, and in the second stage, w¥thin a split, one agency rates
lower than the other. Our explanatory variablesukbe financial information based
variables, governance related variables, and tladditional variables used as
proxies to account for possible subjectivity behiine allocation of split ratings. We
utilise a sample of 5238 firm-year observationsrfir8&P 500, S&P 400, and S&P
600 index constituent firms which have ratings frbath the major agencies; S&P
and Moody’s. We estimate our bivariate probit regrens by considering notch
level and category level splits as a dependentbbriin the first model, and only
category level splits as a dependent variablearsgecification of the second model.

Our results confirm previous findings that splitimgs are persistent, and over half
the split rated firms remain splits even aftereigh years of rating transitions. Our
findings at the notch level indicate that in terofiginancial variables, a larger firm,
and favourable coverage and profitability measusekess likely to have a split.
However, smaller firms with unfavourable coveragel grofitability measures is
likely to be rated lower by Moody’s as comparedS&P. In terms of governance
related variables, S&P and Moody’s both keep coagruatings for firm having a
higher degree of management control vis-a-vis $iwdder rights. However,
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Moody’s places a higher value on board independandeplaces firms with higher
board independence in a high rating than S&P. Gherdhree variables suggest that
the business cycle does not play any significalet iroexplaining splits between two
agencies, although the rating shopping behaviodrthe introduction of regulation
FD increase the likelihood of having splits. Thé&raduction of regulation FD has
increased the likelihood of Moody’s placing a filower in a split. In terms of
category level splits, we find that leverage led#iferences along with other
financial variables also play a role in explainsugh category level splits. However,
neither the rating shopping behaviour nor the peege of institutional investment

plays any significant role on the probability olvirey a split at the category level.

One key contribution to the literature on splitditeatings is that, we do not limit
our analysis to the factors determining the liketilt of splits, but we further

contribute by analyzing which factors determine agency to have lower ratings
than the other. Ederington (1986) concludes that gplit ratings are caused by
random errors. Morgan (2002) finds split ratinge @ue to asset opacity, and
Livingstone et al. (2007) show there is a degreep@fsistence in split ratings.
Morgan (2002) finds the split ratings are lopsidedh Moody’s consistently on the
downside. Our findings suggest that split ratinge a@aused by fundamental
differences in relation to issuer credit profilsydawe isolate those factors that
determine the conservative and optimistic behavimspectively of these two
agencies. Second contribution is that we do nott lattention to only financial

variables in explaining splits, but we include gmance variables and other
subjective elements to observe their impact onlitedihood of splits. We also

contribute in terms of analyzing differences betwveetch level and category level

splits.

The organization of the remainder of this chapdeas follows: Section 4.2 provides
a literature review, Section 4.3 describes thesuand definitions of data utilised
and also presents the bivariate probit model, &ecfi.4 describes the empirical
results and discusses the findings and the robsstokeour results. Finally section

4.5 concludes.
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4.2 Literature Review

The initial research on the credit rating industrguses on the determinants of credit
ratings. However, as the use of credit rating im@tion increased, and the industry
switched from a user pay model to an issue’’papdel, other research avenues
opened up. One area that has attracted major cbseathe reasons behind split
credit ratings. Split credit ratings occur when two more CRAs differ on the
assigned credit quality of an issuer or an isspét &edit ratings convey additional
information to the market, as bond yields and priaee set upon the perceived credit
quality of the issuer. We observe that the reseamchsplit credit ratings has
concentrated in two major directions. |[The firsids¢s the causes of split credit
ratings, and the second branch studies the impaspld credit ratings on bond
price€®. Our research is more focused towards the firandr of the literature,
where we study the causes of differences of opibemveen the two major CRAs
S&P and Moody’s. This section of the literatureiesus the existing established
hypothesis and econometric measures used in cangugsearch on the reasons

underpinning split credit ratings.

Ederington (1986) is the first to explore possitdasons behind split credit ratings.
Using a data sample of 493 new bond issues frond 1®bugh 1980, he uses an
ordered probit model estimation using Mckelvey @adoina (1975) approach. The
study revolves around three main hypotheses: 1silits between Moody’s and
S&P signify difference in the risk standards of teagencies? 2. Does one agency
tend to rate some issues higher than the othei?o3splits evidence the highly
subjective nature of ratings? The selected sample 18% split ratings. It is
important to mention here that, during his sammdaual, only S&P was using the
notch system. Hence, in split ratings notch leypdits are not considered. The 13%
figure of split ratings represents a differenceategory level not at notch level, (for
instance AA is different from A, but not from AA-Yhe results reveal that the

ordered probit model explains Moody’s credit rasirdata better than S&P ratings.

®7 Fitch and Moody’s started to charge corporate issta ratings in 1970, and S&P followed suit a fgears
later. This was mainly due to increase in the useredit rating information after the 1970 receasituring
which many commercial papers issued by well-knossuérs defaulted. This prompted market participanmts
actively seek credit ratings.

%8 See for instance Cantor et al. (1997), Jewell anthgstone (1998) and Santos (2006).
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The log likelihood is higher for the Moody’'s (lowan absolute terms), and the
variance of the error term is higher for the S&ReThigher variance term leads to
two important interpretations. One is that S&Pass| consistent in rating industrial
bonds, whereas another is that S&P uses additiofamation that is not included
in the Ederington (1986) model. The first interptiEtn implies that S&P ratings are
less useful. However, the second implies that S&fhgs are potentially more
useful as they incorporate more than simply finahiciformation. The study reports
no evidence in the sample of a difference in statgjdhat one agency consistently
sets higher division points between all ratingsttaes the other. Similarly, there is
no evidence that they assign different weightsh® major financial accounting
measures. The conclusion reached is that the spiihgs represent random
differences of opinion on issues whose creditwodhbs is close to the borderline

between rating categories.

However, Livingston et al. (2008) argue that spiing are not completely caused
by random errors. To address this issue it analyilsegersistence in split credit
ratings, by following the rating transitions of lsnwhich are split-rated at issuance.
They use a sample period 188through 2000, and all the issues included in the
sample have ratings from both S&P and Moody’s. Témults reveal that bond’s
with split ratings experience more rating changesanmpared to those with non-split
ratings. However, over 50% of the sample of spkdd ratings remains split ratings
even after four years of rating transitions. Thésdings suggest that the random
differences hypothesis proposed by Ederington (L8&éds further research. If the
two agencies maintain the relative creditworthinelssplit ratings, even four years
after initial issuance, this shows that splitsenst just because of random errors. In

fact, this appears to indicate fundamental diffeesrbetween the two agencies.

Moon and Stotsky (1993), using determinants ex¢chéitom the stated rating policy
of S&P and Moody’s as explanatory variables, stildycauses of split credit ratings
for municipal bonds. They use a cross-section afioipalities with a population of

25,000 people in the year 1981. They use a tot@9a@f municipality observations

% They start their sample from the year 1983 as Maoiyroduced notch level credit ratings in the y@882,
while S&P started notch level credit ratings in trear 1974. By introducing notch level modificatipnating
categories are further divided into plus and misyrabols in case of S&P and numbers 1 and 2 to Msody
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with outstanding debt. Of these, 252 are rated dith bhe rating agencies, and 475
are rated only by Moody’s, 4 are rated only by S&Rd 161 are not rated by either
of the two agencies. Using a four-equation systestimated by smooth simulated
maximum likelihood techniques (SSMLE)they construct minimuny® tests on
cross-equation restrictions based on optimal miningiistance estimations (ODME).
The four equations are specified to incorporatedganate latent variables and
covariates. The first equation is based on a cipyepensity to obtain Moody’s
ratings, the second equation is Moody’s perceivskimess, the third equation is a
city’s propensity to obtain S&P’s rating, and tfestl equation is S&P’s perceived
riskiness. These equations and correlation coeffisi between different equations
test various hypotheses. First, whether agenciegghivethe determinants of
municipality ratings equal? Second, whether thereany issue of self selection
related to a preference for one agency over therdii the market? Also, whether
grouped rating classes (i.e. AAA, AA, etc.) repreédbe same risk classifications for
Moody's and S&P's. (They test whether thresholdfictents are the same to a
factor of proportionality). Their empirical resulsuggest self selection is only
observed in Moody’s, where they find municipalitiggh low Moody’s ratings are
less likely to obtain further Moody’s ratings. Ohet contrary, the correlation
coefficient between city’s propensity to obtain S&Rings and riskiness perceived
by S&P ratings is insignificant. This suggests ¢hiexr no self selection issue in the
case of S&P, though their sample has a very lowhmrnof observations of S&P
ratings and there may not be any systematic relasbimd these findings. Empirical
results suggest there are differences in ratingraehants as well. They find rating
determinants in S&P such as number of owner-ocdupngts, per capita income, the
proportion of nonwhites population, per capita ¢ebe level of debt relative to
income, southern and western region dummies, argkda municipality dummy
variables to be insignificant, whereas these agaifstant in Moody’s. They also
find the thresholds for both Moody's and S&P’s aldferent and strongly
significant. They interpret this significance ae tiwo rating agencies credit ratings

representing different risk categories. The sigaifice of rating determinants may

°The study adopts SSMLE proposed and applied bydBeBsipan et al. (1990), and Hajivassiliou (1991).
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well be due to the differences in sample size, therosimilar studies on rating
determinants do not show significant differencesorddver, the study uses
municipality credit ratings and its findings caneaisily be associated with corporate
credit ratings, as studies related to corporatengst do not find significant

differences in rating determinants.

Cantor and Packer (1995) report that split creglings are more evident for junk
bond* ratings than for investment grade bonds. They aport that, in general,
Moody’'s and S&P ratings are congruent and spilbhgstare more visible when we
compare the two big CRAs with smaller CRAs. Thepgoré that smaller rating
agencies consistently rate higher on average thantwo major agencies. For
instance they report that the Duff and Phelps atah Fatings are between 1 and 1.5
rating notches higher than the ratings from Moodysl S&P. They argue that the
split ratings between the big two and the othdngaagencies signify differences in
the rating scales for evaluating credit risk. Hoeg\they argue that rating splits are
more apparent in cases where we compare two ratisigg ratings for junk bonds,
bank debt, and mortgage-backed securities. Thes#lesmating agencies assign a
higher credit ratings compared to the big two gfaigencies, and one ulterior motive
behind obtaining a third rating in the case of jlookds is that it may enable issuers
to climb out of the junk category into the inveshmhgrade category. The study
maintains that the two major rating agencies issaegruent ratings, whereas
numerous other studi€geport split credit ratings between the two majgencies.
Secondly, Santos (2006) finds mid-quality bonds laghly likely to have a split
rating and bonds with very high and very low creglitlity have a lower likelihood
of splits.

In another study, Cantor et al. (1997) use a csestion of sample of 1137 corporate
firms and compare credit ratings issued by the foRAs in one year, 1993. They
use the two major agencies, Moody’s and S&P’s gatas mandatory agencies, and
introduce two additional credit ratings by DERind FitcH* in order to compare

"1 Cantor and Packer (1995) classify a junk bond whendy’s or S&P rate an issue lower than BBB- level.

2 ppproximately 20% splits are reported at categemel, and around 50% at notch level (see, for examp
Jewell and Livingstone (1998) and Livingstone e{2007).

3 Duff and Phelps Credit Rating Agency (DCR), which egating a wide range of companies in 1982, has
researched public utility firms since 1932.
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rating differences between mandatory and optiogeheies. Following Heckman’s
(1979) estimation method they employ a two-stepr@gogh to account for sample
selection bias in the first stage and differenceating standards in the second. The
sample selection bias occurs when the additionad<C&e asked by issuers to rate
issues, instead of relying upon unsolicited ratifgsm the two major rating
agencie&. In the first stage they use probit regressionsstimate a firm’s decision
to have a third rating to demonstrate whether ra fixhibit any bias in selecting a
third rating agency. They use different explanatasgiables such as the location of a
firm, the amount of time a firm is active in pubtiebt, the amount of long-term debt,
leverage ratios, coverage ratios, profitabilityiast weighted average ratings from
S&P and Moody'’s, rating differences between Moodytsl S&P, and marginally
below investment grade ratings from Moody’s and S&Pthe second stage, they
use an ordered probit model to estimate differenicesating standards. The
dependent variable represents three qualitatiierdiice categories (higher, same,
or lower) between mandatory and optional ratingnages. In the second stage they
estimate three ordered probit models by using thestant and inverse Mills ratio
obtained from the first stage probit regressionse Becond model adds industry
dummies while the third model also includes foudiadnal financial variables;
leverage, coverage, profitability, and the log efets. The method helps them to
investigate the following two hypotheses: H1: Saamglection bias does not cause
the optional agency’'s average ratings to be differelative to the ratings of the
mandatory agency H2: After accounting for sampleed®n bias, there is no
difference between the mandatory and optional agehcating class. H2 is more
relevant to our study, and an alternative to Htha there are differences in rating
scales even after accounting for sample selecti@as Bhey conclude that firms are
more likely to obtain a third rating if they arada and experienced issuers in the
capital markets. They find evidence that theseooli agencies have laxer rating
scales compared to two mandatory agencies. Thelmiys provide no evidence to

suggest that an issuers’ decision to obtain moa@ tiwo ratings is influenced by

" Fitch Investor Services is the third highest drediing agency in terms of rating coverage andahegting
service in 1924.

S Moody’s and S&P are the only two agencies thatdssusolicited credit ratings. These are called ratorgt
ratings by Cantor and Packer (1997).
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these factors. This study provides a new methoéstimating rating differences
between the two big and two small rating agendoes, does not provide much

analysis informing the differences between the tnegor agencies.

Pottier and Sommer (1999) study the credit ratifgsinsurers. Following the
Cantor and Packer (1997) approach, they conduebesstage maximum likelihood
estimation method. In the first stage they deteemime decision to be rated, to
control for selection bias, and in the second sthgg estimate two separate models
to observe rating differences between agenciesldfglences in rating determinants
across agencies. They use a sample of insurerciadastrength ratings and use three
rating agencies A.M Be$t Moody’s and S&P’s credit rating information. Ihet
first stage probit regressions, they use a stangasdit model to determine the
decision to be rated by using the credit ratingenfreach agency as a dependent
variable. They utilize explanatory variables suskstatutory capital divided by total
assets, net income divided by total assets, theepgrge change in net premiums
written between 1994 and 1995, the number of died@ses, the line-of-business,
investments in speculative grade bonds dividednyested assets, common stock
investments divided by invested assets, reinsuraindded by the sum of direct
premiums written, whether the firm is publicly testj and natural logarithm of total
assets. In the second-stage, using the same seariables, they estimate two
separate models using the ordered probit estimatiethod. In one second stage
model, they use credit ratings as dependent vagabdr three different rating
agencies to observe differences in rating detemténdn another model they use
ordered numbers to represent the rating differeaossng the three agencies. These
three ordered differences demonstrate lower cratiings, equal credit ratings and
higher credit ratings by differences between A.MsBand S&P, A.M Best and
Moody’s and S&P and Moody'’s. In their rating deteramts results they find only
two variables, representing size and investmefunik bonds, are significant in the
Moody’s model, whereas a higher number of variablessignificant using S&P and
A.M Best ratings. This may suggest Moody’s usey @anbmall number of factors
available in public domain and relies more on gevaer qualitative information. In

their other model, where they use rating differsnas the dependent variable, they

8 A.M. Best is a specialized rating agency focussingusively on insurer financial strength ratings.
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find only two variables are significant in the mbder A.M. Best compared to
Moody’s (size and line-of-business diversificatio®lso when comparing S&P
against Moody’s they discover six significant vates (common stock, Investments,
size, capitalization, growth in premiums, profitéipj and long-tail lines percentage).
These results suggest rating agencies have diffstandards and that indeed they
differ on the basis of the statistical significaratéributed to the coefficients. The
significant differences in the rating determinasuiggest all three rating agencies use
different proprietary models and allocate differexgtight to these factors resulting in
split credit ratings. These results are only apylie to insurance business, as such

the rating determinants differences are not apiplécan corporate credit ratings.

Another hypothesis put forward to explain splitirgs is proposed by Morgan
(2002), who demonstrates that issuers with spétitrratings have more opaque
assets. He argues that split ratings are more comimbond issues from financial
institutions. Such asset opaqueness leads to graaadyst disagreement from the
agencies. He concludes that split ratings tencemoain splits, as long as the assets
for the firm remain opaque. Findings reveal th@éarcial institutions having opaque
assets will have a greater tendency to have silitgs. He investigates the pattern
of disagreement between Moody’s and S&P using ttagings on 7,862 new bonds
issued publicly by U.S firms between January 1988 duly 1993. To test whether
the disagreement is higher for banks, the studynatts both probit and ordered
probit model regressions. Morgan (2002) finds thatagencies do indeed disagree
more frequently and more widely over banks. Sgting between the two raters

over banks is not symmetric, but lopsided, with llge lower on average.

Santos (2006) studies the impact of split credihgs and state of the economy on
bond yields. He first ascertains the determinaritspit credit ratings between
Moody’s and S&P, and then he conducts analysishe$d split credit ratings on
bond yields. His sample includes 10,050 bonds tsleing 1982 and 2002, and
excludes financial firms. In the first section, iiges a dummy variable to identify
split ratings at a notch level, and includes itaadependent variable in a series of
probit regressions. He uses the average ratingeofwto agencies as an independent
variable to use as a proxy for creditworthinessfifd out if mid-quality issuers are
more likely to obtain a rating split than issuensesther tail of the rating distribution
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he also considers a quadratic form of this proxigi;mmodel specification. His study
also includes a dummy to reflect the state of tb@nemy, which indicates if the
bond is issued during a recessibnHe uses bond properties, for instance the
maturity of the bond, the amount of an issue, wérethe bond has a call option, a
put option, or a sinking fund, whether it is a $hmind, and finally whether it was
privately placed, as control variables. In addittorbond specific features, he also
includes issuer specific features such as its sectivity as defined by SI€one-
digit code, whether it is a public company, the bemof times the company has
issued bonds since 1970 and the length of timesdime company’s last bond issue.
The results reveal a concave relationship betweeaplia credit rating and bond
creditworthiness when comparing the two linear gunddratic model specifications,
the results reveal that the likelihood of a sptiédit rating is better explained by
adding an additional quadratic form reflecting aggr rating. This shows that the
likelihood of a split rating first increases anceithdecreases. In other words, an
average bond rating in his sample is most likehjh&we a split. He also finds an
insignificant coefficient on the recession dummy.dnother model specification,
when he uses an interaction term between a receskioimy and a proxy for
creditworthiness, he finds the recession dummyetsignificant. This shows that the
mid-credit quality bonds are more likely to haveating split than bonds on either
tail of the distribution in terms of bond creditwluness.

Livingston et al. (2007) further study the assedgqeness issue on a sample of new
bond issues between 1983 and 2000, a total of bbs@rvations. They exclude
financial firms, as Morgan (2002) relates finandiains’ asset opaqueness to split
credit ratings. They use accounting, opinion andketamicrostructure proxies to
demonstrate asset opaqueness in firms, and empb®ries of probit models to
observe the impact of the selected variables ah@edit ratings. In the first model
they use selected proxies to show the impact abladng and other variables on
split credit ratings. In the second model they #ddadditional, ordinal S&P rating,

""He uses period of recession on the basis of bssiogcle information available through The NatioBateau
of Economic Research (NBER).

8 Standard Industrial Classification Codes attemptléssify industries according to similarities inogucts,
services, and production and delivery systems. Sé@e€ organize industries in an increasing levelletail
ranging from general economic sectors (i.e. manufag, services) to specific industry segment®. (i.
commercial sports, laundry businesses).
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and in the final model instead of ordinal creditinrgs they use cardinal rating
dummies. The statistical significance of their asggmqueness proxies shows that
firms with more opaque assets have a higher protyabif a split rating. Their
second model suggests that there is no monotolatare between credit risk and
split ratings. However, the final model revealsttjumk bonds are more likely to
have split ratings than are investment grade bdndzsddition to split credit ratings,
they also find that two thirds of the initially gplated bonds remain split-rated four
years after the initial issuance. Their resultsgest that split rated bonds may be
priced to offer additional risk premiums to compersfor the uncertainty regarding
the issuing firm’s fundamentals. Haggard et al.0@0examine the opacity of a
firm’s information. The financial statements areepared in accordance with
accounting principles and regulations; there exastsssue regarding the quality of
these statements. Haggard et al. (2006) revedisaotivar quality financial reporting
contributes to information uncertainty, which cematuncertainty in the risk

assessment of rating agencies.

The literature on split credit ratings is somewhabnclusive, and further research is
required. A few areas that are not explored safarthe differences between splits
on both a category level and notch level betweem twajor agencies. Secondly,
further research is required to include variablé®othan financials as determinants
of splits. In the literature analyzing the deteramts of credit ratings, many variables
associated with governance issues are also assaigth the credit ratings. These
variables have not yet been utilized as potengtmininants of splits between the
two agencies. Evidence suggests (for instance, 80(8002)) that Moody’s rates

issuers lower on average, suggesting a more catsarvapproach from Moody's

than S&P. However, in a few cases S&P is lower with split. In this chapter, we

study these differences in the context of the egdtterature, by focusing on factors

determining agencies to rate lower than other.
4.3 Data and Methodology

4.3.1 The Data and the Data Sources

Data is collected from a variety of sources for data window from 1995 through

2009. The data set constitutes an unbalanced pavering fifteen years. The
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selection of fifteen years of data span enablestilndy to cover a variety of stages in
the business cycle. We not only witness recesstoiog in the year 2001 and 2008-
2009, but also witness high and steady economiathrin other years. We select

a portfolio of issuer firms from S&P 560 S&P 400" and S&P 60 index
constituent firms. We limit our portfolio to thesalex constituent firms, because the
variables we use in our models evidence some limits in terms of data
availability. The data for the G-Index is only daaie for the three above mentioned
indices. We consider this sample to be a repreteataf the whole universe of
corporate issuer firms, as the three indices irvdarge, medium and small size
firms, accounting for around 85%of the U.S. equity market share capital. Based on
the availability of credit ratings and other datar final sample produces an
unbalanced panel over the fifteen years, consisiing234 firm-year observations.
From these 7234 observations, we further filter gample and exclude firms from
the Financial and Utility sectors. Following Blune¢ al. (1998) and Ederington
(1986) we exclude financial and utility industrynfis, as they work under different
regulations, and they are accessed using sepatatg methodologies by the two
agencies. After excluding financial and utilitynfis, our sample encompasses 5238
observations. We have 471 issuer firms in the 28&9 having credit ratings from
both the agencies, and we track credit ratingohisind other financials of these
firms depending upon the data availability until9%9 This constitutes an
unbalanced panel of 5238 firm-year observationsvéd@r, in the year 2009, our
sample of 471 firms excluding financial and utilisgctors, we have 276 (59%)
issuers from S&P 500 index, 132 (28%) from S&P 4fdkex, and 63 (13%) from
S&P 600 index.

® According to National Bureau of Economic ReseaMBER), the 2001 recession lasted for eight month from
March 2001 till November 2011, and 2007 lastedefghteen months starting December 2007 till Jur®920

8 The S&P 500 has been widely regarded as the mege jauge of the large cap U.S. equities marikeesthe
index was first published in 1957. The index ha®roWS$ 4.83 trillion benchmarked, with index assets
comprising approximately US$ 1.1 trillion of thistal. The index includes 500 leading companieseading
industries of the U.S. economy, capturing 75% cagerof U.S. equities.

81The S&P MidCap 400 provides investors with a benahnfier mid-sized companies. The index covers over
7% of the U.S. equity market, and seeks to remaiacurate measure of mid-sized companies, reflptltie
risk and return characteristics of the broader aa@g-universe on an on-going basis.

82 The S&P SmallCap 600 covers approximately 3% ofdbmestic equities market. Measuring the small cap
segment of the market that is typically renownedpfor trading liquidity and financial instabilityhe index is
designed to be an efficient portfolio of compartieat meet specific inclusion criteria to ensuret ey are
investable and financially viable.

83 Source S&P websitérttp://www.standardandpoors.com/indices/main/en/eu
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There are three stages in the data collectionfitsieinvolves obtaining data for the
credit ratings from S&P and Moody's. We use Comaugthrough WRDS) to
extract data for S&¥ long-term domestic issuer level firms. We use datan

Bloomberg to collect long-term issuer level data Ktoody’s®® credit ratings data.
For both CRAS, we assign a rating to each spefiific as of December 3iof each

sample year. As ratings may change during the yeanly consider credit ratings
assigned as of end-December every year. Our fiortias 1500 firms, but for the
analysis, we only consider firms with ratings ob&al from both the CRAs. Firms in
our selected portfolio rated only by one rating re;ye S&P or Moody’s, are not

considered for inclusion in the analysis.
Financial Variables

The COMPUSTAT annual files are the source of daikection for computing
financial ratios. We compute different accountingl dinancial ratios to indicate a
firm's profitability, leverage, coverage and sierevious studi€$ use different
accounting ratios to show a firm’s financial riskased on this prior literature, we
select seven ratios to characterize a firm’'s leyeraoverage and profitability. The
two leverage ratios in the study are (DLTT (totald-term debt) to total assets), and
(DLTT+DLC (total long-term debt + debt in currerdhilities) to Total Assets). Two
coverage ratios are selected for each firm, (EBIT(@Arnings before interest) to
XINT (interest charge)) and (OIADP (operating inaafter depreciation) to XINT
(interest charge)). Three profitability measures eomputed: (OIBDP (operating
income before depreciation) to Net Sales), (EBITarnings before interest to
sales) and (net income (loss) to total assets).

8 The S&P's issuer credit rating is a current opirdban issuer's overall creditworthiness, apantfits ability
to repay individual obligations. This opinion foesson the obligor's capacity and willingness to tnitsdong-
term financial commitments (those with maturiti€ésrmre than one year) as they come due.

8 Moody’s credit ratings are opinions of the cregiifality of individual obligations or of an issuergneral
creditworthiness (without respect to individual delbligations or other specific securities).Theyd@ss the
possibility that a financial obligation will not Benoured as promised. Such ratings use Moody'da&I8cale
and reflect both the likelihood of default and dimancial loss suffered in the event of default.

8 see for instance, Horrigan (1966), West (1970pugoand Soldofsky (1969), Pinches and Mingo (19%8 a
1975), Altman and Katz (1976), and Kaplan and Ur\t979), and Blume et al. (1998)
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As mentioned above, a number of other studies dentira positive relationship
between firm size and credit ratings (See for msta Kaplan and Urwitz (1978) and
Blume et al. (1998)). We measure firm size by usheg natural logarithm of total
assets, using COMPUSTAT annual files to collectvhkies for total assets. Total
assets are also used in the computation of ceptaiiitability measures. We follow
past research by including the equity beta as suneaf systematic risk. Blume et
al. (1998), for example, say that a firm will bedeable to service its debt for given
values of its accounting ratios as its equity riskreases. Firm level betas are
obtained from CRSP indices/deciles: portfolio assignts. We use the year-end-
beta daily file to collect firm level beta values feach year. Company based beta’s
are available for NASDAQ and NYSE/AMEX.

Governance Variables

In our study, we also use three governance reladdbles. These three governance
related variables are: the G-Score developed ingeosret al. (2003), the percentage
of the company’s stock held by institutions, anthfiy the percentage of the board
of directors who are not also officers of the firtlie collect data for the G-Score
from the RiskMetrics-Governance legacy databases iStupdated every three years.
We use the RiskMetrics-Directors Legacy to colliectthe percentage of the board
of directors who are not also officers of the firfrhe database starts from 1996
onwards; we note that we have repeated the pegentaported for 1996 in 1995.
Since, changes in the composition of the boardnatevery frequent, we do not
expect any significant changes in one year. WeTlsmnson Reuters-Institutional
(13F) holdings-s34 to collect data for stock heldIbstitutions. The December
database for each of the years 1995-2009 is usenif@nalysis.

Other Variables

On the basis of their failure to predict major avgie failures such as Enron and
WorldCom credit agencies are criticized for havangotential conflict of interest.
The current market structure of the “issuer pay efiodurther reinforces this
criticism, as agencies are also criticized forragin favour of their clients. In our
study, we also include different proxies to attenptaccount for this general

criticism and potential conflict of interest withthe rating agencies business. These
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proxies may help us to further explain rating spdicross the two agencies, as if they

can capture any subjective elements which lie lwebpiit ratings.

The first variable we observe relates to potemaéihg shopping behaviour within
issuer firms. We use a dummy variable equal tofona firm having three or more
ratings and zero otherwise. The two rating agensiesuse follow an “issuer pay
model”, so it is possible that issuers with thregenmre ratings seek additional
ratings in order to enhance the credit rating.ir&’s credit rating history is obtained
from Bloomberg. Any impact of rating shopping dumrag rating splits may
demonstrate subjectivity within rating system. Bacland Milbourn (2011) find
evidence of rating inflation by Moody's and S&P mesponse to increased
competition following entrance of the third largesiting agency, Fitch. The
inclusion of rating shopping dummy would demonstrahe impact of rating

shopping on the likelihood of having a split rating

We use a dummy for the Regulation FD legislationplemented on October 23,
2000, which prohibits U.S. public companies fromkmg selective, non-public
disclosures to favoured investment professiondtss Tegulation has an exclusion
enabling rating agencies to preserve their aceeasr-public information. Jorion et
al. (2005) show that after the introduction of reagjon FD, the information effect of
credit ratings on stock prices, as measured byntpact of a credit downgrade and
or upgrade appears to be much greater. In ordekéaccount of this possible effect,
we incorporate a dummy for the post- and pre-reguia=D period. A zero dummy
variable is used for the pre-regulation FD, anddtemy is set equal to one for the
post-FD period. The sign on this dummy variablddates if regulation FD initiated
any change in the rating agencies approach tovamsigning firm ratings. The sign
and significance of this dummy variable informsassto whether the introduction of

this favoured regulation increases or decreasesdtiwrrence of rating splits,

We also use a proxy to capture stages in the asingcle. We use the annual
percentage growth of GDP as a proxy for the busimgsle. Data is collected for
GDP growth percentages from the World Bank websitieere historical data is
available for member countries. A priori, we dot mecessarily expect a rating

agency to follow different rating standards, buhegative (positive) sign would
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suggest some validity to the criticism they becatieter(lenient) during recession

periods.
4.3.2 Methodology

We initiate our empirical analysis by presentinguanmary data description for our
unbalanced panel of 5238 firm-year observations1fi®95 through 2009. We also
track the persistence of our split-rated issuers raan-split rated issuers within our
sample, using the Livingstone et al. (2007) mettwdrack split rating transitions
during our data window. To track the rating traiosis, we further divide our sample
into four sub-samples. This is undertaken as omp#ais an unbalanced panel of
firm-year observations. We track the rating historynly those issuer firms that are
index constituent of S&P500, S&P 400 and S&P 6Qlices at the time of our data
collection in December 2010. Since, we do not hé#teen years of data for each
issuer firm; we have a different period of ratingtbry for each firm during the
fifteen years of our data window. Our four sammes: 1 firms with all the fifteen
years of data 1995 through 2009, 2 firms with twehears of data 1998 though
2009, 3 firms with nine years, 2001 through 2004] 4 firms with six years from
2004 through 2009. Each of these four sub-sampleeis further divided into three
groups. First, for each sample we analyse issiratshiave congruent ratings at the
beginning of each sample period. A second groupptises issuers having splits at
notch level at the beginning of each sample pertodally, we have a group of
issuers that have splits at the category levehatheginning of the sample. We
present all these rating transitions during the fub-samples graphically. To have
sufficient observations in each sub-sample, we oahsider these four sub-samples.
For instance, an issuer having fourteen years tofgdistory is considered in the
year 1998-2009 sample and is grouped in a waywkabnly start its rating history
from the year 1998-2009. This way we are able tainkenough observation in each
sub-sample to help us further substantiate ourrfgsl

We then present the estimates from the bivariatéeinexplained below. We are the
first to use bivariate probit estimation methodsciadit ratings settings; however,
previous literature” documents its use in differacademic areas. For instance, Cotei

and Farhat (2011) use bivariate probit model talysttirms’ debt-equity choice.
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They utilise first stage regressions to have firmistision to have an external or
internal funding. In the second stage, within exaérfunding, they study choice
between firms’ decision to issue debt or equitymigirly, Rayton (2006) uses
bivariate model to observe link between employeesmmitment to their

organizations in the first stage, and job satigbacin the second stage.

In our study, the bivariate approach allows us tfoe possibility that a CRA’s
decision towards a split rating and whether to @llever (or above) within a split
are jointly determined, rather than the resultrmfependent processes. We use two
separate dependent variables to estimate two bteamodels. In the first model, we
take differences at both notch level and categevgllas our dependent model. In
the second model, we only consider category leifidrdnces to be a split, and use
split dummies as our dependent variable in the ftage of our model. In both
models, when conducting the second stage probiessmpns we use S&P lower
within a defined split as a dependent variable. Moelel is explained further below.
Next section describes our bivariate probit modetome detail, but focuses on the
practical implications of the approach. Interesteaders may consult Greene (2003)

for full technical details of the bivariate prohpproach.
The Model

Let Splitsgp owerbe a vector of observations of thefirm within our , sample of
firms having S&P ratings lower than Moody’s in ditspLet W be a vector of

independent variables that influence S&P lowengaiwithin our ¢, firms.
We can specify this equation by:

Splitg gp ouer=01 Wi (4.1)

whereg; is a vector of coefficients anglis a disturbance term in the sampldirms

which both have a split rating and also have S&Rdwer in the split.

There is a sample selection issue evident in thatexn (4.1). The whole sample
contains firms that have congruent ratings as asHBplit credit ratings from the two
agencies. Split rated firms are further sub dividged two groups, where S&P rating

is lower, and where Moody’s ratings is lower respety.
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The equation with Spliégp Lower(SPlit moody's Lowe) Within @ sample of issuers is only
observed when there is a split credit rating, anthiw that split we have S&P

(Moody’s) rating lower than Moody’s (S&P). Thesesebvations are all part of a
non-random process, and our specification selediwuld be able to address this
issue. To resolve this issue, we specify a bivanmabbit model, which is discussed

in the following paragraph.

Let y*l‘ represent the propensity of firm 1 to have a sgliher than congruent credit

ratings from Moody’s and S&P. This propensity tavédaplit credit ratings is given
in equation (4.2):

_ (Oifyf <0

1= \1ify; >0 (4-2)

Wherey’; > 0 shows that firms with a higher propensity to haveplit credit ratings

from both the agencies.

Firms having higher propensity to have a split dretings are subsequently further
divided into two categories. Leb yepresent the corresponding propensity to have
S&P a lower credit rating within split rated firm3his shows that jyis only
observed when we have a split credit ratings withinsample i.e. 1. The term y
shows whether S&P is rated lower within split rginvalue y=1 is assigned to a
firm with S&P lower ratings and,y0 to a split rated firm rated lower by Moody’s.

This is shown in equation (4.3).

Y2 =

(OlfyZSO 4.3)

1ify; >0
The two equations (4.2) and (4.3) represent tweriatated decisions by the rating
agencies. We are interested in modelling a ratgeneies decision (i) to have a split
rating and (ii) to place higher or lower comparedtlie other major agency. We
consider the following specification of the BivaaaProbit Model to allow us model

these two interrelated binary decisions.

Suppose Spkkep ower iS ONly observed whemyl and y=1, while Splifisody's lower IS
only observed when;y1 and y=0. The specification model for a firm i is shown i
equation (4.4).
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1 ify; >0

0 Otherwise

1 ify;>0

0 Otherwise (4.4)
E(Splitsgpiower|W,y2 = 1,y; = 1)

E(SplitMoody’s Lower|W' y2 =0,y = 1)

y1 =0oXy +uy,y; = (
y2 = BXy +uyp,y, = (

Sl=81W+€]{

wherea, 8, & vectors of coefficients, X X, and W are are vectors of independent

variables angi, po, g are disturbance terms.

Equation (4.4) summarizes our bivariate probit nhoBest, we have a preference
over ratings with splits and no splits, and thenhage a preference of one agency
rating lower in a split. If the error terms in tweguations concerning the decision to
have a split, and whether to have lower or highea split are independent, i.e. Cov
[u1,u]=0, we can just estimate two separate probit neod&ihce, the two decisions

are interrelated the error can be written as:

u, =n_.+¢
’ (4.5)
u; =n,te
In other words the errors in each model consisingf part;, €, that is unique to that

model, and another pagt that is common to both. In this particular cake, tormal
probabilities are non-independent probabilitiesttesy depend upon the common
value ofy,_. As such, we are required to calculate the jonatbpbilities for non-
independent events, which is given by:

_ =R =1y; =D xXP(y2=1) (4.6)
Pyi=1y:=1) =Py1 =D XPy,=1y;=1)

There is no convenient formulation of the bivariateoice model based on the
logistic distribution (Greene and Hensher (2009)ypically a bivariate normal
distribution is used, and we follow the same procedoy assuming a bivariate
normal distribution for the two standard-normaligtdbutedu,. Their joint density

is:

®(ul,u2) =

1 1 (u? + u$ — 2pu; u, 4.7)
1—-p2

exp
2T0y10y2y 1 — p? [ 2

157



wherep is a correlation parameter denoting the extemttich the twou,, u, covary.

Their joint cdf is:

fulfuz @, (uy, up, p)duy du, (4.8)

We use theb, distribution to estimate our bivariate probit madét other words,
typically we assume that the error terms are inddget and identically distributed
as standard bivariate normal with correlation doedht p.

E{uy[xq, %2} = E{uzlx1, %2} = 0

Var{u, |x;,X,} = Var{u,|x,x,} =0 4.9
Cov{uy, uz[x4, %2} = p

The bivariate probit model utilizes maximum likeldd estimation (MLE), the
parametep, ,estimates the correlation between the error teriniBeotwo equations
explained in equation (4.4). If the MLE estimatetioé¢ correlation coefficient, ,is
significant, then we prefer the Bivariate probit deb over independent probit
estimations. This is generally referred ta@su, ~¢,(0,0,1,1, ). Given this, we are
now able to make probability statements abeut y

Ui

=)o f_uozol $2 (%181, X2B2; p)duydu, (4.10)
= O, (x1B1,%2B2,p)
The log-likelihood is just the sum over the foussible transition probabilities,

P(yii=1Lyz=1)

multiplied by their associated probabilities. Thg likelihood for the bivariate
probit model is:

n
InL = Z 1lnCI)z (xlﬁl.xzﬁz,p)
1=

+yi1 (1 = yi)In[d (%1 Bry - P2 (x1B1, X2 B2, )] (4.11)
+(1 = yin)yi2In[d(x2B82) — @, (x1B1, X282, )]
+(1 —yi) (A = yi)In[1 = (x4 1) — d(X2B2) — P2 (x1B1,X2B2,p)]

where @, denotes the bivariate standard normal cdf witheatation coefficient p

and¢ is the univariate standard normal cdf.
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In equation (4.11)(1)(X1B1)_(I)2(X1Bl,XZBZ,p) is just the probability that; =1 minus

the probability thay,=y,=1, in other words in captures (y; = 1,y, = 0).

We also estimate the marginal effects by computing derivatives of joint
probability of having a split and having S&P loweithin a split by following

equation:

Prob{y; = 1y, = 1|x1x,} = D, (X131:X2|32:P) (4.12)

4.4  Empirical Results

This section presents and discusses the empigsalts of our study. We begin the
empirical section by presenting descriptive stagsvf our sample of 5238 firm-year
observations through our data window, 1995-2009. Wden explain the

characteristic persistence of split credit ratingeough graphical presentation of
rating transitions within our four sub-samples. dflyy we present our two-stage
bivariate probit regression models, first by ussglits at the notch level as the
dependent variable, and then using splits at tihiegoay level as the dependent
variable. We also compare the two bivariate probitdels and draw conclusions

relating to our findings.
4.4.1 Descriptive Statistics

Our sample has a total of 5238 firm-year obsermatioOf these split ratings
comprise 2644 observations at the notch level &@l lobservations at category
level. Table 4.1 provides the frequency of spligdit ratings within our whole
sample over our data window, 1995-2009. The frequeaf splits is further
explained by allocating our sample into two typésmlits. Columns 2-4 present the
frequency and percentage of splits at a categes},levhereas, columns 5-7 explain
frequency of splits at a notch level. We find thta category level the total number
of splits is 22.93%, increasing to 50.48% at thécimdevel. If we compare the
percentage of splits throughout our data windoweothan in 1995, we do not see
any significant differences each year. Similarty,case of splits at the notch level,
the highest percentage of splits is observed iry¢ae 1995. Figure 4.1 also presents
the results of percentage differences within splitsategory and notch level. We can
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see in the figure that notch level differences rien@ose to 50%, while category
level splits are close to 20% over-time. Only tiglbout 2000-2001 do we find that
the percentage in terms of category level splitbew 20%. At notch level, this
percentage varies around the 50% level.

In figure 4.1, we show the graphical presentatibrpercentage of splits ratings
through fifteen years of our data. If we compare thovement of splits at the
category and notch level, we find that the ovetedhds differ from year 2000

onwards; category splits go down, whereas, note#l lplits go up.

In the case of category level splits, we find tthet percentage of splits goes lower
than 20% on only one occasion. In case of notchllsplits, we find these within
our data window generally fluctuates around the 56%rk throughout. The

variation is more pronounced with notch level split
Table 4.1 Frequency/Percentage Distribution of Sgk Over Time

The table reports the frequency of split creditnige comparing S&P and Moody's credit rating agesci
The sample consists of 5238 observations overefifgears 1995 through 2009. Split credit ratings ar
distributed based on the splits at the categorgllend splits at the notch level. Category diffeeenc
occurs when an AA credit rating is different from @nd the notch level splits are when AA is diffeére
from AA+, and similarly through all rating grades.

Years Category Level Splits Notch Level Splits

Percentage of Percentage of
No Splits Splits Splits No Splits Splits Splits

1995 158 54 24.47% 101 111 52.35%
1996 168 52 23.64% 112 108 49.09%
1997 177 49 21.68% 121 105 46.46%
1998 217 65 23.05% 148 134 47.52%
1999 233 60 20.48% 156 137 46.76%
2000 244 65 21.04% 163 146 47.25%
2001 254 61 19.37% 157 158 50.16%
2002 285 76 21.05% 171 190 52.63%
2003 276 89 24.38% 179 186 50.96%
2004 308 101 24.69% 203 206 50.37%
2005 316 100 24.04% 195 221 53.13%
2006 345 102 22.82% 207 240 53.69%
2007 343 111 24.45% 216 238 52.42%
2008 355 103 22.49% 234 224 48.91%
2009 358 113 23.99% 240 231 49.04%
Total 4037 1201 22.93% 2594 2644 50.48%
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Figure 4.1 Percentage of Splits Over Time (1995-29)

Figure shows the percentage of split credit ratiogsparing S&Pand Moody's credit rating agencies.
sample consists of 5238 observations over fifteesry 1995through 2009. Split credit ratings are distribt
based on the splits at the category level andsspiithe notch level. Category difference is wherefmmple AA
credit rating is compared to an A or AAA, and tleeal level splits are when AA is compared to AAH&A-,
and similarly through all ratings grades.
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In table 4.2, we present the percentage of spétegorized on the basis of The
GICS”. We find the highest percentage of splits at aatedevel in the consumer
discretionary and health sectors and the lowesl lgvthe consumer staples and
telecommunication sectors. At the notch level splive find that the highest
percentage of splits is observed in the healthosextd the lowest in the Industrial
sector. Other than the health sector at notch Ispktls, we do not find significant
differences between the sectors and the numbersimegenerally close to the
overall percentage of 50.00%. Recall that we doinciude financial and utility
sector firms in our sample, for the reason thabrpstudies have associated splits
with asset opacity. For instance, Morgan (2002prespthat financial firms are more

¥ The Global Industry Classification Standard (GIC&sweveloped by MSCI, a premier independent provider
of global indices and benchmark-related productsservices, and S&P, an independent internatianah€ial
data and investment Services Company and a leauimgder of global equity indices. The GICS struetur
consists of 10 sectors, 24 industry groups, 68strégs and 154 sub-industries.
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likely to have split credit ratings. Similarly Livgstone et al. (2007) suggest that
there is a causal link between asset opaquenesspéihdatings. In our sample, we

find that splits are extensively reported in afjlgiremaining sectors as well.

Table 4.2 Frequency/Percentage Distribution of Sgb Over GICS Industry
Classification

The table reports the frequency distribution ofitsptedit ratings between S&P and Moody's creditnma
agencies over GICS industry classification. The darnpnsists of 5238 observations from S&P 500, 3&P
and S&P 600 indices. The sample excludes the finhrand utility sectors firms. Split credit ratingse
distributed based on the splits at the categorglland splits at the notch level. Category diffeeeis when AA
credit rating is different from A, but not from AA#he notch level splits are when AA is differerdrh AA+,
and similarly for ratings grades.

GICS Industry Classification Category Level Splits otdh Level Splits

Citlon Fieduercy Percnage  fon” Frequenoy Perentge

Splits Splits

Energy 420 101 19.39% 271 250 47.98%
Materials 526 146 21.73% 347 325 48.36%
Industrial 912 258 22.05% 641 529 45.21%
Consumer Discretionary 824 306 27.08% 527 603 3838.36
Consumer Staples 446 84 15.85% 277 253 47.74%
Health 471 168 26.29% 229 410 64.16%
Information Technology 361 125 25.72% 256 230 4%33
Telecommunications 77 13 14.44% 46 44 48.89%
Total 4037 1201 22.93% 2594 2644 50.48%

Table 4.3 reports the mean statistics for our fu@nand governance related
variables distributed in terms of splits definedte category level. Panel A reports
the mean statistics for variables used in the stiadythe firms where the two
agencies have congruent ratings. Panel B and Gtrédpo mean statistics of split
credit ratings at a category level, and explaimsriean statistics based on S&P and
Moody’s credit ratings. The statistical significenshown with the means is the
differences between the split rated sample andspih+ated sample, for instance
statistical significance shown in panel B is thi#éedence between the means of non-
split rated sample (Panel A) and split rated samegf#ained by S&P ratings (Panel
C). Similarly, Panel D reports the differences ieams and t-Test results within split
rated sample explained by S&P and Moody’s resdiffefences in panel B and C).
The results in table 4.3 suggest that in the high&4\ rating category, issuer firms

with non-split ratings are larger in size, havehleigcoverage ratios, a lower leverage
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measure and higher profitability compared to theesagroup of issuers with split
ratings. In terms of governance related variahlesje only consider AAA rated
firms, we find that firms with split ratings havelewer G-Score, percentage of
institutional investment and percentage of outsiidectors on board as compared to
split-rated issuers. However, when looking at thedst credit rating category B or
less, we do not observe any consistent trends leetwen-split and split rated firms.
Issuers with non-split credit ratings have a tewgletoward lower asset size,
coverage ratio, and leverage ratios as comparsglitarated firms. They also have a
higher market beta. In the case of profitabilityldhe governance variables, we also
find variable trends. Non-split rated firms havhigher mean profitability measure,
and G-score compared to split rated firms with S&tngs, but lower if compared

to Moody’s ratings.

If we look at the t-Test results, we mostly fine ttifferences between non-split and
split rated sample are statically significant. pamel B, except AAA rating category,
the size measure is statistically different frone thon-split sample in panel A.
Whereas in Moody’s case the size measure is notata different from panel A.
This shows that the S&P has different standardg¢Hersize measure, resulting in
splits. Similarly, other significant factors in flifences in means between non-split
sample and split sample are more visible in govereaelated variables. This shows
that governance related differences in two ageraries major factor in having split
ratings. In panel D, we show the actual differeringsvo agencies split rated sample
means and their statistical significance. We onspnt results for five categories,
as no firm rated Aaa by Moody’s is rated lower BPS We observe that the size
measure is statistically significant at 1% leveklhthe five categories, similarly in
leverage measure we find more differences in miétleating categories (BBB (Baa)
and BB (Ba)). As per t-Test results shown in padeind C, we find governance
related variable differences are statistically gigant between the two agencies. We
discuss the significance of these measures in rgpiitgs in our next section, where

we discuss our results from bivariate probit model.
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Table 4.3Mean Staiistics for Selecte! Variables. Solits at Ratina Cateaorv Leve
The table presents mean statistics for our eiglgctml variables distributed on the basis of spitsl non-splits

between the two credit rating agencies. The spéte are defined when the rating category is differso for instance
AA is different from A, but not from AA+. These nables are based on financial information of tbenpany and also
include three governance related variables. Thepkaonsists of 5238 observations spanning fiftgears of data
1995 through 2009. Panel A reports mean statistid®37 observations, where the credit ratingcangruent. Panel B
reports the mean statistics distributed on S&Pitratings and Panel C reports mean statisticsibliged on Moody’s

credit ratings. There are 1201 observations oftspli category level, where Moody’s credit ratisglawer for 941

observations and S&P’s for 260 observations. tSTest performed to test the differences in theabési means
between the split rated and non-split rated sampled within splits differences in S&P and Moodgédings. In panel
B and C, the statistical significance shown with $lgenbol * depicts the differences in means betwesit and non

split sample, while panel D reports the actualadéhces in means and statistical significance etwgplit rated sample
sorted by ordered S&P ratings and by ordered Maomitings.

Credit Size L Percentage Percentage
Rating Measure  Market Coverage Leverage Profitability G- .of. of Outside
Category (Log Beta Measure  Measure  Measure SCORE Institutional Directors
Assets) Investment
Panel A: Mean Statistics for Non-Splits observation selected variables

AAA 10.90 0.86 31.17 0.10 0.12 9.70 0.67 0.84
AA 9.63 0.87 23.97 0.15 0.11 10.22 0.76 0.82
A 9.11 0.95 18.09 0.18 0.08 10.20 0.70 0.79
BBB 8.55 1.04 10.97 0.22 0.05 10.21 0.68 0.69
BB 7.95 1.27 6.92 0.32 0.03 9.05 0.64 0.60
B or Less 7.47 1.45 3.77 0.39 -0.03 9.18 0.59 0.59
Total 8.64 1.07 12.96 0.23 0.06 9.92 0.68 0.71

Panel B: Mean Statistics for Split credit ratingsdzhon S&P Credit ratings

AAA 10.47 0.81 33.76 0.10 0.11 9.16 0.70 0.86
AA 9.21%** 0.77* 19.21%* 0.16 0.08*+* 11.49%% 0.69*+* 0.72%*
A 8.71%* 0.93 15.88** 0.19 0.08 9.90 0.64*** 0.67*
BBB 8.22%* 1.03 9.49%** 0.24* 0.04** 9.58%** 0.69 0.64%+*
BB 7.76%** 1.35%* 6.98 0.29*%** 0.03 9.28 0.64 0.58*

B or Less 8.05%+* 1.44 5.57%* 0.33* -0.05 7.69%* @5 0.68***
Total 8.25 1.13 10.71 0.24 0.04 9.55 0.66 0.64

Panel C: Mean Statistics for Split credit ratingsdthon Moody's Credit ratings
Aa 9.72 0.82 24.02 0.16 0.10 8.61 0.78 0.87
A 9.07 0.86 17.97 0.19 0.08 10.80%*** 0.72 0.74**
Baa 8.44 1.06*** 14.00 0.19 0.06 9.63*** 0.62 0.63*
Ba 8.00 1.06%** 7.82* 0.24%* 0.03 9.13%** 0.65*** 0.60%**
B or Less 7.75 1.38*** 5.44** 0.32%** 0.02*%** 9.36 0.65*** 0.58***
Total 8.25 1.13 10.71 0.24 0.04 9.55 0.66 0.64
Panel D: t-test for difference in Mean Statistieteen Split Rated Sample. (Moody's-S&.P

AA 0.50%** 0.05 4.81* 0.01 0.02** 2.88*+* 0.09*** 0.15%**
A 0.37%* 0.07 2.08 0.01 0.001 0.90*** 0.07*** 0.07*
BBB 0.21%+* -0.03 4.50%+* 0.05%** -0.01** -0.04 0.07*+* -0.03
BB 0.23%+* 0.28%** -0.83 0.05%** -0.01 0.15 -0.01 0P
Bor Less 0.303** 0.06 0.13 0.01 -0.07%+* -1.68*** 0.01 0.1%*

3 *indicate significance level at 1%, 5%, anti% respective
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Table 4.4 presents the mean statistics for ouctsglevariables, including financial
and governance variables, and further divides angptes based on notch level splits.
While table 3 explains mean statistics based oegoay level differences, in table 4
we only consider notch level splits. In this sample have almost equal number of
observations in both the split and non-split sasmpldote there are no observations
within panel C in the Aaa rating category, as asyer rated Aaa by Moody’s is not
rated below AAA by S&P. In terms of the size measuve find that non-split
ratings sample in case of BBB ratings is exactlyaédo panel C ratings based on
Moody’s distribution. In other categories we firftht Moody's has more stringent
standards in placing firms in different categoriesthe case of the coverage ratio,
we observe that for AAA and BBB ratings, the meawerage ratio of non-split
issuers is close to that in panel B based on S&Rgs However, we find that in
other categories, Aa, A, BB and B or less, the mednes of non-split rated issuers
are close to the mean values of splits based ondisaatings. In case of the G-
Score measure, we find that our mean values inl panee close to the mean values
in the panel C in the first three categories. Hosvewe do not find any consistency
in terms of similar trends in the split and nonispample. Similarly, in the final
column of table 4, we find that the mean of thecpetage of outside directors’
variable in each rating category is close to thamfthe Moody's sample of split

rated firms.

The statistical significance shown with the meanthe differences between the split
rated sample and non-split rated sample, for istatatistical significance shown in
panel B is the difference between the means ofsplihvated sample (Panel A) and
split rated sample explained by S&P ratings (P&)eBimilarly, Panel D reports the
actual differences in means and t-Test resultsinviplit rated sample explained by
S&P and Moody’s results (differences in panel B andif we look at the statistical
significance of differences in means between ndit sgied sample (Panel A) and
(Panel B and C), we find statistical significantame in both the financial and
governance variables. In terms of profitability @@, we find the differences in
means in both panel B and C is not statisticalffed@nt. However, in all other four

financial variables, we find the differences in meaf non-split and split ratings are
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statistically significant in most of the observatso The differences in means of three

governance related variables are also statistisaiyificant.

In panel D, we report the actual differences in mseaf split-rated sample explained
by S&P ratings in panel B and explained by Moodwgtngs in panel C. We do not
find any consistent trend, as size measure isfgignt in three categories and as
insignificant in two other. However, in terms ofvgonance related variables, we
find more evidence of statistical differences inam& We discuss the statistical
significance of all these measures on the likelth@d splits in our next section,

where we discuss our results of bivariate probitleho
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Table 4.4 Mean Statistics for Selected Explanatoryariables, Splits at Notch Level

The table presents mean statistics for our eigbatl variables distributed on the basis of splitd non-splits between
the two credit rating agencies. The splits heredafined when credit ratings are different at ndwlel, for instance
AA+ is different from AA-.These variables are bagwedfinancial information of the company and alsolude three
governance related variables. The sample consiss38 observations spanning fifteen years of d&85 through
2009. Panel “A” reports mean statistic for 2,594aMations, where the credit ratings are congraéemtotch level.
Panel “B” reports the mean statistics distributedS&P credit ratings and Panel “C” reports mean stiafi distributed
on Moody'’s credit ratings. There are 2644 obseovatiof splits at notch level, where Moody's credtings is lower on
1929 observations compared to S&P’s for 715 obsena t-Tests are performed to test the differences inverable
means between the split rated and non-split ratetpkes, and within splits differences in S&P andoéligs ratings. In
panel B and C, the statistical significance shovith the symbol * depicts the differences in meaasMeen split and
non split sample, while panel D reports the actlitierences in means and statistical significaneevien split rated
sample sorted by ordered S&P ratings and by ordditly’s ratings.

Size Market Coverage Leverage Profitability G- Percentage Percentage
Measure Beta Measure Measure Measure SCORE of of Outside
(Log Institutional Directors
Assets) Investment
Panel A: Mean Statistics for Non-Splits observation selected variables
AAA 10.90 0.86 31.17 0.10 0.12 9.70 0.67 0.84
AA 9.19 0.91 24.38 0.14 0.10 9.89 0.78 0.83
A 9.07 0.95 18.31 0.18 0.08 10.25 0.71 0.78
BBB 8.53 1.08 10.73 0.22 0.05 10.31 0.68 0.70
BB 7.84 1.29 7.05 0.33 0.03 8.81 0.64 0.59
B or Less 7.30 1.33 4.66 0.39 0.00 9.38 0.59 0.58
Total 8.63 1.08 13.35 0.23 0.06 9.96 0.68 0.71
Panel B: Mean Statistics for Split credit ratingséd on S&P Credit ratings
AAA 10.47 0.81 33.76 0.10 0.11 9.16 0.70 0.86
AA 9.61*** 0.81** 21.67 0.16 0.09 10.92%** 0.72* 0.77*
A 9.00 0.93 16.91*  0.20*** 0.08 10.01* 0.67*** 0.75*
BBB 8.44* 0.99%*** 10.69 0.23* 0.05 9.86*** 0.67 0.66***
BB 7.90 1.30 6.88 0.29%** 0.03 9.32%x* 0.64 0.60
B or Less 7.82%** 1.51* 4.07 0.37 -0.05*** 8.41%+* 0.61 0.68*
Total 8.47 1.09 11.56 0.24 0.05 9.72 0.66 0.67
Panel C: Mean Statistics for Split credit ratingsdd on Moody's Credit ratings
Aa 9.87%x* 0.84 23.79 0.15 0.11 9.86 0.76 0.83
A 9.15 0.91* 17.70 0.20%** 0.08 10.32 0.70 0.78
Baa 8.53 1.00%**  12.32%** 0.21 0.05 9.89%** 0.65%** 0.67%**
Baa 8.05%** 1.16%** 7.25 0.27*** 0.03 9.26*** 0.65 (B2***
B or Less 7.73%* 1.42 4.91 0.34* 0.00 9.29 0.64** 0.58
Total 8.47 1.09 11.56 0.24 0.05 9.72 0.66 0.67
Panel D: t-test for difference in Mean Statistietvieen Split Rated Sample. (Moody's-S&P)
AA 0.258** -0.025 -2.12 0.01 0.01* 1.05%* -0.03** -06%**
A 0.15* 0.02 0.79 -0.01 0.01 0.31* 0.03*** 0.03%**
BBB 0.09 0.01 1.63*** 0.02*** 0.01 0.03 0.02%** 0.01
BB 0.15%** 0.14%** 0.37 0.02%** 0.01 0.06 0.01 0.07*
B or Less 0.09 0.09 0.84* 0.03* 0.05%** 0.87%** 0.03** 0.05**

*x xx * indicate significance level at 1%, 5%, anti0% respectively
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Table 4.5 explains our data on the basis of thguisacy and the percentage of splits
in terms of rating categories. The notch levelaedghces are also explained through
category level division. The first two columns entto the category level splits, and
the last two columns explain the frequency of st the notch level. If we look at
first two columns, we find that in panel A, for S&fRe highest frequency of splits at
the category level is observed in the BB ratingegaty. In the case of Moody’s
rating distribution, we find that the highest peregge and frequency of splits is
observed in the lowest rating category, B or belmwboth panel A and B, we find
that second level highest percentage in terms teigoay level splits is observed in
the mid rating category BBB (Baa). In case of nokehel splits, the mid-level
category BBB (Baa) contains the highest level ditspThe lowest split levels are
observed in the upper most and lowest categomyeltompare the two columns of
category level to the two columns of notch levditspwe find that the frequency
and percentage of splits at the notch level antietategory level are different. In
panel A we find that the highest percentage oftspd observed within BB at
category level, and at BBB for notch level. In pale we have the highest
percentage of splits at category B or below, ando#th level we have the highest

percentage in the Baa category.
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Table 4.5 Frequency of Split Credit Ratings at Notle Level and Category Level
Credit Ratings
The table presents the frequency of split credinga distributed in terms of rating category. Tpits are

defined at notch level splits when AA+ is differdram AA- and at rating category level when AA igferent
from A, but not from AA- or AA, and similarly thrah all ratings grades.

Ratings Category Level Splits Notch Level Splits
Frequency % Splits Frequency % Splits
Panel A: Frequency of Splits with S&P Ratings
AAA 19 1.58% 19 0.72%
AA 95 7.91% 211 7.98%
A 232 19.32% 589 22.28%
BBB 340 28.31% 884 33.43%
BB 432 35.97% 753 28.48%
B or below 83 6.91% 188 7.11%
Total 1201 100.00% 2644 100.00%
Panel B: Frequency of Splits with Moody's Ratings
Aaa 0~ 0.00%
Aa 54 4.50% 170 6.43%
A 176 14.65% 533 20.16%
Baa 286 23.81% 830 31.39%
Ba 281 23.40% 602 22.77%
B or below 404 33.64% 509 19.25%
Total 1201 100.00% 2644 100.00%

" Notch level frequency is distributed with categtayel splits
~Firms rated Aaa by Moody's are all rated same&S &k

4.4.2 Persistence of Split Ratings

Figure 4.2 presents the graphical presentatiorh@ffour sub-samples 1995-2009,
1998-2009, 2001-2009, and 2004-2009. In each swoiplea we have rating
transitions of three distinct sets of issuers; aplit- firms, splits at the notch level,
and splits at the category level. In terms of camsing these graphs, in the first
graph 1995-2009, for the initial year 1995, we dévall the firms for which we have
fifteen years of rating history into three groufya first group of issuers where the
ratings assigned by the two agencies are congmiehé year 1995, (ii) a second set
of firms with rating splits at the notch level imet year 1995, and (iii) final group of
issuers with initial ratings designated as splittha category level in the first year,
1995. Similarly, with the other three graphs, oaséd year changes to 1998, 2001,
and 2004, and we require firms included in thewalton to have a complete ratings
history to 2009.
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If we look at the four graphs presented in figur2, &ve observe that the lines for the
three set of issuers converge in our initial twmgkes 1995-2009 and 1998-2009. In
these first two samples, containing fifteen andtélen years of split and non-split
rating transitions, more than 40% of the split ddfiems at the category level remain
splits at same category level. In the first sanfijen 1995-2009, around 50% of the
splits at the notch level still remain splits aftétieen years of rating history. In the
second sample, we observe that around 45% ofligfilds at the notch level remain
splits at the notch level. In both the initial sdesy almost 50% of the initial non-
split rated firms still have split ratings at thaedeof our data window in the year 2009.
Now, if we look at the last two shorter samples, abserve that the nine years of
data from 2001-2009 around 60% of the initial sgdited firms still remain split-
rated firms at the end of our sample period. Moeepin both the last two samples
around 30% of initial non-split rated firms areemtsplits at the end of the sample

period.

In all our samples, even after fifteen years ofsglae rating transition in some cases,
split rated issuers at the beginning of the sansgile remain split, and non-split
issuers tend to remain non-split rated. Moreover de observe some rating changes
as well as rating consistency. Morgan (2002) opasiggests the split credit ratings
between the two major agencies are caused by &t apscity problem, and
demonstrates financial firms are more prone to lspli¢ ratings due to their asset
structure. Livingstone et al. (2007) complementMuwrgan (2002) study, and show
not only that financial firms are more likely tovasplit credit ratings, but also that
other industrial firms characterized by asset dyaare also likely to have more
splits than other firms. They track their splitingt bonds transitions and reiterate
that after four years of initial issuance, aboub tWwirds of initially split-rated bonds
remain split-rated. The reason given in their stigdghat the asset opacity does not
change rapidly, and so split ratings would stitheen so for some time in future. Our
tracking of split rated firms suggest that everemafifteen years of rating history
these splits remain splits in few cases. Moreowesdme cases, issuers initially
granted non-split ratings are assigned a splingatiuring our sample period. This

shows that asset opacity is unlikely to be the asdye behind split ratings. In fact,
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there may be fundamental disagreement between wioe aigencies on some

particular issue or issuer based on fundamentaither information.
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Figure 4.2 Rating Convergence

This figure reports the percentage of split rattrensitions of three subsamples: 1) initial noritsgtings

sample, 2) initial splits ratings at notch leveingde, and 3) initial split ratings at category lesplits. The data
covers fifteen years 1995 through 2009, and nit&l year of rating is when a particular issugiricluded in
the three indices used in the study; S&P 500, S&® dnd S&P 600. Initial year of rating is not neatimg

assignment, but inclusion of issuer in the indices.
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4.4.3 Bivariate Probit Estimates

The bivariate probit process is applicable to thalysis of a rating splits setting as
its use of the two-stage process provides additiosayhts. In the first stage, we use
a vector of explanatory variables X, to determine probability of having a split

rating. In the second stage we determine why omm@gplaces an issuer lower
within a split. The vector of X variables used hetstudy are standard financial
information variables as used in previous studessyell as governance and other
related variables which have been found to havdaespory power in relation to

credit ratings.

In equation (4.4), yequals 1 if an issuer has a split rating, apdquals 1 ifvithin a
split credit rating, S&P rates an issuer lower thdoody’s. This study takes into
account splits at both the notch and category laWel estimate two separate models
for the different dependent variables notch an@égaty level splits, starting with

splits at the notch level, and proceeding to examsylits at the category level.
Model Estimates for Splits at Notch Level

Table 4.6 presents the two-stage model estimatiesslts which considers notch
and category level splits as the dependent variahtlee first stage, and S&P lower
rating within a split between S&P and Moody's ase thependent variable in the
second stage. The model is based upon 5238 firmefeservations; we have 2644
splits at a notch level. In these 2644 observatiBas® is lower for 715 observations
within a split that accounts for 27% of total swliColumns 3 and 5 present the
estimated coefficients for the bivariate probitrestes in both the stages. Column 6
provides the marginal effects for the joint proliigpiof cases where we have split
ratings, and S&P lower within a split, as explainedequation (4.12). We also
present the Z statistic for the statistical sigrfice of each variable. The highly
significant value of correlatiop (0.978) suggests that unobservable factors that
influence the first stage equation also positivelfluence the second equation

reinforcing the validity of our use of bivariateopit estimation method.
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Table 4.6 The Bivariate Probit Model-Splits at Nott Level

The coefficient estimates are for the bivariatebfironodel using splits at Notch Level. The sampéeiq is
1995-2009, and we exclude Financial and Utilitynfir from our sample of 5238 issuer-year observatidies
classify firms as split rated firm at Notch levelhen AA+ is different from AA. Coefficient estimatas the
second column are for the dependent variable infitrstage bivariate model where y1 equals héf issuer
rating has split credit ratings at notch level @&nahen the ratings are congruent between S&P amatlyls. The
Fourth column explains coefficient estimates for second stage bivariate model, where dependeiatlary2
equals 1 if the S&P credit rating is lower withisg@lit and zero when Moody'’s rating is lower inpditsLast two
columns tells the marginal effects of having a pility of a split when S&P ratings are lower isalit.

Split Ratings S&P

vs. No Z Lower vs Z Marginal Z

Splits(y=1)  Statistic Moody's Statistic  Effects Statistic

Coefficient Lower in a

split (y>=1)
Coefficient

Constant 1.320*** 7.11 -0.913*** -4.11
Size Measure (LAssets) -0.071%** -4.15 -0.005 24. -0.002 -0.24
Market Beta -0.044 -1.31 -0.015 -0.36 -0.003  .360
Coverage Measure -0.0034* -1.82 0.003 1.22 00D. 1.22
Leverage Measure -0.160 -1.11 -0.203 -1.1 490.0 -1.1
Profitability -0.752%** -2.8 -0.424 -1.49 -0.091 -1.49
G-Score -0.019%** -2.77 -0.047*** -5.41 -0.01*** -33
% of Ins. Investment -0.270** -2.37 0.059 0.41 0.013 0.41
% of Out Directors -0.513*** -4.52 0.507*** 3.44  0.109*** 3.44
Ratting shopping 0.205*** 5.11 0.103** 2.05 0.022* 2.06
Business cycle -0.003 -0.27 -0.003 -0.24 -0.001 -0.24
Regulation FD 0.146*** 3.36 -0.120** -2.27 -0.026** -2.23
0 0.978***
Log likelihood -5051.60
Wald ¢*(22) 263.22
x4(1) 1140.64

Note: *** significant at the 1-percent level
** significant at the 5-percent level
* significant at the 10-percent level

First, we discuss our results based upon firstestagpbit regressions given in
Column 2. Our results suggest that of the fiverfmal information based variables,
three measures are statistically significant inegaming splits between Moody’s
and S&P. The three significant measures influentiegprobability of having a split
rating are the selected size, coverage, and pbdiifa measures. These three
measures negatively influence the probability ofihg a split between the two
agencies. The negative sign on these three vasiablews that larger issuers with

high coverage and profitability ratios are leseljkto have split ratings. We do not
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find any statistically significant impact of levgeor the market beta of an issuer on
the likelihood of having a split at notch level. Wed our three governance related
variables significantly influence the probability baving a split. All the three
governance related variables have a negative $Slggnegative sign on the G-Score
suggests that greater the management control iohathe lower the probability of
having a split rating between the two agenciesmil&ily, a higher percentage of
institutional investment and percentage of indepehddirectors on the board
reduces the probability of having split ratings.

If we look at the other three variables, we findtthating shopping and regulation
FD both positively impact the probability of havirgy split. In our first stage

regressions, we do not find any statistically digant impact of the business cycle
proxy. This shows that recessions and expansiovs @ impact on the probability

of split credit ratings. This finding is consistemith Santos (2006) who argues that
split credit ratings are not affected by the bussneycle, although the cost of issuing
bonds over a recession period is higher, as cordgaran expansion period. On the
other hand, an issuer possessing three or morggsally different agencies has a
higher probability of having a rating split. The geéation FD dummy also has a
significant and positive sign, showing that introdon of regulation FD has

increased the probability of having a split.

Column 4 provides the coefficient estimates for second stage bivariate probit
estimates. This stage informs us about the likelihof S&P placing issuers lower
compared to Moody'’s within a split. We do not fiady significance attached to any
of the five financial information based variabl@$e first stage probit regressions
using splits at the notch level, shows a higheeliltood of having splits for a

smaller firm (in terms of its assets) and one Woth coverage and profitability ratios.
But, these three significant factors in the fifstge probit determining splits do not
influence S&P placing firms lower within a splithiB suggests that larger firms with
favourable coverage and profitability ratios fadenigr standards by the two
agencies. However, when a firm has characterigifca smaller firm with low

coverage and profitability ratios, then Moody’'s hasre stringent standards and

rates firms lower compared to S&P, resulting impht.s
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In the second stage probit regressions, we fint whale a higher G-Score has a
negative impact on the probability of split creditings, it also decreases the
probability of having S&P lower in a split. A sirail signs on G-Score in both first
and second stage probit regressions show higheco®Seduces likelihood of a
split, and also it reduces likelihood of S&P lowethin a split. The G-Score is an
equal weighted index that measures restrictionseplapon shareholder rights, and a
higher G-Score evidences higher management comfol firm and weaker
shareholder rights. The statistical significance@fScore suggests two agencies
differ on the assessment of shareholders righta fiam. A similar sign in both
stages suggests S&P places firms having more mareageontrol (higher G-Score)
in a higher credit rating compared to Moody’s, f#sg in a split. Similarly, the
higher percentage of outside directors on boarckases probability of having S&P
lower within a split. The opposite signs in twogea suggest two rating agencies
view board structure differently. This suggests Flige views independence of the
board structure more favourably for rating actioasd places firms having more
independent directors in a higher rating categasyhmared to S&P. Our third
governance variable the percentage of institutiomagéstment is only significant in
the first stage, but insignificant in the seconagst Bhojraj and Sengupta (2003)
suggest that firms with a greater proportion ofsalé directors on the board provide
better monitoring of management actions. Ashbouglale(2006) suggests it is
difficult or costly to remove management that isragx opportunistically from firms
having higher management control vis-a-vis shaddrsl On the contrary Klein
(1998) finds no relationship of firm performancettwthe board composition. Our
results suggest Moody's is more focused towards dhanges in governance
structure and places firms with higher board indeleace and higher institutional

investment in a higher rating compared to S&P, Itegpin a split.

Now we consider the three additional factors, wiveeeinclude variables to capture
a possible subjective element involved in the ih@bd of splits. In the case of our
first selected proxy to demonstrate rating shoppielgaviour, we find in both stages
a positive and significant sign on our rating shiogmummy. Becker and Milbourn
(2011) find evidence of rating inflation by Moodyand S&P in response to
increased competition and entrance of the thirgelsir rating agency, Fitch. The
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addition of dummy to demonstrate rating shoppindghaveour increases the
likelihood of having splits, however it increasashmbility of S&P lower in a split
as well. Similar signs in both the stages suggeastig shopping behaviour increases
the likelihood of splits, but we cannot be surewdfich agency evidences rating
inflation, as in the second stage it increasediti@ed of S&P being lower in a split.
Our second statistically significant sign is obgseron the regulation FD dummy. In
the first stage, we find a positive sign and in seeond stage we find a negative
impact of regulation FD on the probability of S&Rgng lower within a split. This
can be interpreted as the introduction of regutaf® increasing the probability of
having split ratings, resulting in S&P having highliatings compared to Moody’s.
Jorion et al. (2005) study the relationship betwdeninformation content of credit
rating downgrades and upgrades in the post- andréreegulation periods, and they
find that the informational effects of CRAs is greain the post-regulation period.
Our results suggest after the introduction of ragoh FD, Moody’s has become
more stringent. The introduction of regulation F&shincreased the role and use of
CRA information in the market. Our results suggdst higher use of CRA
information by the market participants have furthereased reputational concerns
for Moody’s compared to S&P. These results suglyEsidy’s is more cautious on
over-predicting PD compared to S&P, as any incorprediction may harm its
reputation more compared to pre-regulation peritalvever, this is only visible in
case of Moody’s, and S&P seems to follow lax statsl@ompared to Moody’s in

post-regulation period.

Last two columns of table 6 present the margintdce$ of the joint probability of
having splits and S&P having a lower rating in &tsur results suggest that the
change in percentage of outside directors on bleaschighest impact on the discrete
change of the dependent variable from 0 to 1. Vde &hd that the three other
statistically significant factors in determining B&Ilower, within a split have

statistically significant marginal effects.
Model Estimates for Splits at Category Level
Table 4.7 presents the results for the bivariatdehestimates based upon splits at a

category level only. Out of our total 5238 firm-yedbservations, 1201 splits are at a
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category level, of these S&P is lower in 260(21.948bservations. Our results
suggest that of the five financial information kdseariables, we have four
significant variables. The only variable which ist rstatistically meaningful is the
market beta variable. Here, we have a negative sigrall the four significant
financial information based variables. This negasign suggests that when a firm is
larger, has more coverage, leverage and is moffégiie, it has less probability of
having a split. The first three signs on finanaialios are as we expect, as two
agencies may have congruent ratings when a firfarge, and has favourable
coverage and profitability ratios. However a negatsign on the leverage ratio
suggests that having higher leverage ratio redtivedikelihood of a split. This
suggests the two rating agencies have similar atdsdon leveraged firms,
suggesting deteriorating credit quality for morghty leveraged firms. However, the
improvement in leverage ratios is taken differetjythe two agencies. In terms of
the three governance related measures, we findwitaieasures, G-Score and the
percentage of outside directors on the board, Imathe statistically significant
coefficients, while the percentage of institutiomatestment is insignificant. Both
the G-Score and percentage of outside directorth@moard, have a negative sign.
This suggests that the higher the extent of managewontrol, and the greater the
percentage of independent directors on the boantth, thecrease the probability of
having a split at category level. Considering tligeo three variables, we find only
Regulation FD has a statistically meaningful resist positive sign suggesting that
the introduction of this particular regulation hasreases the probability of having a

split category level rating.

When examining the second stage bivariate probitnates, six out of the eleven
variables have statistically meaningful results.térms of financial variables, we
find that the coefficient on the log of total assdtas a highly significant negative
value. This shows that larger firms have a reduymeddability of having S&P rating

an issuer lower than Moody’s. Similarly, we findnagative coefficient on the
leverage measure. This suggests that higher leweraguces the probability of
having S&P lower than Moody's within a split. Wesalsee profitability has a
negative coefficient, suggesting that greater pabfiity reduces the probability of
S&P providing a lower rating than Moody's.
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Table 4.7 The Bivariate Probit Model-Splits at Catgory Level

The coefficient estimates are for the bivariatebirmodel using splits at the category level. Tample period is
1995-2009, and we exclude Financial and Utilitynfir from our sample of 5238 issuer-year observatidhs
classify firms as split rated firm at category lewehen AA+ is different from A, but not from AA-ral AA.
Coefficient estimates in the second column aretferdependent variable in our first stage bivanmabelel where
y1l equals 1 if the issuer rating has split cregtings at notch level and 0 when the ratings angie@nt between
S&P and Moody’s. Fourth column explains coefficiestimates for our second stage bivariate modegrevh
dependent variable y2 equals 1 if the S&P credibgas lower within a split and zero when Moodyating is
lower in a split Last two columns tells the margdjigfiects of having a probability of a split whe&IS ratings
are lower in a split. .

Split z S&P Lower z Marginal z
Ratings vs. Statistic vs Moody's Statistic = Effects  Statistic
No Lower in a

Splits(y=1) split (y,=1)

Coefficient Coefficient
Constant 1.209%+* 59  -0.622** -2.17
Size Measure (LogAssets) -0.111**  .574 -0.105** -3.82  -0.01***  -3.82
Market Beta 0.021 056 0.064 1.24 0.006 1.24
Coverage Measure -0.006** -2.51 0.001 0.27 0.001 0.27
Leverage Measure -0.475%** -3.01 -0.726"* 309 -0.068**  -3.1
Profitability -0.719%* -2.68  -1.118** -3.15  -0.105**  -3.15
G-Score -0.018** -2.34  -0.072%* -6.29  -0.007**  -6.45
%Ins. Investment -0.022 -0.17 0.439* 2.15 0.041
% of Out. Directors -1.069%+* -8.52  0.576** 2.81 0.054
Rating shopping 0.064 1.43 0.110 1.63 0.0103 1.63
Business Cycle -0.007 -0.66 -0.003 -0.19 -0.003
Regulation FD 0.122** 2.47  -0.104 -1.4 -0.011 -1.37
p 0.980%**
Log likelihood -3270.62
Wald x%(22) 359.19
vA(1) 861.442

Note: *** significant at the 1-percentlevel
** significant at the 5-percent level
* significant at the 10-percent level

In the second stage regressions, we have stalligsognificant coefficient estimates
on all the three governance related variables. Pphecentage of institutional
investment is not significant in the first stagegressions; however we have a
positive sign in the second stage, suggestingatmgher percentage of institutional
investment increases the probability of having aPSé&ting lower than Moody’s.
These results suggest Moody’s looks favourablyhencredit quality of an issuer in
terms of the percentage of institutional investmevitereas this measure causes
splits between the two agencies, but also keeps IB&Br within a split. Similarly,

in the case of the percentage of independent dimeain the board, we have a
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negative sign in the first stage regression andipessign in the second stage probit
regressions. This reveals that within a split, hgvia higher percentage of
independent directors’ increases the probabilitifafing S&P lower within a rating.

Finally, we also have a negative sign on the G-&a@riable indicating greater
management controls vis-a-vis shareholders rigidaae the probability of having a
split, as well as having S&P lower within a splithese three signs on the
governance related variables suggest Moody’'s assigore weight and monitors
closely the changes in governance indicators, asovwements in governance related

variables is increasing likelihood of S&P placisguers lower in a split.

In the final two columns of table 4.7, we presestteates of the marginal effects of
the joint probability of having splits and S&P hagilower rating in a split. Our
results suggest that the percentage change intgbility ratios have the highest
impact on discrete changes in the dependent varidlde also find the changes in
size, leverage and the G-score all play significahe in the joint probability of

having a split and having S&P lower within a split.
Comparison of the Two Models

The first model shown in table 4.6 defines ratiplits between S&P and Moody'’s at
notch as well as at category level. The second hslt®vn in table 4.7 considers
splits at a category level only, and notch levéfiedences between the two agencies
are considered to be congruent ratings. In this@eowe discuss the differences in

our results between the two models formulations.

In the first stage, where we have split rating las dependent variable, we find
differences and similarities between the two madeisboth the models, we find
similar signs and statistical significance on tb#oiving variables: size, coverage,
profitability, G-Score, the percentage of outsideectors and the Regulation FD.
These similarities between the two estimated mosigjgiest that all these variables
have a role to play in determining split ratingse$e first stage results suggest all
the six variables play a role in both splits at tleéch and category level. In both the
models, the market beta and our business cycleyptoxnot exhibit any statistical
significance in determining the likelihood of eithaotch or category splits. Market

beta captures an equities risk relative to the whotlex, and the business cycle
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dummy maps the relative impact of ups and downthé& economy on the split
ratings. These results suggest rating agenciestmaguently change ratings on the
basis of current market movements; instead ashear policy, they rate through the
cycle taking into consideration all the stages dfuginess cycle. The findings also
suggest the splits arise due to factors specificatdirm, rather than factors
influencing the whole economy and the markets. Aeotinterpretation of these
results can also be that both the agencies re&ttsioess cycles and market reaction
in the same fashion resulting in congruent ratictipas.

The two models also evidence some differences fifstedifference is in relation to
the leverage measure. In the initial model, whiotludes a higher number of split
observations due to the inclusion of notch levéledences, the leverage measure
was insignificant. In the second model, we findtatistically significant negative
sign on our leverage measure, suggesting thateatdtegory level the two rating
agencies place more importance to leverage raftis.shows that leverage measure
is a key component in financial assessment of @, fiand changes in leverage
measure produce category level splits. Similarhg percentage of institutional
investment is insignificant in our second modelggasting the percentage of
institutional investment does not play any role emplaining category level
differences. The third difference is between thgnisicance of the rating shopping
behaviour dummy. In our first model, we find ratisgopping dummy significant.
This suggests that rating shopping behaviour afeisgirms is not influential in
obtaining category level ratings, but that coniaguers may be able to derive notch

level differences from such activity.

If we compare the results of the second stage senes between the two models,
we find further differences between our results.oTef our Governance related
variables namely the G-Score and the percentagetside directors on board have
equivalent signs in both the models. Moreover,sieverage, profitability and the
percentage of institutional investment measuresigreficant in the category model,
and insignificant in notch level model. The ratistgopping dummy and dummy on
regulation FD are significant in our notch modelt nsignificant in the category
model. Recall, our second stage regressions essmathin splits, the probability of
having S&P rating lower than Moody’'s. Our differescin two models show, the
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two agencies have different preferences while atiag a split at notch and category

level.
4.4.4 Further Discussion and Robustness

In the study, we use economic growth as our praxysiiow the stages of the
business cycle. We use the annual percentage gimv@BP as a proxy for the stage
of the business cycle. As a robustness checlgviollg Santos (2006) we also use
the NBER defined business cycle peaks and troldesuse a recession dummy to
relate the incidence of split ratings with the Inesis cycle, and find results that are
qualitatively similar to those of our GDP proxy gpeated above. Similarly in terms
of financial information variables, we computed tiplé financial ratios based on
previous studies shown to have relevance to cratlitgs. In our study we preset
results based upon using coverage ratio equalB6T(BA (earnings before interest)
to XINT (interest charge)). We find no differendewie replace the first coverage
ratio with (OIADP (operating income after depreima) to XINT (interest charge))
ratio. Our results also remain if we replace theetage ratio we use in the study
(DLTT (total long-term debt) to total assets) WMiPLTT+DLC (long-term debt total

+ debt in current liabilities) to Total Assets).nfiiarly our results hold when
replacing our selected profitability measure, (EBN (earnings before interest) to
sales) with (net income (loss) to total assets)th&se ratios capture same aspects of
firm characteristics such as leverage, coverageparittability, we only include one

ratio each to demonstrate firm leverage, coveragepaofitability.

This is the first study to use Bivariate Probitneggions in a credit ratings setting.
As a robustness check, we also estimate differsstiifpregressions. The bivariate
probit model utilizes maximum likelihood estimati¢MLE) method to allow error

terms to be correlated across equations. The p&eame,, estimates the correlation
between the error terms of the bivariate probitagigns 4.4 for each model using
splits at notch and category level. If the MLE ®estie of the correlation coefficient
puru2iS significant, then the bivariate model is effidiMeng and Schmidt (1985)).
In both our models, the estimated correlation d¢oefiit between two equations is
0.978 and 0.980, and significant at 1% level. Hhisws that our method of using a

Bivariate Model is more efficient. The highly sifipant values of* of 1140.64 and
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861.442 in both the estimated model also validateuse of Bivariate Probit model.
However, we also estimate separate probit modelsdmparison purposes. For
each splits at the notch level, and at the catetpwgl, we estimate separate probit
regressions for the following dependent variableamely, (i) standard probit
regressions for split as a dependent variable,standard probit model for S&P
lower within a split as a dependent variable, aimdMoody’s lower within a split as
a dependent variable. In terms of the economicifstgnce and signs of each
variable in relation to the appropriate dependeriable, we find no differences
compared the results we present. We also attacheetimated probit model
regressions for both notch level differences antegmy level differences as

appendix VII and appendix VIII to this thesis.

4.5 Concluding Remarks

This study investigates the rationale behind spidit ratings between S&P and
Moody’s. The study uses index constituent issuerdifrom S&P 500, S&P 400 and

S&P 600 indices which have ratings from both thejomagencies S&P and

Moody’s. Our sample consists of 5238 firm-year obagons over a fifteen year

sample of data, 1995 through 2009. We track rahistpry for our sub-sample of

issuers having splits at the notch level, splitshat category level and having no-
splits at the beginning of each sub-sample perMt estimate two separate
Bivariate Probit regression models. In the firstd@lowe use splits defined as
differences between the two rating agencies aeettie notch or category level as a
dependent variable. The second model uses spliisedeas a difference at the
category level only. As the second stage in boéhrttodels, we use S&P ratings
lower within split ratings as a dependent variable.

Our results suggest that over 40% of initial s@it€ategory level remain split rated
even after fifteen years of rating transitions.ihgstone et al. (2008) explains the
persistence of split ratings as a qualitative déifce between the split and non-split
rated bonds. Our findings at the notch level splggg Bivariate probit regressions
indicate that in terms of financial variables, Erdirms having favourable coverage
and profitability measures are less likely to hawplit. However, smaller firms with

unfavourable coverage and profitability measures, @ated lower by Moody’'s
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compared to S&P, suggesting Moody'’s is more cora®e when rating such firms.
In terms of governance related variables, S&P amddy's both keep ratings high
for a firm having higher management control visisshareholder rights. However,
Moody’s places a higher value on the board indepeoel and places firms with
higher board independence to higher rating categ@&P. Our three other variables
suggest that business cycle variables do not pigysagnificant role in explaining
splits between the two agencies. However, ratirgpgimg and the introduction of
regulation FD increase the likelihood of havingtspIThe introduction of regulation
FD has increased the likelihood of Moody’s placiagfirm lower in a split,
suggesting they pay more attention to reputatioc@icerns following higher

dependence on ratings by the markets.

For category level splits, we find that leverageeledifferences along with other
financial variables also play a role in categoryelesplits. We find that rating
shopping behaviour and the percentage of institationvestment does not play any
significant role on the probability of having splét the category level. We conclude
that larger firms, with more favourable coveragel amofitability ratios are less
likely to have splits at the category level. Wedfithat when the leverage level is
high, the two agencies have similar standardsrimdeof penalizing high leverage.
However, when the leverage level is favourable, #igencies reveal different
standards as to the implication of such favourdélels of leverage on the credit
quality of an issuer, resulting in a split at catgglevel. We also find that the
introduction of regulation FD increases the proligbof having a split at the

category level.

In terms of comparison of notch and category lesgits, we conclude that of our
selected variables, size, coverage and profitghalit play a role in explaining both
types of splits. However, leverage differences havenore profound impact on
category level splits. In terms of governance eglatariables, we conclude that the
G-Score and the percentage of outside directons gleole in both types of splits.
The percentage of institutional investment is nignificant when it comes to
category level differences. We also conclude thahg shopping behaviour within
issuer firms plays an important role in notch legi#lerences; however, it does not
have any impact on category level splits. In acancg with Santos (2006), we also
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find that the business cycle plays no significamé in determining the probability of

splits of any type.

The study contributes to the literature on splédar ratings in several dimensions.
First, we do not limit our findings to the factaistermining likelihood of splits, but
we further contribute to identifying factors thagtermine whether one agency has
lower ratings than the other in a split. Edering{@@86) concludes that the split
ratings are caused by random errors. Morgan (2068} split ratings are due to
asset opacity, and Livingstone et al. (2007) shihese is a degree of persistence in
split ratings. Morgan (2002) finds the split rasngre lopsided, with Moody’s
consistently on the downside. These findings suggpkt ratings are caused by
fundamental differences on issuer credit profited ae isolate factors that appear to
influence the conservative and optimistic behavioluthese two agencies. Second,
we also contribute in terms of extending the donmdithe range of variables used to
explain credit ratings, as we do not limit our @astonly to financial variables, but
we include variables capturing governance and athbjective elements in ratings
to observe their impact on the likelihood of spliEsnally, we also contribute in
terms of analyzing differences between notch lamed a category level split. A
further extension to this study would be to finsuier level preferences in selecting a
rating agency on the basis of these factors. Whelieee is any evidence that firms
have a preference for a particular agency on tisesha the factor differences we

identify remain an area for future research.
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Chapter 5

Summary of Findings and Suggestions for Future Reaech

The thesis examines the properties of the ratifigsaded by the two major CRAs
namely Moody’'s and S&P. Following our introductiatijs thesis examined the
agency’s loss function preferences in chapter @ditmrating determinants in the
chapter 3, and the likelihood of splits in relatiorfactors determining the allocation

of split ratings across the two agencies in theptghad.

In chapter 2, we estimate the loss function prefees across both Moody's and
S&P. To the best of our knowledge, this is thet #spirical study that applies “loss
function” estimation method in a credit rating sejt We estimate loss function
parameters following the Elliott et al. (2005) nwdblogy. Using a sample of
nineteen years starting 1991 through 2009, we dedur rating judgment error as
the difference between the MPD_t and the RPD_tugéethe Merton (1974) model
to estimate MPD _t following the Vassalou and Xiag{4) methodology.

Our empirical results suggest that CRA loss fumctpreferences, rationality and
incentives appear to vary across the two majongadigencies. Our results suggest a
systematic asymmetry of loss function preferencedoody’s, whereas we find
evidence of symmetric loss function estimates f&PSHowever, across both the
agencies, we find a similar asymmetry in the wtiland financial sectors. In
Moody’s, apart from the financial and utility sexdpwe find strong evidence of
conservative preferences. In S&P, we do not obsemg consistency in the
estimated loss function alpha parameters. We obs@essimistic as well as
optimistic preferences, although the median valuth® sample, excluding financial
and utility sectors, suggests symmetric preferendesoss both the agencies, we
find that the financial and utility sectors appe@r exhibit more optimistic
preferences. Our results suggest, as a resuleafriler-prediction of the RPD _t, the
bulk of estimated alphas are lower than one haidflying an optimistic preference

structure.

In terms of incentives, Moody’s conservative apploaan be associated with the

use of its ratings by regulatory agencies. For gptanBeaver et al. (2006) document
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that regulatory and contractual needs force NRSIR@sfto be more conservative.
We supplement Beaver et al.’s (2006) findings me¢hdirections: First, we estimate
loss function preferences for the first time, sekone provide evidence Moody's
does not exhibit conservatism across every seatut,third, we provide evidence
that the conservative preferences associated witbdyls cannot be generalized
across all NRSRO firms, as we document more synmnpteferences from S&P.
We conclude that one general criticism of CRAS, elgrthat they possess incentives
to inflate ratings, is not observed in industryteex other than financial and utility
sectors. However, the under-prediction of PD foaficial and utility sector firms

needs attention from CRAs and regulatory autharitie

The second essay (Chapter 3) examined the impertahwarious financial and
other variables in explaining the credit ratingsusd by the two major rating
agencies S&P and Moody’s. We use index constitissnier firms from the S&P500,
S&P 400 and S&P 600 indices, where all firms in sample have received ratings
from both the agencies. The final sample utilis#8X5firm-year observations from
1995 through 2009. Using ordered probit estimatimethods, we examine the
prediction success matrix to determine the goodokfis of the estimated models.
Overall, we find that all the incorporated financiariables are highly significant
factors in determining the assignment of creding® Our size measure has the
most pronounced effect on the credit ratings fahlibe agencies. Interestingly, we
also find certain difference between the two raiggncies in terms of the impact of
our selected financial variables. A firm’'s marketd has more effect on the credit
ratings allocated by S&P as compared to Moody’sjlevthe coverage ratio is
revealed to have more importance in determining d§toratings than for S&P. In
both the agencies, we find that changes in leveeagkeprofitability play the least

important role in the allocation of credit ratings.

We also determine the effects of governance vasabh firms’ credit ratings by
using a firm’s initial financial characteristics asntrol variables. Specifically, we
find that firm credit ratings are: (1) positivelgsociated with a higher G-Score,
indicating that firms with greater degrees of mamagnt as opposed to shareholder
control have higher credit ratings; (2) positivelglated to the percentage of
institutional investment; and (3) positively reldt® overall board independence. In
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the case of S&P, changes in governance variables tiee least impact of any

variables in the allocation of credit ratings. Ridang three governance variables, we
find a slight improvement of around two percentthie predictive success of our
model for both the agencies. Finally, we add tta@ditional variables, which can be
associated with the general criticisms directedarols rating agencies and also
attempt to capture subjectivity elements involvedhe rating process. We conclude
that firms that exhibit rating shopping behavioend to get lower credit ratings as
compared to other firms. This suggests the two megting agencies may be

concerned with their reputation. We also find tleatvariable capturing the

introduction of Regulation FD has a highly sigraint negative impact, suggesting
more stringent standards from the two agencies lieen adopted in the post-
Regulation FD period. This has two aspects; fister the introduction of

Regulation FD, market participants may have plaaedncreasing reliance upon
rating agencies information and ratings, whichumthas made the rating agencies
more vigilant and stringent. We also find a positand significant sign on our proxy
for the stage of the business cycle. This suggists rating agencies are more

stringent during times of economic turmoil and sliown.

An important finding of this study (Chapter 3) isat incorporating these three
additional variables significantly improves our lapito predict the rating category

of firms allocated to the higher categories. Thuggests that subjective elements
play an important role in discriminating betweeghrating category issuers, where

incorporating only fundamental factors fails toreatly predict higher-rated firms.

The third essay (chapter 4) investigated the raterbehind split credit ratings
between S&P and Moody’s. The study again uses icdastituent issuer firms from
the S&P 500, S&P 400 and S&P 600 indices which Haeen given ratings by both
the major agencies, S&P and Moody’'s. Our samplesists of 5238 firm-year
observations over a fifteen year sample of dat@51Brough 2009. We estimate two
separate Bivariate Probit regression models. Ifitetemodel we use splits defined
as differences between the two rating agencieshegréhe notch or category level as
a dependent variable. The second model uses gglitsed as a difference at the
category level only. In both models, at the secstadie we use S&P ratings lower
within split ratings as our dependent variable.
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Our results suggest that over 40% of initial s@it€ategory level remain split rated
even after fifteen years of rating transitions. Giadings in terms of notch level

splits using bivariate probit regressions indiddu&t larger firms having favourable
coverage and profitability measures are less likelizave a split. However, smaller
firms with unfavourable coverage and profitabilityeasures are rated lower by
Moody’s as compared to S&P, suggesting Moody’'s @remconservative when

rating such firms. In terms of governance relatadables, S&P and Moody’s both
keep ratings high for a firm having higher managetnoentrol vis-a-vis shareholder
rights. However, Moody’s places a higher value ba board independence and
allocates firms with higher board independence imtgher rating categories than
S&P. Our three other variables suggest that busiogse variables do not play any
significant role in explaining splits between theot agencies. However, rating
shopping and the introduction of regulation FD @&&ge the likelihood of having

splits. The introduction of regulation FD has irased the likelihood of Moody’s

placing a firm lower in a split, suggesting they paore attention to reputational

concerns.

For category level splits, we find that leverageeledifferences, along with other
financial variables, also play a role in categoeyel splits. We find that rating
shopping behaviour and the percentage of institatimvestment does not play any
significant role on the probability of having spliat the category level. In terms of
comparison of notch and category level splits, wactude that of our selected
variables, size, coverage and profitability allyarole in explaining both types of
splits. However, leverage differences have a maséopnd impact on category level
splits. In terms of governance related variables,oonclude that the G-Score and
the percentage of outside directors play a roleoith types of splits. The percentage
of institutional investment is not significant wheh comes to category level
differences. We also conclude that rating shopgiagaviour within issuer firms
plays an important role in notch level differenchewever, it does not appear to

have any impact on category level splits.

In this thesis, we examine and identify severahsiref current literature where we

observed gaps, and we attempt to address somes# faps and puzzles. However,

our findings and approach suggest further researehs need developing. In our
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first essay (chapter 2), we examined the loss fongireference structure of CRAS,
comparing market and RPD_t. Our results are baped ex-post default rates of
CRAs. Further work can be undertaken to find mguerepriate measures of RPD _t
(ex ante) and the more accurately capture a rameEsee measure of market
sentiment. In the second essay (chapter 3), wage@vidence of the importance of
using subjective elements to capture the determmadf credit ratings after

controlling for financial and governance variabl@sis suggests another area of
further research, as the development and incorparadf further proxies to

demonstrate conflict of interest and criticism nfiagther improve the prediction of

overall ratings. In our third essay (chapter 4),stwely the reasons behind split credit
ratings. A further extension to this study wouldvioleether their exists issuer level
preferences for selecting a rating agency on tiseslzd these factors. Whether there
is any evidence that firms have a preference fpardicular agency on the basis of

the factor differences we identify remains an dogduture research.
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Appendices

Appendix I  Moody's - Long term Credit Rating Sale
Aaa

Obligations are judged to be of the best qualityerest payments are protected by a
large or by an exceptionally stable margin andgyoial is secure. While the various
protective elements are likely to change, such gbaras can be visualized are most

unlikely to impair the fundamentally strong positiof such issues.
Aa

Obligations are judged to be of high quality by sthndards. They are rated lower
than the best bonds because margins of protectipnmat be as large as in 'Aaa’
securities or fluctuation of protective elementsyrba of greater amplitude or there
may be other elements present which make the lemy-risk appear somewhat

larger than the 'Aaa’ securities.
A

Obligations possess many favourable investmenbatés and are to be considered
as upper- medium-grade obligations. Factors gigiurity to principal and interest
are considered adequate, but elements may be prelsmh suggest a susceptibility

to impairment sometime in the future.
Baa

Obligations are considered as medium-grade obtigat(i. e., they are neither highly
protected nor poorly secured). Interest payment$ pamncipal security appear
adequate for the present but certain protectivemehts may be lacking or may be
characteristically unreliable over any great length time. Such bonds lack
outstanding investment characteristics and in iaoe speculative characteristics as

well,
Ba

Obligations are judged to have speculative elemetitsir future cannot be

considered as well- assured. Often the protectidnterest and principal payments
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may be very moderate and thereby not well safegdadiiring both good and bad

times over the future. Uncertainty of position @dwerises bonds in this class.
B

Obligations generally lack characteristics of tlesichble investment. Assurance of
interest and principal payments or of maintenariagtleer terms of the contract over

any long period of time may be small.
Caa

Obligations are of poor standing. Such issues neaynbdefault or there may be

present elements of danger with respect to prihoipaterest.
Ca

Obligations are speculative in a high degree. Ssmies are often in default or have

other marked shortcomings.
C

Obligations are the lowest rated class, and issaegated can be regarded as having

extremely poor prospects of ever attaining any ireastment standing.

Note: Ratings from ‘Aa’ to ‘CCC’ may be modified by tlaeldition of a plus 1,2 or 3 to show relative
standing within the major rating categories.

Source: Rating Symbols and Definitions available at: Hfgpww.moodys.com
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Appendix Il S&P - Long term Credit Rating Scale
AAA

The highest rating assigned by Standard & Poodpa€ity to pay interest and repay
principal is extremely strong.

AA

A very strong capacity to pay interest and repangyal and differs from the

highest rated issues only in small degree.
A

A strong capacity to pay interest and repay prialcgithough it is somewhat more
susceptible to the adverse effects of changes ricurostances and economic

conditions than debt in higher rated categories.
BBB

Regarded as having an adequate capacity to payeshtand repay principal.
Whereas it normally exhibits adequate protectionapeters, adverse economic
conditions, or changing circumstances are mordylikcelead to a weakened capacity
to pay interest and repay principal for debt irstbategory than in higher rated

categories.

BB+

Considered highest speculative grade by markéicgeants
BB

Less vulnerable in the near-term but faces majgomy uncertainties to adverse

business, financial and economic conditions
B

More vulnerable to adverse business, financial @ednomic conditions but

currently has the capacity to meet financial commaitts
CCC

Currently vulnerable and dependent on favourabknass, financial and economic

conditions to meet financial commitments
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CC
Currently highly vulnerable
C

A bankruptcy petition has been filed or similariaettaken, but payments of

financial commitments are continued
D

Payments default on financial commitments

Note: Ratings from ‘AA’ to ‘CCC’ may be modified by treddition of a plus (+) or minus (-) sign to
show relative standing within the major rating gatées. Ratings above BB+ are considered to be
Investment Grade, and BB+ and less are speculgtade.

Source: Credit Rating Essentials availableh#ttp://www.standardandpoors.com/ratings
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Appendix Il

Rating Comparison

S&P Moody's Fitch
AAA Aaa AAA
AA+ Aal AA+
AA Aa2 AA
AA- Aa3 AA-
A+ Al A+
A A2 A
A- A3 A-
BBB+ Baal BBB+
BBB Baa?2 BBB
BBB- Baa3 BBB-
BB+ Bal BB+
BB Ba2 BB
BB- Ba3 BB-
B+ B1 B+
B B2 B
B- B3 B-
CCC+ Caal CCC+
CccC Caa2 CccC
CCC- Caa3 CCC-
CC Ca CC
C C C
D D

Source: BIS Websitbttp://www.bis.org/
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Appendix IV Moody’s Annual Corporate Default Rates by Alphanumeric Rating

Year Aaa Aal Aa2 Aa3 Al A2 A3 Baal Baa2 Baa3 Bal 2BaBa3 Bl B2 B3 Caal Caa2caa3
1983 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 00 0 0.26 00 91 179 53.3

1984 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 1.1 12 6 1.0.0 59 176 3.0

1985 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 6 1.29 44 71 11.7 0.0

1986 0.0 0.0 0.0 00 00 00 00 0.0 0.0 3.4 09 2 1.34 78 152 154 28.6

1987 0.0 0.0 0.0 00 0.0 00 00 0.0 0.0 0.0 38 9 0.30 42 77 102 22.2

1988 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 0 0.26 42 6.9 11.0 235

1989 0.0 0.0 0.0 1.4 0.0 0.0 o0.0 0.0 0.8 1.0 0.8 9 1.48 56 92 18.3 27.3

1990 0.0 0.0 0.0 00 0.0 00 00 0.0 0.0 0.0 37 8 2.35 7.8 217 299 58.3 0.00
1991 0.0 0.0 0.0 00 00 00 00 0.7 0.0 0.0 1.1 0 0.91 35 110 280 48.0 0.00
1992 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 0 0. 0.7 1.0 15 26.6 31.6 0.00
1993 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 09 0 0.08 25 33 10.1 25.0 0.00
1994 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 00 0 0.06 19 36 8.8 7.0 0.00
1995 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 00 0 0.18 44 59 2.0 2.7 0.00
1996 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 0 0.0.0 1.2 00 3.3 0.0 15.0 0.00
1997 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 0 0.05 00 12 7.0 0.0 13.6 0.00
1998 0.0 0.0 0.0 00 00 00 00 0.0 0.3 0.0 00 9 1.12 21 54 4.9 5.8 12.0 26.66
1999 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.3 05 6 0.25 26 54 8.1 11.2 21.8 21.42
2000 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.3 0.0 1.0 056 0.1.0 31 49 11.3 11.2 29.5 20.69
2001 0.0 0.0 0.0 0.0 0.0 05 o0.0 0.3 0.3 0.0 00 4 1.28 32 104 180 25.8 33.3 47.61
2002 0.0 0.0 0.0 00 00 00 05 0.8 0.7 1.9 24 6 0.11 22 47 7.6 16.0 25.8 33.76
2003 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 06 7 0.15 04 24 4.4 8.6 219 31.81
2004 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.0 0.0 0.0 0 0.09 00 0.6 2.4 8.0 9.2 15.09
2005 0.0 0.0 0.0 0.0 0.0 0.0 o0.0 0.0 0.2 0.3 0.0 0 0.00O0 00 0.6 2.5 3.1 6.3 21.05
2006 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 0.0 0 0.05 08 0.6 2.2 2.3 6.7 18.18
2007 0.0 0.0 0.0 00 00 00 00 0.0 0.0 0.0 0.0 0 0.0.0 0.0 0.0 0.0 2.2 8.4 1481
2008 0.0 0.0 0.0 1.7 1.2 0.0 0.0 0.3 0.8 0.3 0.0 0 0. 2.7 1.8 0.8 3.2 7.8 19.0 32.87
2009 0.0 0.0 0.0 0.0 0.0 00 05 0.9 0.7 0.7 24 6 0.40 37 85 8.6 17.1 38.9 57.14
Mean 0.0 0.0 0.0 01 00 00 0.0 0.1 0.1 0.4 07 6 0.20 28 6.1 102 8.5 22.7 17.05

* Data in percent Source: Corporate Default andoRexy Rate (Moodys Annual Publication)
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Appendix V

S&P Global Corporate Default Rates lg Rating Modifier

AAA AA+ AA AA- A+ A A- BBB+ BBB BBB- BB+ BB BB- B+ B B- CCCI/C
1983 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 .172 0.00 1.59 1.22 9.80 4.76 6.67
1984 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40 0.00 .000 1.64 1.49 2.13 3.51 7.69 25.00
1985 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 641 1.49 1.33 2.59 13.11 8.00 15.38
1986 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.00 0.78 0.00 .821 1.18 1.12 4.65 12.16 16.67 23.08
1987 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .000 0.00 0.83 131 5.95 6.82 12.28
1988 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .000 0.00 2.34 1.98 4.50 9.80 20.37
1989 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.91 0.78 0.00 .000 0.00 2.00 0.43 7.80 4.88 33.33
1990 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.77 0.00 110 .782 3.06 4.50 4.87 12.26 22.58 31.25
1991 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.83 0.74 0.00 .703 1.12 1.05 8.72 16.25 32.43 33.87
1992 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .000 0.00 0.00 0.72 14.93 20.80 30.19
1993 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .000 1.92 0.00 1.30 5.88 4.17 13.33
1994 0.00 0.00 0.00 0.00 0.45 0.00 0.00 0.00 0.00 0.00 .000 0.86 0.00 1.83 6.58 3.23 16.67
1995 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 063 .000 155 111 2.76 8.00 7.69 28.00
1996 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .860 0.65 0.55 2.33 3.74 3.92 4.17
1997 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.36 0.34 0.00 .000 0.00 0.41 0.72 5.19 14.58 12.00
1998 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.27 105 301 1.06 0.72 2.57 7.47 9.46 42.86
1999 0.00 0.00 0.00 0.36 0.00 0.24 0.27 0.00 0.28 031 540 133 0.90 4.19 10.55 15.45 32.35
2000 0.00 0.00 0.00 0.00 0.00 0.24 0.56 0.00 0.26 0.88 .000 0.80 2.30 5.59 10.66 11.50 34.12
2001 0.00 0.00 0.00 0.00 0.57 0.49 0.00 0.24 0.48 027 490 1.19 6.00 5.94 15.74 23.31 44.55
2002 0.00 0.00 0.00 0.00 0.00 0.00 0.00 112 0.65 132 501 174 4.62 3.69 9.63 19.53 44.12
2003 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.19 0.53 .480 0.94 0.28 1.69 5.21 9.23 33.13
2004 0.00 0.00 0.00 0.00 0.00 0.24 0.00 0.00 0.00 0.00 .000 0.65 0.77 0.46 2.68 2.82 15.33
2005 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 .36 0 0.00 0.25 0.78 2.60 2.98 8.94
2006 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .36 0 0.00 0.48 0.54 0.79 1.57 12.38
2007 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .000 0.30 0.23 0.19 0.00 0.88 15.09
2008 0.00 0.00 0.44 0.41 0.31 0.21 0.58 0.19 0.59 071 .141 0.63 0.64 2.97 3.31 7.41 26.26
2009 0.00 0.00 0.00 0.00 0.29 0.39 0.00 0.40 0.18 1.09 .000 1.02 0.91 5.48 9.96 17.16 48.42
Mean 0.00 0.00 0.02 0.03 0.06 0.07 0.08 0.17 0.27 032 660 0.90 1.50 2.55 7.37 10.23 23.61

Data in Percent. Sources: Annual Default Tables S&P
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
a SD J J J J a SD J J J J
1 AAP Consumer Discretionary 0.79 0.14 0.58 4.99 672. 0.58 0.79 0.14 0.58 4.99 2.67 0.58
2 AM 0.71 0.11 1.98 8.95 2.76 3.28 0.22 0.10 0.00 0.05 565 11.86
3 BID 0.94 0.10 2.00 14.90 10.94 2.05 0.31 0.11 1.02 169 3.88 10.38
4 BTH 0.92 0.07 1.01 12.45 10.31 3.29 0.58 0.13 1.06 6.48 1.70 2.64
5 BWA 0.78 0.11 1.32 8.90 3.57 1.49 0.78 0.11 1.32 8.90 573 1.49
6 BWS 0.84 0.09 0.93 11.43 7.85 121 0.84 0.09 0.93 11.43 7.84 121
7 BYD 0.71 0.12 1.65 9.45 4.78 1.79 0.47 0.13 0.28 3.50 310 4.65
8 BYI 0.78 0.10 0.04 11.86 5.57 0.09 0.61 0.11 0.27 750 1.09 247
9 CBRL 0.54 0.13 0.84 5.60 1.02 343 0.54 0.13 0.84 5.60 021 3.43
10 CHUX 0.85 0.09 1.00 11.86 8.09 1.33 0.77 0.11 1.00 10.34 551 1.00
11 CSTR 0.83 0.11 1.75 8.16 6.37 1.96 0.83 0.11 1.75 8.16 376 1.96
12 EAT 0.44 0.12 1.08 4.86 1.06 6.16 0.50 0.12 1.06 4.86 061 6.16
13 FL 0.80 0.10 0.59 11.91 6.31 0.59 0.57 0.12 2.10 8.63 2.89 3.84
14 GCO 0.81 0.10 0.12 10.39 5.52 0.13 0.78 0.11 1.18 9.06 4.97 117
15 ICON 0.54 0.13 0.84 4.82 0.95 3.47 0.03 0.05 4381 6.85 285 7.68
16 ISCA 0.50 0.14 1.05 451 1.05 3.28 0.50 0.14 1.15 3.28 151 4.64
17 JAS 0.94 0.06 131 11.91 8.16 1.48 0.94 0.06 243 1040 5.71 1.63
18 KBH 0.82 0.09 1.26 13.31 8.71 1.39 0.02 0.04 5.84 354 290 8.96
19 LAMR 0.76 0.13 0.76 6.97 3.86 0.77 0.74 0.13 1.88 8.00 .99 4 1.80
20 LIz 0.77 0.11 1.02 10.39 5.57 1.02 0.26 0.13 8.00 6.04 1.29 3.46
21 LKQX 0.93 0.11 0.65 4.46 2.70 0.33 0.92 0.11 0.65 4.46 .70 2 0.32
22 MDC 0.32 0.11 0.68 157 3.09 9.18 0.50 0.12 0.48 4381 480 4.97
23 MHK 0.32 0.12 2.33 3.98 2.17 7.04 0.32 0.12 2.33 3.98 A7 2 7.04
24 MTH 0.75 0.11 2.53 8.35 5.94 242 0.12 0.08 5.54 5.99 614 6.36
25 NVR 0.91 0.07 1.73 13.56 10.77 4.14 0.56 0.12 0.39 6.15 0.62 3.58
26 OMX 0.77 0.11 1.01 10.32 5.55 1.01 0.46 0.13 1.06 464 0.98 4.70
27 OXM 0.70 0.12 112 9.01 3.74 1.52 0.77 0.11 1.02 10.36 5.57 1.02
28 PBY 0.54 0.13 0.37 4.69 0.44 3.40 0.38 0.13 1.01 2.36 981 6.45
29 PERY 0.69 0.12 0.98 7.68 3.13 1.48 0.65 0.12 2.33 7.41 993 2.74
30 PETM 0.87 0.09 2.76 10.15 9.31 3.67 0.87 0.09 2.76 10.15 9.31 3.67
31 PNK 0.69 0.12 0.96 8.14 3.34 1.46 0.69 0.12 0.96 8.14 343 1.46
32 PVH 0.39 0.12 0.03 2.36 0.91 7.48 0.39 0.11 0.03 2.36 910 7.48
33 RCII 0.36 0.12 2.13 3.30 2.09 6.12 0.53 0.13 0.29 4.66 350 3.40
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
34 RYL 0.06 0.05 4.50 3.19 4.44 10.41 0.05 0.05 2.36 153 8.19 13.38
35 SAH 0.55 0.13 251 5.85 2.90 3.71 0.53 0.13 0.26 4.65 310 3.43
36 SCHL 0.73 0.11 1.02 9.40 3.23 1.63 0.39 0.12 151 2.95 .67 2 8.17
37 SMP 0.69 0.12 0.93 7.45 2.08 1.95 0.69 0.12 0.93 7.45 .08 2 1.95
38 SPF 0.47 0.13 0.10 3.35 0.16 4.64 0.47 0.13 0.10 3.35 160 4.64
39 TOL 0.50 0.12 1.70 6.75 1.70 4.93 0.37 0.11 1.49 3.95 751 7.54
40 TUP 0.50 0.14 0.48 3.49 0.48 3.22 0.20 0.12 1.01 1.00 24 3 7.42
41 ZQK 0.85 0.09 1.02 11.36 8.07 1.38 0.46 0.13 144 498 1.30 4.73
Consumer Staples
1 ACV 0.50 0.12 1.08 6.18 1.08 4.86 0.24 0.10 1.24 1.72 893 10.39
2 AOI 0.25 0.11 0.47 0.68 3.50 8.90 0.12 0.08 0.35 1.10 .16 8 11.91
3 CHD 0.50 0.12 1.06 4.86 1.06 6.16 0.76 0.10 121 10.39 3.88 1.70
4 CPO 0.30 0.12 2.01 2.10 4.75 9.05 0.39 0.13 2.40 294 633 8.18
5 FLO 0.44 0.12 1.05 3.66 1.53 7.52 0.44 0.12 1.05 3.66 531 7.52
6 GAP 0.70 0.12 1.28 7.49 2.66 1.76 0.04 0.05 3.67 3.90 .56 4 8.95
7 NAFC 0.75 0.11 241 7.57 3.59 247 0.39 0.13 0.85 2.33 701 6.28
8 NTY 0.50 0.12 0.24 4.79 0.24 4.83 0.50 0.12 0.23 4.79 230 4.83
9 SFD 0.56 0.12 0.84 6.89 1.26 3.63 0.32 0.11 0.62 1.90 292 8.92
10 uvwv 0.57 0.12 1.50 6.18 1.38 5.34 0.10 0.07 0.26 1.69 0.93 14.90
Energy
1 ACI 0.73 0.10 2.58 8.96 2.92 3.66 0.65 0.11 2.29 7.56 14 2 4.78
2 CKH 0.85 0.09 1.04 11.11 8.03 141 0.74 0.11 0.10 8.89 3.30 0.43
3 CRK 0.67 0.11 0.09 8.91 2.07 1.37 0.57 0.12 1.63 6.42 981 3.82
4 FST 0.75 0.10 1.03 11.88 5.78 112 0.31 0.11 1.15 259 247 8.93
5 FTO 0.32 0.11 0.65 1.56 2.98 9.10 0.88 0.08 1.03 13.38 8.20 1.25
6 KWK 0.77 0.14 1.72 5.77 4.34 1.64 0.77 0.14 1.72 5.77 34 4 1.64
7 NFX 0.71 0.11 0.97 9.80 4.15 131 0.57 0.12 0.98 6.90 511 3.13
8 0SG 0.37 0.11 161 4.14 181 7.54 0.38 0.11 0.74 3.09 341 7.51
9 PDE 0.23 0.10 3.53 3.74 3.50 9.00 0.03 0.04 5.84 6.76 79 4 9.08
10 PETD 0.76 0.11 2.76 8.67 6.57 2.62 0.76 0.11 2.76 8.66 576 2.62
11 PQ 0.74 0.11 0.04 8.89 3.29 0.36 0.73 0.11 0.04 8.89 293 0.36
12 PXP 0.08 0.09 2.74 2.62 2.05 4.52 0.06 0.08 0.50 0.86 465 7.45
13 SFY 0.77 0.11 0.97 9.03 4.69 0.99 0.77 0.11 0.97 9.03 .69 4 0.99
14 SGY 0.92 0.07 1.01 13.44 11.28 3.79 0.92 0.07 1.00 4134 11.28 3.79
15 SM 0.47 0.13 0.10 3.35 0.16 4.64 0.47 0.13 0.10 3.35 160 4.64
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P

S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
16 SPN 0.97 0.04 5.87 7.09 2.89 5.24 0.37 0.12 0.49 2.06 371 6.99
17 SUG 0.16 0.09 1.62 1.92 8.32 12.13 0.14 0.08 0.57 1.06 8.95 13.44

Financials

1 AF 0.43 0.12 1.93 541 171 6.21 0.20 0.09 0.80 0.77 725 11.87
2 AFG 0.50 0.12 1.07 4.86 1.07 6.17 0.31 0.11 1.03 1.70 893 10.39
3 AMB 0.43 0.13 0.01 2.46 0.29 5.05 0.50 0.13 0.09 3.73 .090 3.72
4 ASBC 0.39 0.12 0.23 2.50 1.04 7.49 0.50 0.00 3.00 157 198 13.38
5 BRE 0.44 0.12 1.05 3.66 1.53 7.52 0.44 0.12 1.08 4.86 .06 1 6.16
6 BXS 0.19 0.09 1.03 1.08 8.16 13.40 0.50 0.12 1.07 486 1.07 6.18
7 CFR 0.22 0.10 0.03 0.08 5.57 11.86 0.29 0.11 1.99 329 276 8.95
8 CLI 0.39 0.12 0.29 242 1.22 7.53 0.39 0.11 0.00 2.35 890 7.48
9 CLP 0.46 0.13 1.14 4.77 1.05 4.71 0.46 0.13 1.14 4.77 051 471
10 CPT 0.46 0.13 0.97 4.54 0.91 4.70 0.46 0.13 0.97 454 910 4.70
11 CYN 0.39 0.12 4.42 7.84 3.24 6.35 0.17 0.00 7.00 6.53 203 7.64
12 DFG 0.31 0.12 1.06 211 2.13 7.45 0.46 0.13 0.64 3.92 630 4.68
13 EQY 0.13 0.11 0.91 1.39 5.95 7.57 0.13 0.11 0.91 1.39 955 7.57
14 FAF 0.44 0.12 121 4.32 1.20 6.17 0.44 0.12 121 4.32 201 6.17
15 FMBI 0.39 0.13 0.69 2.90 1.04 6.03 0.63 0.01 2.99 121 615 10.39
16 FRT 0.31 0.11 1.15 2.59 2.47 8.93 0.31 0.11 1.15 2.59 A7 2 8.93
17 HCC 0.29 0.11 0.91 1.28 3.93 9.05 0.29 0.11 0.91 1.28 933 9.05
18 HIW 0.41 0.13 121 3.83 1.15 5.11 0.41 0.13 121 3.83 151 5.11
19 HMN 0.44 0.12 0.25 3.63 0.43 6.11 0.28 0.11 0.00 0.53 .56 3 10.37
20 HPT 0.29 0.08 7.00 5.87 1.67 2.98 0.29 0.08 7.00 5.87 671 2.98
21 HR 0.39 0.13 0.87 3.17 1.14 6.04 0.31 0.12 0.81 2.00 .012 7.44
22 IPCC 0.50 0.14 0.23 3.20 0.23 3.27 0.50 0.14 0.23 3.20 230 3.27
23 JEF 0.33 0.11 0.00 1.33 2.00 8.91 0.33 0.11 0.00 1.33 .00 2 8.91
24 JLL 0.45 0.15 0.31 2.33 0.44 3.67 0.45 0.15 0.31 2.33 440 3.67
25 LRY 0.37 0.11 151 4.07 1.75 7.54 0.43 0.12 1.46 5.30 351 6.18
26 MCY 0.11 0.07 0.07 142 10.90 14.90 0.11 0.07 0.07 142 10.90 14.90
27 MSCI 0.22 0.15 0.37 0.46 2.08 4.94 0.83 0.13 0.97 6.20 394 1.09
28 NAVG 0.62 0.13 1.23 6.05 1.35 3.57 0.69 0.12 1.00 8.82 503 1.47
29 NHP 0.20 0.00 2.00 4.67 11.17 14.91 0.20 0.00 2.00 467 11.17 14.91
30 NNN 0.54 0.13 1.05 6.03 1.27 3.46 0.46 0.13 1.10 4.72 011 471
31 NYB 0.25 0.10 0.95 1.27 3.95 10.39 0.16 0.09 0.08 0.23 8.02 13.37
32 o} 0.54 0.13 0.84 4.69 0.79 4.28 0.54 0.13 0.84 4.69 790 4.28
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
33 OHI 0.67 0.11 3.13 10.77 5.94 3.28 0.21 0.10 214 223 415 10.40
34 ONB 0.16 0.09 0.95 0.73 5.52 10.39 0.31 0.12 1.01 218 2.08 7.45
35 ORI 0.50 0.12 1.06 4.86 1.06 6.16 0.06 0.06 1.00 551 424 16.45
36 PCH 0.50 0.12 1.08 4.86 1.08 6.19 0.31 0.11 1.05 171 933 10.42
37 PLFE 0.74 0.11 0.14 8.90 341 0.42 0.60 0.13 0.01 6.00 610 2.15
38 PPS 0.54 0.13 1.06 6.05 1.29 3.46 0.38 0.13 1.12 3.46 291 6.04
39 REG 0.47 0.13 0.22 3.37 0.29 4.67 0.47 0.13 0.22 3.37 290 4.67
40 SIGI 0.70 0.12 1.19 7.45 2.15 2.37 0.38 0.13 1.05 2.36 152 7.46
41 SIvB 0.10 0.07 1.46 1.08 8.13 13.38 0.26 0.10 0.67 1.20 3.76 10.38
42 SKT 0.31 0.12 0.95 145 3.40 8.63 0.38 0.13 1.36 3.71 421 6.05
43 SNH 0.22 0.14 0.02 0.04 2.78 5.93 0.44 0.17 0.37 1.99 420 3.07
44 SUSQ 0.37 0.13 1.74 3.89 1.65 6.07 0.29 0.12 1.68 2.65 332 7.46
45 THG 0.45 0.14 1.09 4.16 0.99 4.18 0.64 0.13 1.20 5.52 351 2.98
46 TRH 0.63 0.11 1.10 7.52 1.53 3.66 0.19 0.09 1.01 1.06 128 13.37
47 UDR 0.44 0.12 1.01 4.78 1.01 6.15 0.37 0.11 1.02 3.56 481 7.52
48 UTR 0.28 0.11 0.03 0.55 3.57 10.37 0.28 0.11 0.03 055 3.57 10.37
49 WBS 0.22 0.10 0.21 0.25 5.60 11.86 0.22 0.10 0.21 0.25 5.60 11.86
50 WDR 0.74 0.14 0.89 6.18 3.38 0.92 0.50 0.16 0.67 3.18 670 271
51 WTNY 0.15 0.09 1.05 0.77 5.53 10.39 0.46 0.13 0.99 458 0.92 4.70
52 ZNT 0.62 0.13 1.04 7.45 2.14 2.36 0.62 0.13 1.12 6.04 291 3.46
Health Care
1 AGP 0.72 0.13 1.53 6.11 3.08 1.62 0.50 0.14 0.38 3.24 380 3.24
2 BEC 0.50 0.12 1.06 4.86 1.06 6.16 0.44 0.12 1.05 3.66 531 7.52
3 BIO 0.68 0.11 0.75 8.97 2.74 1.65 0.68 0.11 0.75 8.97 742 1.65
4 CNMD 0.92 0.07 0.89 11.91 8.12 1.09 0.89 0.08 1.77 10.39 5.60 1.09
5 COO 0.92 0.07 0.94 12.58 10.86 3.47 0.68 0.12 0.70 791 287 1.35
6 CRL 0.54 0.14 0.48 4.14 0.51 3.00 0.46 0.14 0.77 2.92 930 4.39
7 CYH 0.85 0.12 0.95 7.45 5.54 1.82 0.85 0.12 0.95 7.45 545 1.82
8 HGR 0.12 0.09 1.52 155 5.82 10.40 0.23 0.11 1.02 1.20 3.60 8.90
9 HMA 0.92 0.06 1.86 15.46 13.58 5.06 0.11 0.07 0.02 1.35 10.89 14.90
10 HNT 0.23 0.10 1.62 1.89 4.04 10.39 0.24 0.10 3.13 3.66 3.20 8.98
11 HOLX 0.62 0.11 0.72 7.68 1.83 2.52 0.62 0.11 0.49 7.60 511 2.46
12 HRC 0.31 0.11 1.02 1.70 3.87 10.31 0.13 0.08 0.88 0.76 8.08 13.37
13 HS 0.13 0.08 1.00 0.82 8.09 13.37 0.13 0.08 1.00 0.82 8.09 13.37
14 HWAY 0.54 0.13 1.50 4.96 1.65 3.59 0.33 0.12 0.23 121 861 7.44
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
15 KCI 0.50 0.25 1.33 1.22 1.33 2.49 0.50 0.25 1.33 1.22 331 249
16 KNDL 0.65 0.14 0.46 5.07 143 1.28 0.65 0.14 0.46 5.07 431 1.28
17 LPNT 0.97 0.06 2.89 4.48 1.53 1.93 0.57 0.17 0.77 3.82 071 1.87
18 MTD 0.68 0.11 0.43 8.98 2.55 1.49 0.67 0.11 0.35 8.96 452 1.46
19 OCR 0.61 0.12 0.01 7.48 0.90 2.35 0.44 0.12 0.21 3.55 440 6.12
20 oMl 0.79 0.10 0.48 11.87 5.68 0.50 0.61 0.11 0.13 749 0.99 2.40
21 PSsSI 0.88 0.08 0.25 11.91 8.09 0.76 0.75 0.11 0.62 8.90 3.44 0.94
22 PSYS 0.99 0.03 1.99 3.01 1.28 1.85 0.76 0.17 1.08 421 832 1.03
23 RSCR 0.67 0.12 0.14 7.43 1.77 1.18 0.86 0.09 2.58 10.96 9.37 3.22
24 VRX 0.93 0.06 0.94 15.65 13.83 5.10 0.80 0.09 0.80 0125 7.46 0.81
25 VTIV 0.50 0.18 2.29 3.52 2.29 241 0.50 0.18 2.29 3.52 292 241
26 WCG 0.60 0.16 0.00 4.00 0.40 143 0.60 0.15 0.00 4.00 400 1.43
Industrials
1 AAI 0.92 0.07 0.81 13.01 10.53 3.25 0.84 0.09 0.57 511.4 7.19 0.75
2 ABFS 0.43 0.13 3.95 491 3.60 5.05 0.43 0.13 3.95 491 .60 3 5.05
3 AGCO 0.42 0.12 1.52 4.45 1.39 5.66 0.42 0.12 1.52 4.45 391 5.66
4 AIR 0.58 0.13 0.37 5.11 0.68 2.54 0.35 0.13 0.45 1.55 501 6.48
5 ALK 0.89 0.07 1.25 13.37 8.10 0.91 0.76 0.10 1.27 10.39 3.90 1.74
6 AME 0.43 0.12 2.19 3.85 3.01 8.97 0.58 0.12 2.36 6.24 012 6.24
7 ASGN 0.45 0.13 2.20 4.56 2.01 4.82 0.55 0.13 2.28 5.92 .65 2 3.66
8 ATK 0.81 0.09 0.98 13.26 8.02 1.02 0.81 0.09 0.98 13.26 8.02 1.02
9 ATU 0.85 0.09 1.09 10.39 5.53 0.78 0.46 0.13 0.97 443 0.90 4.70
10 BCO 0.50 0.12 1.16 4.87 1.16 6.29 0.56 0.12 0.97 6.15 980 4.70
11 BEAV 0.78 0.10 0.11 11.87 5.66 0.15 0.50 0.12 0.42 482 042 4.85
12 CLH 0.42 0.12 2.97 4.21 3.29 6.58 0.42 0.12 2,97 421 293 6.58
13 CNW 0.36 0.11 1.77 4.15 1.90 7.55 0.36 0.11 1.78 4.16 911 7.55
14 CR 0.57 0.12 1.92 6.21 1.69 5.80 0.38 0.11 0.82 2.53 .08 2 8.01
15 CsL 0.50 0.12 1.10 4.87 1.10 6.21 0.44 0.12 1.09 3.66 581 7.58
16 CXW 0.59 0.14 0.31 4.57 0.66 2.01 0.70 0.13 0.92 6.04 382 1.28
17 DLX 0.69 0.11 1.00 10.32 3.83 1.69 0.25 0.10 0.96 149 3.83 10.38
18 ESL 0.71 0.12 157 7.47 245 221 0.71 0.12 157 7.47 452 221
19 FCN 0.50 0.13 1.86 5.52 1.86 3.89 0.71 0.12 0.00 7.90 572 0.49
20 GEO 1.00 0.01 1.99 11.91 8.18 1.74 1.00 0.01 1.99 1191 8.18 1.74
21 GY 0.70 0.12 1.38 7.45 2.23 243 0.70 0.12 1.38 7.45 232 243
22 HSC 0.13 0.08 1.00 0.82 8.09 13.37 0.13 0.08 1.00 0.82 8.09 13.37
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
23 IEX 0.56 0.12 0.82 7.09 124 3.62 0.68 0.11 0.60 8.95 532 1.60
24 IFSIA 0.54 0.13 0.88 481 0.98 3.48 0.54 0.13 1.28 4.76 261 3.75
25 JBLU 0.99 0.05 1.97 3.01 1.29 1.84 0.20 0.01 2.00 2.34 541 3.02
26 JOYG 0.32 0.17 1.16 1.28 2.46 5.07 0.67 0.17 1.03 4.89 222 1.23
27 KAMN 1.00 0.01 2.99 10.39 5.65 1.46 0.63 0.12 1.87 6.07 1.70 4.18
28 KEX 0.50 0.12 0.07 4.78 0.07 4.78 0.50 0.12 0.07 4.78 .070 4.78
29 KMT 0.34 0.11 2.82 5.17 2.38 7.58 0.39 0.11 0.20 2.40 121 7.52
30 KSU 0.78 0.10 0.13 11.86 5.59 0.17 0.50 0.12 0.52 522 0.52 4381
31 L 0.67 0.17 1.01 3.51 1.01 1.90 0.67 0.17 1.01 351 011 1.90
32 MLHR 0.31 0.11 1.02 2.46 243 8.93 0.24 0.10 1.25 1.73 893 10.39
33 NCS 0.47 0.13 0.01 3.34 0.08 4.63 0.33 0.12 0.02 1.12 681 7.43
34 ORB 0.55 0.13 2.04 5.88 2.39 3.62 0.55 0.13 2.03 5.87 382 3.62
35 OSK 0.81 0.09 0.96 13.06 7.95 1.00 0.01 0.02 5.96 3.13 270 8.95
36 PNR 0.44 0.12 1.06 3.66 1.53 6.97 0.44 0.12 1.06 3.66 521 6.97
37 ROCK 0.86 0.09 1.20 11.88 8.65 1.73 0.54 0.13 0.99 576 1.20 3.45
38 SPW 0.99 0.02 4.94 10.40 4.19 2.68 0.44 0.12 0.39 357 0.67 6.21
39 TEX 0.44 0.12 0.27 3.59 0.46 6.12 0.44 0.12 0.69 3.70 .86 0 6.16
40 TKR 0.37 0.11 1.06 3.61 151 7.52 0.18 0.09 1.20 1.03 755 11.87
41 TNB 0.22 0.10 1.77 1.72 7.52 12.92 0.29 0.11 1.88 209 5.56 11.57
42 TTC 0.62 0.13 1.15 6.05 131 3.50 0.62 0.13 1.15 6.05 301 3.50
43 TRN 0.44 0.12 1.05 4.83 1.04 6.16 0.25 0.10 1.13 1.63 .86 3 10.38
44 URS 0.57 0.12 1.59 6.47 1.98 3.80 0.57 0.12 1.59 6.47 981 3.80
45 VMI 0.73 0.10 0.43 10.38 3.69 0.97 0.73 0.10 0.43 10.38 3.69 0.97
46 WAB 0.73 0.12 0.95 6.99 2.86 1.17 0.73 0.12 0.95 6.99 .86 2 1.17
47 WTS 0.65 0.12 2.33 6.09 1.92 4.54 0.45 0.13 2.06 3.61 A7 2 7.25
Information Technology
1 ACXM 0.99 0.03 1.79 14.90 10.95 217 0.77 0.10 1.68 910.3  3.99 2.01
2 ARW 0.50 0.12 1.25 4.88 1.25 6.27 0.17 0.09 1.42 1.62 199 13.79
3 AVT 0.43 0.12 2.33 3.88 3.20 9.15 0.21 0.10 0.26 0.28 755 11.87
4 AXE 0.71 0.12 1.62 7.46 2.29 271 0.71 0.12 1.62 7.46 292 271
5 CIEN 0.45 0.15 0.27 2.37 0.34 3.60 0.55 0.15 0.16 3.62 270 2.30
6 CTV 0.78 0.13 1.03 7.90 4.61 1.01 0.44 0.12 1.09 3.66 581 7.58
7 CVG 0.50 0.16 1.14 4.08 1.14 2.76 0.50 0.16 1.09 4.02 091 2.75
8 EQIX 0.69 0.16 142 3.70 2.15 1.47 0.69 0.16 1.42 3.70 16 2 1.47
9 FCS 0.68 0.16 0.43 4.49 1.40 0.85 0.68 0.16 0.42 4.49 401 0.85
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Appendix VI

Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
10 IM 0.50 0.14 1.65 4.40 1.65 3.35 0.62 0.14 1.87 5.95 .95 2 2.35
11 IRF 0.67 0.11 0.10 8.91 2.06 1.38 0.76 0.10 1.20 1040 411 1.43
12 ITRI 0.54 0.13 0.54 4.72 0.62 3.43 0.54 0.13 0.54 4.72 620 3.43
13 JDAS 0.54 0.13 0.54 4.72 0.62 3.43 0.46 0.14 0.47 2.88 580 4.20
14 KLIC 0.76 0.11 2.75 10.20 7.11 2.61 0.02 0.03 6.98 734 3.36 4.95
15 MINI 0.84 0.13 1.02 4.95 2.25 0.90 0.84 0.13 1.02 4.95 252 0.90
16 NCR 0.89 0.09 3.63 5.98 2.10 2.79 0.89 0.09 3.62 5.98 102 2.79
17 ROVI 0.44 0.15 1.35 2.76 131 3.70 0.18 0.12 0.02 0.05 46 4 7.92
18 TTMI 0.93 0.07 1.09 12.34 11.02 4.19 0.78 0.11 1.28 9.43 5.80 1.25
19 VSH 0.33 0.11 0.20 144 2.14 8.92 0.33 0.11 0.20 1.44 14 2 8.92
Materials
1 ALB 0.59 0.13 111 5.10 1.08 3.81 0.58 0.13 111 5.10 .081 3.81
2 ASH 0.50 0.12 1.06 6.16 1.06 4.86 0.18 0.10 3.00 1.06 128 13.37
3 CBT 0.21 0.10 2.00 1.95 8.09 13.14 0.21 0.10 2.00 1.95 8.08 13.14
4 CENX 0.85 0.11 0.43 8.01 5.31 0.63 0.85 0.11 0.43 8.01 315 0.63
5 CMC 0.44 0.12 1.06 4.85 1.05 6.16 0.24 0.10 117 1.67 873 10.39
6 CRS 0.32 0.11 0.50 1.50 2.74 9.05 0.25 0.10 3.05 3.83 .033 8.97
7 CYT 0.98 0.04 8.02 3.46 1.25 5.99 0.98 0.04 8.02 3.46 251 5.99
8 GEF 0.64 0.13 1.15 6.99 251 1.92 0.73 0.12 117 8,51 .30 4 1.25
9 HW 0.80 0.13 1.68 6.05 4.72 1.68 0.64 0.15 1.38 4.50 .26 2 1.78
10 Lz 0.36 0.11 211 4.64 2.05 7.56 0.36 0.11 211 4.64 .05 2 7.56
11 MLM 0.50 0.13 117 3.82 117 5.22 0.50 0.13 117 3.82 71 5.22
12 NEU 0.22 0.10 0.05 0.10 5.59 11.86 0.22 0.10 0.19 0.22 5.69 11.87
13 NP 0.84 0.12 0.85 6.49 4.82 1.04 0.56 0.17 0.62 3.44 .86 0 1.85
14 OLN 0.21 0.10 2.07 2.02 8.26 13.38 0.35 0.11 2.13 289 4.25 10.41
15 OMG 1.00 0.01 2.99 10.40 5.77 2.08 0.46 0.13 191 526 1.70 4.77
16 PKG 0.67 0.16 0.01 4.46 1.01 0.67 0.44 0.17 0.46 1.83 .64 0 3.22
17 POL 0.92 0.07 1.00 11.91 8.14 1.25 0.68 0.12 0.55 754 243 131
18 RKT 0.27 0.11 0.00 0.33 3.27 8.89 0.20 0.10 0.05 0.05 445 10.39
19 RPM 0.50 0.12 2.57 5.02 2.57 7.93 0.50 0.12 257 5.02 572 7.93
20 RS 0.42 0.13 1.13 3.82 1.09 5.10 0.41 0.13 1.13 3.82 091 5.10
21 SLGN 1.00 0.01 3.00 7.19 8.44 9.71 0.92 0.00 3.00 5.38 234 6.53
22 SMG 0.50 0.12 0.71 5.55 0.71 4.83 0.50 0.12 0.71 5.55 710 4.83
23 SON 0.59 0.12 3.15 6.28 2.54 6.97 0.26 0.10 0.61 0.89 154 10.41
24 STLD 0.99 0.02 1.89 221 3.21 3.67 0.50 0.14 0.64 3.86 .64 0 3.24
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Appendix VI Moody's and S&P Estimated Alphas an J-Statistic

Moody's S&P
S.No Sector True Alpha a=0.2 a=0.5 a=0.8 True Alpha a=0.2 a=0.5 a=0.8
25 TIN 0.27 0.11 2.28 3.11 2.71 8.95 0.04 0.05 1.39 193 093 14.90
26 TXI 0.69 0.12 1.01 8.85 3.54 1.48 0.69 0.12 1.01 8.85 54 3 1.48
27 VAL 0.63 0.11 1.21 7.53 1.59 3.77 0.31 0.11 111 1.73 .05 4 10.51
Telecommunication Services
1 CBB 0.77 0.10 1.60 10.39 3.97 1.97 0.50 0.12 1.40 489 1.40 6.54
2 TDS 0.13 0.08 1.06 1.19 3.02 4.18 0.27 0.11 0.16 0.62 .70 3 10.38
Utilities
1 ALE 0.94 0.25 5.00 2.68 2.27 7.46 0.94 0.25 5.00 2.68 27 2 7.46
2 ATO 0.50 0.12 1.10 4.87 1.10 6.21 0.25 0.10 1.15 1.65 .87 3 10.39
3 AVA 0.46 0.13 0.97 4.37 0.90 4.70 0.25 0.11 0.59 0.90 44 3 8.90
4 AWR 0.31 0.12 1.06 1.50 3.62 8.90 0.23 0.11 1.06 1.05 675 10.40
5 BKH 0.37 0.11 1.33 2.66 2.94 9.34 0.37 0.11 1.33 2.66 .94 2 9.34
6 CNL 0.44 0.12 1.05 3.66 1.54 7.53 0.31 0.11 1.03 1.70 .89 3 10.39
7 Ccv 0.50 0.16 1.14 4.08 1.14 2.76 0.54 0.13 1.26 4.72 161 4.52
8 DPL 0.25 0.10 0.99 151 3.83 10.38 0.56 0.12 1.15 6.16 1.12 4.95
9 DYN 0.46 0.14 0.00 2.81 0.08 4.10 0.22 0.12 0.14 0.19 823 8.40
10 EE 0.41 0.14 0.23 2.03 0.52 4.54 0.41 0.14 0.23 2.03 520 4.54
11 EGN 0.43 0.12 1.78 3.78 2.48 8.46 0.08 0.07 0.58 258 1071 14.91
12 GXP 0.32 0.11 0.75 2.13 2.33 8.93 0.32 0.11 0.75 2.13 332 8.93
13 HE 0.27 0.11 0.16 0.62 3.70 10.38 0.33 0.11 0.14 139 212 8.92
14 IDA 0.33 0.11 0.12 1.39 2.08 8.91 0.20 0.09 0.72 0.72 .96 5 11.88
15 LG 0.79 0.11 1.42 8.90 3.59 1.55 0.15 0.09 1.04 1.42 238 11.95
16 MDU 0.19 0.09 1.01 1.07 8.12 13.38 0.19 0.09 1.01 1.07 8.12 13.38
17 NVE 0.16 0.09 0.07 0.23 8.05 13.37 0.09 0.07 0.41 243 11.21 14.91
18 NWN 0.58 0.13 0.37 5.11 0.68 254 0.35 0.13 0.45 1.55 501 6.48
19 OGE 0.27 0.10 2.63 2.57 6.79 10.58 0.09 0.07 0.48 253 11.14 14.91
20 PNM 0.69 0.11 1.05 10.41 3.93 1.71 0.44 0.12 1.06 483 1.04 6.16
21 PNY 0.38 0.13 1.04 2.36 2.14 7.45 0.38 0.13 1.04 2.36 14 2 7.45
22 SWX 0.67 0.12 3.03 6.11 2.21 5.02 0.67 0.12 3.03 6.11 212 5.02
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Appendix VII Standard Probit Model Estimates -Splits at the
Notch Level

The coefficient estimates are for the standard ipmolodel using splits at the notch level. The sampl
period is 1995-2009, and we exclude financial afiityufirms from our sample of 5238 issuer-year
observations. We classify firms as split rated famthe notch level; when AA+ is different A- or AA

Coefficient estimates are for the three estimataddsrd probit estimates using three distinct depeind
variables (i) split as a dependent variable in pAngi) S&P lower within a split as a dependentiable

in panel B, and (iii) Moody’s lower within a spls a dependent variable explained in C.

Standard
Coefficient Error Z Statistic P-Value
Panel A: Estimates for Splits at the notch leveDapendent
Constant 1.30 0.18 7.09 0.00
Size Measure(LAssets) -0.07 0.02 -4.28 0.00
Market Beta -0.05 0.03 -1.36 0.17
Coverage Measure 0.00 0.00 -1.99 0.05
Leverage Measure -0.14 0.14 -0.96 0.34
Profitability -0.68 0.26 -2.60 0.01
G-Score -0.02 0.01 -2.63 0.01
%lInstitutional
Investment -0.25 0.11 -2.22 0.03
% of Outside Directors -0.53 0.11 -4.67 0.00
Rating Shopping 0.21 0.04 5.22 0.00
Business Cycle 0.00 0.01 -0.09 0.93
Regulation FD 0.16 0.04 3.71 0.00
Log likelihood -3564.11
Pseudo R 0.02
LR x*(11) 132.72
Panel B: Estimates for observations where S&Pvietavithin a split

Constant -1.01 0.22 -4.51 0.00
Size Measure (L
Assets) 0.00 0.02 0.22 0.83
Market Beta -0.01 0.04 -0.33 0.74
Coverage Measure 0.00 0.00 1.52 0.13
Leverage Measure -0.12 0.18 -0.67 0.51
Profitability -0.44 0.29 -1.48 0.14
G-Score -0.05 0.01 -5.40 0.00
%Institutional
Investment 0.10 0.14 0.69 0.49
% of Outside Directors 0.50 0.14 3.45 0.00
Rating shopping 0.10 0.05 1.91 0.06
Business Cycle -0.01 0.01 -0.52 0.61
Regulation FD -0.16 0.05 -2.99 0.00
Log likelihood -2057.81
Pseudo R 0.01
LR x*(11) 59.73
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Panel C: Estimates for observations where Moodysver within a split

Constant
Size Measure
(LAssets)

Market Beta
Coverage Measure
Leverage Measure
Profitability

G-Score
%lnstitutional
Investment

% of Outside Directors
Rating shopping
Business Cycle
Regulation FD

Log likelihood

Pseudo R

LR x*(11)

0.97

-0.08
-0.04
-0.01
-0.08
-0.41
0.01

-0.32
-0.85
0.17
0.00

0.27

-3344.00
0.03
205.00

0.19

0.02
0.03
0.00
0.15
0.26
0.01

0.12
0.12
0.04
0.01

0.05

5.14

-4.62
-1.17
-3.39
-0.54
-1.61
1.20

-2.73
-1.27
4.02
0.17

5.92

0.00

0.00
0.24
0.00
0.59
0.11
0.23

0.01
0.00
0.00
0.87

0.00
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Appendix VIII  Standard Probit Model Estimates -Splits at the
Category Level

The coefficient estimates are for the standardiprabdel using splits at the category level. Thengke
period is 1995-2009, and we exclude financial afiityufirms from our sample of 5238 issuer-year
observations. We classify firms as split rated fanthe category level; when AA+ is different fréxrand
AAA, but not from A- or AA. Coefficient estimatese for the three estimated standard probit estignat
using three distinct dependent variables (i) gglia dependent variable in panel A (ii) S&P lowéhin a
split as a dependent variable in panel B, and Midody’'s lower within a split as a dependent vagab
explained in C.

Coefficient Standard Error Z Statistic P-Value
Panel A: Estimates for Splits at the category laseDependent
Constant -0.12 0.02 -5.97 0.00
Size Measure (LAssets) 0.01 0.04 0.31 0.76
Market Beta -0.01 0.00 -2.72 0.01
Coverage Measure -0.47 0.16 -3.01 0.00
Leverage Measure -0.71 0.26 -2.67 0.01
Profitability -0.02 0.01 -2.16 0.03
G-Score 0.02 0.13 0.16 0.87
%Institutional
Investment -1.08 0.13 -8.58 0.00
% of Outside Directors 0.07 0.04 1.60 0.11
Rating shopping -0.01 0.01 -0.46 0.65
Business Cycle 0.15 0.05 2.99 0.00
Regulation FD 1.20 0.20 5.90 0.00
Log likelihood -2705.44
Pseudo R 0.04
LR ch*(11) 229.52
Panel B: Estimates for observations where S&Pvietavithin a split
Constant -0.75 0.30 -2.48 0.01
Size Measure (Assets) -0.07 0.03 -2.51 0.01
Market Beta 0.06 0.06 1.07 0.29
Coverage Measure 0.00 0.00 0.64 0.52
Leverage Measure -0.60 0.25 -2.37 0.02
Profitability -1.14 0.35 -3.27 0.00
G-Score -0.08 0.01 -6.65 0.00
%Institutional
Investment 0.40 0.20 2.05 0.04
% of Outside Directors 0.57 0.20 2.83 0.01
Rating shopping 0.08 0.07 1.19 0.24
Business Cycle 0.00 0.02 -0.26 0.80
Regulation FD -0.20 0.07 -2.70 0.01
Log likelihood -995.90
Pseudo R 0.04
LR ¥*(12) 76.65
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Panel C: Estimates for observations where Moodysver within a split

Constant 0.96 0.22 4.42 0.00
Size Measure (Log

Assets) -0.11 0.02 -5.10 0.00
Market Beta 0.00 0.04 -0.10 0.92
Coverage Measure -0.01 0.00 -3.66 0.00
Leverage Measure -0.34 0.17 -2.04 0.04
Profitability -0.28 0.28 -1.01 0.31
G-Score 0.01 0.01 1.60 0.11
%Institutional

Investment -0.15 0.14 -1.10 0.27
% of Outside Directors -1.47 0.13 -10.98 0.00
Rating shopping 0.05 0.05 0.95 0.34
Business Cycle -0.01 0.01 -0.58 0.56
Regulation FD 0.24 0.05 4.64 0.00
Log likelihood 2325.18

Pseudo R 0.06

LR »%(11) 282.37
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