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Abstract

This thesis explores two important aspects of gnpwamely the roles of financial
development and inequalityfthe recent literature has indicated that both thente-
growth and inequality-growth relationships are ctewpand not well captured
through conventional linear regression analysesisThost of the existing empirical
literature focuses on marginal or direct growtteet$, ignoring the role of possible factors,
conditions and thresholds that may alter our tmigkabout how financial development or
inequality may affect economic growttkurther, it ignores the presence of outliers,
especially in cross-sectional analyses which mayddri our understanding of these
relationships. Therefore, Chapter 1 addressessue iof outliers in finance-growth literature
and provides a robust sensitivity analysis of sgmaset studies and an updated data set.
Chapter 2 focuses on whether R&D plays a role, ri@idy as a proxy for an omitted
variable, for growth and whether it has importamtfactions with financial development.
Chapter 3 then examines the role of inequality gmwth, allowing the effects to differ
depending on the level of human versus physicatalsgccumulation.

The cross-sectional analysis of Chapter 1 emplogsabust regression methods of
median quantile regression and least trimmed squdtreshows that the findings of past
studies are sensitive to outlier observations. Hanrtwe find that the positive effect of
financial development on growth disappears and déemomes negative once we use our
extended data set of 86 countries over the per@®¥-R006. This last finding is consistent
with Rousseau and Wachtel (2011). Moreover, westigate whether our understanding of
the finance-growth relationship can further be iayad by introducing a measure of R&D
into the standard analysis. We note that our measiuR&D has a strong positive effect on
growth and may proxy the role of an omitted vamalihich is highly correlated with
economic growth.

Chapter 2 also uses R&D and investigates its iotiera with conventionally
measured financial development. It employs a waéipanel data techniques for a panel of
36 OECD and non-OECD countries to show that thaticeiship between financial
development and economic growth is not straightémdy rather, it is conditional upon the
level of innovation or R&D. Further, we find thahagh level of technological innovation or
R&D is associated with a weak or negative effecfiméncial development on economic
growth. It is also noted that R&D is associatedhwfinancial innovation and the results
suggest that countries with a high level of R&D nfeve less regulated financial systems
which can adversely affect the finance-growth retethip.

The third chapter explores the relationship betweeguality and growth in the
context of a unified empirical approach suggestedhe theoretical model of Galor and
Moav (2004). Based on that model, we construct \&@ measure, the human capital to
physical capital ratio, which is used to study sh@d effects in the inequality-growth
relationship. Methodologically, we use thresholgression with instruments, developed by
Caner and Hansen (2004), which allows us to endngy identify the threshold human
capital to physical capital ratio that alters thequality-growth relationship. Using data on
82 countries, our results show that there existifsggnt threshold effects, with a level of the
human capital to physical capital ratio below whtble effect of inequality on growth is
positive and significant, whereas it is negativel aignificant above it. We also test the
robustness of our results using different measafébe human capital to physical capital
ratio. These results are consistent with the thimaleoredictions of Galor and Moav (2004).
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Thesis Introduction

Since Adam Smith (1776), it has become a norm owtr literature to
discuss ‘Why some countries are rich while the istlae poor?’” However, despite
more than two hundred years economists are unabiesolve this issue. Countries
at the top of the world income distribution are endhan thirty times richer than
those at the bottom. Evidence shows that this gapbe attributed to real per capita
growth which in turn depends on investment in ptaiscapital, human capital, and
technology. However, these proximate causes alaneat explain satisfactorily the
process of economic growth without looking into tfeasons for differences in
physical capital, human capital, and technologypsrcountries. Hence, the answer
to the above question may be related to fundameswtases of growth like luck,
geographic differences, institutional differencasd cultural differences etc. (see
Helpman, 2004, Ch-1; Acemoglu, 2008, Ch-1).

Recent growth analyses focus on a range of fathatsmay help t@xplain
the nature of the growth process across counti@sexample, the development of
financial institutions and markets is found to bekey element in the efficient
allocation of resources and the productivity offér (see Levine, 1997; Ang, 2008;
Acemoglu, 2008, Ch-21). Similarly, income distrilomt may play an important role
in defining the growth path of countries (see Gal@000; Galore and Moav, 2004;
Acemoglu, 2008, Ch-21). There are atsamerous theoretical and empirical studies
that attempt to investigate the nature of thesatiogiships, and hence try to answer
the fundamental question of why some countriesrialewhile the others are poor.
Yet, there is need to explore in detail the pre&@stors, conditions, and thresholds
that may affect our understanding of these relatiqrs.

The standard neoclassical theory implicitly assumies financial systems
function efficiently; hence most growth analyseslude physical capital, human
capital, and technological innovation as the pratencauses of growth. Frothe
1980¢, many developing countries have relied on the gpeivsector and market
signals to direct the allocation of resources, Whictturn requires efficient financial
institutions and markets. Well functioning finaricgystems provide opportunities

for all market participants to channel funds toirtmeost productive uses that may

! See details in World Bank, 1989.
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enhance economic growth, thus improving incomeridigions and reducing
poverty (see Levine, 1997; World Bank, 1989; Deifingréunt et al, 2008; Ang,
2008).

A strand of literature incorporating financial imgtions in endogenous
growth analyses emerges in the 1990s. The centyaireent of endogenous growth
models is that finance generates an external effeetggregate investment efficiency
which offsets decreases in the marginal produgtiat capital. Numerous past
empirical studies show there is a positive and iBggmt relationship between
financial development and economic growth (see Kand Levine, 1993; Levine,
1997). For example, King and Levine (1993a) isrttust prominent study during the
1990s that started a continuous debate concerhmditance-growth relationship.
Their cross-sectional analysis uses bank-baseduresasf financial development to
show that there is strong positive association betwfinancial development and
economic growth.

Many later studies focus on either bank-based aketdased, or both, as
measures of financial development by employing atber range of measures and
incorporating panel data. They conclude that thaticmship between banks, stock
markets, and economic growth is statistically rabuBverall, their results are
consistent with the view which stresses the impaeaof financial services rather
than its providers like banks or stock markets. yThghow that financial
intermediaries and markets are complements ratrer substitutes in promoting
growth, while also emphasizing the need of in-ddjpiie series analysis (see Levine
and Zervos, 1996; Levine and Zervos, 1998; RousaaduwWachtel, 2000; Beck et
al, 2000b; Beck and Levine, 2002; Beck, 2003; Baa#t Levine, 2004; Ndikumana,
2005; Ang, 2008). However, some studies find thatdontribution of banks is more
powerful as compared to stock markets, where tleeabthe latter may have been
exaggerated by cross-sectional studies (see Argstis 2001).

Cross-sectional analysis may face the problemandbgeneity and country
specific effects, and thus is unable to addressstwe of causality, whereas the time
series literature focuses on the causal relatipnbkiween financial development
and economic growth. The empirical findings of tlager strand of literature show
mixed results and suggest that causality effeatscauntry specific and cannot be
generalized, thus, indicating the potential dangfecombining different countries

with different institutional characteristics andckgrounds (see Demetriades and
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Hussein, 1996; Arestis and Demetriades, 1997; kenaad Jonung, 1997; Asteriou
and Price, 2000; Shan and Jianhong, 2006).

Being specific to cross-sectional analyses, mosh@fexisting studies on the
finance-growth relationship include some sensiti@halyses in order to check the
robustness of their results: for example, varioesddioning information sets,
regional or income dummies, sub-samples of cowmtied time periods, different
measures of financial development, outlier detedtp simple scatter plots or ad hoc
measures and various estimation procedures ete. K#gy and Levine, 1993a;
Levine and Zervos, 1998; Beck et al, 2000a; Beclt bevine, 2004; Rajan and
Zingale, 1998; Manning, 2003; Chinn and Ito, 2008he empirical evidence,
however, shows that a small variation in the cooxihg information set of growth
regressions can alter the relationship betweenaegpbry variables and growth,
including the indicators of financial developmesté¢ Levine and Renelt, 1992).
Further, most of the cross-sectional studies omvtir@and their sensitivity analyses
use linear specifications (see Barro, 1991; Levamel Renelt, 1992; Beck and
Levine, 2004; Rousseau and Wachtel, 2011); howdfliere are some exceptions
who use non-linear sensitivity methods (see Kaldatzs et al, 2000).

Although a few studies in the growth literature émgghe quantile regression
approach to perform sensitivity analysis of growtygressions from the past
literature (see Mello and Perreli, 2003), thereasy little evidence of this type in the
finance-growth literature. Robust regression meth@de potentially extremely
important in cross country analysis because therlabay contain a heterogeneous
group of countries where the presence of outliseolations is very likely. It may be
because countries may differ in the quantity analityuof financial services, degree
of financial liberalization, financial regulationspforcement of law and governance
etc. The robust methods, contrary to ordinary lesgtiares (OLS), produce
regression estimates which are not sensitive t@itégence of outlier observations in
the data.

Very recently, literature on finance-growth anadyshanges our thinking and
brings into account the effects of financial innbea, excess finance and financial
crises following the financial liberalization pdks of the 1990s. It shows that
excessive finance, which may be the result of teahnchange or financial
innovation, is an amplifying factor behind the fic#al crisis which in turn adversely

affects the finance-growth relationship (see Miopallos et al, 2010; Arcand et al,
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2011; Ductor and Grechyna, 2011; Rousseau and \Waétl1). Furthermore, this

literature suggests that on the one hand techrm@bginovation is important for

economic growth, while on the other hand it hasreng positive relationship with

financial innovation (see Michalopoulos et al, 2010 this context, technological

innovation may proxy the role of other variablas.plarticular, if countries with a

high level of technological innovation also haverenderegulated financial systems,
then the apparent role of technological innovatiglh be quite complex. As evident

from the recent financial crisis, unregulated omamitored financial innovation may

result in excess finance which is very likely tausa financial crisis thus leaving an
adverse effect on economic growth.

Contrary to the role of well functioning financiadstitutions and markets,
less developed financial systems or credit markeperfections may promote
inequality among the members of the society bycaliog resources towards those
with high marginal propensity to save. This impottaspect of credit market
imperfection has been recognized by the currerdgréteal and empirical literature
on inequality-growth relationship through its etleon human capital formation (see
Galore and Ziera, 1993emirguc-Kunt et al, 2008 Ch-3; Demirguc-Kunt and
Levine, 2009. Further, Greenwood and Jovanovic (1990) is geshie pioneer
theoretical work that combines the two importamarstis of literature on growth:
finance-growth and inequality-growth. They prediat non-linear relationship
between financial development, income inequalityl atonomic growth. Their
model implies that the relationship between groarld income distribution depends
on financial development. At the early stage ofneernic development, the financial
institutions and markets are less developed andb#refit goes to rich people.
Consequently, there is rapid growth and the inetyualkcross the rich and poor
increases. In the latter stage of developmenthadihancial intermediaries expand
and many people join them, income inequality desgsaand economic growth
increases at a faster rate than the early stadevelopment.

However, the earlier debate on the inequality-ghowalationship focuses
around the seminal work of Kuznets (1955) who asgtieat the distribution of
income is mostly determined by the level of ecormdevelopment. He shows that
there exists an inverted U-shaped relationship éetwnequality and growth, where
at the initial stage of development inequality eases growth while it reduces

growth in the later stage of development (see EhrB809).
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The literature during the Seventies and Eightiemastly based on cross-
sectional analyses that largely confirms the Kuznipothesis, results being
sensitive to combining the data of developed angldping countries and functional
forms (see Ahluwalia, 1976; Ram, 1988; Fields, 1981and and Kanbur, 1993).

Following the empirical findings of the 1950s torlgal980s, theoretical
models developed in the 1990s try to identify clesthat may explain the nature of
the relationship between income inequality and gnowuch as credit market
imperfections, majority rule (political) and techogical innovation etc. For
example, Galor and Zeira (1993) is the seminalrétexal work which introduces the
channel of credit market imperfection and showg tihe initial distribution of
income determines the level of aggregate investmmentiman capital and economic
growth. Their analysis implies an ‘inverse U-shaggation between inequality and
growth along the levels of income. A similar reda$hip is observed using the
channel of income distribution through politicalopess, that is, the higher the
inequality in the distribution of income and wealthe higher the tax rate and lower
the rate of economic growth (see Alesina and Rodr#94; Persson and Tabellini,
1994).

Despite sound theoretical foundations and relativggod quality data on
income inequality, recent empirical literature dsamvixed conclusions regarding the
relationship between inequality and economic grov@nh the one hand it finds a
positive effect of inequality on growth which isrpally consistent with the above
theoretical predictions. These studies criticize pinevious literature on the basis of
using weak proxies of inequality, data quality, aslimation methodology while
stressing more careful examination of inequalitgvgh relationship and the
channels through which it is affected (see Par&id®97; Li and Zou, 1998; Forbes,
2000). On the other hand it finds that the effddnequality on growth is negative,
with this result is mainly driven by low income ctties (see Panizza, 2002; Huang
et al, 2009). Further, some empirical evidence shithat the effect of inequality on
growth switches sign across the levels of inconrefilp of inequality, degree of
urbanization, and/or time etc (see Deininger andiir8gq 1998; Barro, 2000;
Voitchovsky, 2005; Fallah and Partridge, 2007).

Much of the literature on this topic uses lineaeafcations, despite the
nonlinearity between inequality and growth implieg the Kuznets hypothesis.
Banerjee and Duflo (2003) criticize the resultsFairbes (2000) and Li and Zou
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(1998) and document that growth rate is an inveldeshape function of net changes
in inequality (in any direction) and that this teaship is robust to control variables
and estimation methods. Their empirical findinge aonsistent with their simple
theoretical model of political economy. Similaryhen (2003) finds that there exists
an ‘inverted U-shape’ relationship between initredome distribution and long run
economic growth. His results are consistent with Kuznets Hypothesis with the
only difference that the long run growth first ieases and then decreases with the
initial inequality.

Very recently, some theoretical studies, mainlybgdsalor (2000) and Galor
and Moav (2004), combine the previous two strarfdgerature in this field where
the first documents a positive effect of inequatitygrowth while second favours the
negative effect. The Galor studies show that in ghesence of imperfect capital
markets (credit constraints) human capital rem#&iwg as compared to physical
capital and inequality channels resources to theeosvof capital with high marginal
propensity to save and thus increases growth. Hekyem the presence of well
functioning financial institutions and markets dtedonstraints are no longer
binding, which in turn facilitate the formation dluman capital that may replace
physical capital in promoting economic growth. Withe single exception of
Chambers and Krause (2010), no empirical studyate bdas explored the channel of
human and physical capital as implied by Galor &fwhv (2004) to study the
relationship between inequality and growth.

The above discussion motivates us to explore twponant aspects of
growth analyses, namely financial development avejuality. In finance-growth
analyses we explore the issue of outliers and the of R&D for the effect of
financial development on growth; in the contextir@quality, the human capital to
physical capital ratio is used as a threshold béian the analysis of the inequality-
growth relationship. This is an attempt to expltire precise factors, conditions and
thresholds that may affect these relationships.

Thus, focusing on the above discussion this thesisganized as follows. In
Chapter 1, we examine the sensitivity of financawgh regressions using some
cross-sectional data sets from the past literatigrevell as our extended data set.
Chapter 2 investigates the role of R&D for the effef financial development on

economic growth using a panel data set. In Chahteve investigate whether the
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relationship between inequality and growth is a#dcby human capital to physical
capital ratio as implied by Galor and Moav (2004).

In Chapter 1, we employ two robust methods of nedjaantile regression
(QR) as suggested by Koenker and Bassett (1978)eastl trimmed squares (LTS)
as suggested by Rousseeuw and Leroy (1987) farrtss-sectional analysis of five
data sets: the first four data sets are taken frewine and Zervos (1998), Beck et al
(2000a), Levine (2002), and Beck and Levine (20@4ere the fifth data set is more
up to date and extended across variables and cmantBesides using robust
regression methods to perform sensitivity analgsisld empirical findings, we also
analyse the specification of Beck and Levine (20@tng our extended data set by
adding a measure of innovation or R&D, noting tthes may proxy the role of an
omitted variable which is highly correlated wittb@eomic growth.

In Chapter 2, we contribute to the finance-growiterature by using a
measure of technological innovation or R&D that nsmpw important interactive
effect (with financial development) on growth. Henbesides looking at the direct
effects of financial development and R&D on growite address two important
questions: whether the growth effect of financialelopment is conditional on the
level of innovation or R&D; and whether a high lewétechnological innovation or
R&D is associated with an apparently weak or negateffect of financial
development on growth. We investigate these questity employing a
multiplicative interaction model, where the intdrae effect of technological
innovation and financial development on economiowgh is analysed. We use a
panel data of 36 countries (26 OECD and 10 non-Og&¥er the period 1980-2006
to explore this conditional effect by employingaxiety of panel data techniques.

Chapter 3 explores a different aspect of growtimeis the role of inequality
in the context of a unified approach as suggesteGdor and Moav (2004). We
construct a new measure of human capital to phys@gital ratio (HK ratio) to
study its threshold effects on inequality-growthatienship. For this, we use a
pooled data of 82 countries for the period 196532@0d employ the method of
threshold regression with instruments as suggesye@aner and Hansen (2004).
This method can endogenously identify the threslodltiuman capital to physical
capital ratio (HK ratio), treating HK ratio as exgpus variable. Further, we
examine the robustness of our results by usingmifit measures of human capital to

physical capital ratio and the data sets.
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Overall, the above three chapters contribute to lifleeature on finance-
growth and inequality-growth relationships, by irmmarating the important issues of
robustness, interactive effects, and threshold ceffethat may affect these
relationships.
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Chapter 1

A Robust Sensitivity Analysis of
Cross-Country Finance-Growth
Regressions

1.1. Introduction

A financial system provides services that are ds&gen a modern economy
such as mobilizing savings, allocating resourceserteng corporate control,
facilitating risk management, and easing the traidgoods, services, and contracts
(see Levine, 1997). The financial institutions amdrkets, by undertaking these
functions, can affect economic growth through thammels of capital accumulation
and total factor productivity (see King and Levii®93a, b; Levine, 1997; Ang,
2008). Channelling funds from surplus units to déefunits with more productive
uses for them raises the income of both the saadsthe borrowers. Without an
efficient financial system, however, lending candastly and risky. The financial
system’s contribution to economic growth thus lies its ability to increase
efficiency (see Levine, 1997).

A substantial volume of research has been devate@rify and understand
the existence of linkages between financial develeqt and economic growth.
Historically, one such linkage is evidenced bysheng positive correlation between
long-run economic growth and the degree of findriot@rmediation, while another
is demonstrated by the similar correlation betweag-run growth and stock market
activity (see King and Levine, 1993a; Levine, 19B&yine and Zervos, 1996, 1998;
Beck et al, 2000b; Beck and Levine, 2004; Ang, 20B®wever, some studies show
that the effect of banking sector development oowtfn is more powerful as
compared to the effect of stock markets; and thateffect of the latter may have
been exaggerated by the cross-country studiesAfeséis et al, 2001). Both of these
relationships may be explained by the possible dppiies of channelling a larger

fraction of savings into relatively more productivevestments. In the case of

23



financial intermediation, these opportunities maigsea from a greater pooling of
risks, a higher quality of information, a lower to$ monitoring and a lower cost of
transactions. In the case of stock markets, they neféect a wider diversification of
portfolios and a re-direction of resources towdager-run, less liquid, but higher-
yielding projects.

Recent literature on finance-growth analysis charae thinking and brings
into account the effects of financial crises, follog the financial liberalization
policies of 1990s. It shows that the relationshgimieen financial development and
growth is adversely affected during different pdsaf financial crisis that may be
the result of financial innovation and excess foerisee Rousseau and Wachtel,
2011; Arcand et al, 2011; Ductor and Grechyna, 20ihlthis context, the different
measures of financial development may contain nreagent error and the effects of
financial bubbles that are likely to result in unakfindings and this problem may
remain in averaged cross-sectional data (see Cimanlto, 2006). These findings
motivate this chapter to explore the issue of em&eobservations or outliers in
detail, in order to investigate the extent to whitle strong positive correlation
between financial development and growth foundhiese studies may be due to
outliers.

Most of the existing cross-sectional studies omrfze-growth relationship
include some sensitivity analyses in order to chibekrobustness of their results: for
example, various conditioning information sets,ioagl or income dummies, sub-
samples of countries and time periods, differenasuees of financial development,
outlier detection by simple scatter plots or ad hwasures and various estimation
procedures etc. (see King and Levine, 1993a; Leairek Zervos, 1998; Beck et al,
2000a; Beck and Levine, 2004; Rajan and Zingalé81®anning, 2003; Chinn and
Ito, 2006). The empirical evidence, however, shdkat a small variation in the
conditioning information set of growth regressiaas alter the relationship between
explanatory variables and growth, including theigatbrs of financial development
(see Levine and Renelt, 1992). Further, most otthes-sectional studies on growth
and their sensitivity analyses use linear spedibos (see Barro, 1991; Levine and
Zervos, 1996, 1998; Beck et al, 2000a; Levine aedeR, 1992). However, there are
some studies that employ nonlinear methods for itbatys analysis of growth

regressions (see Kalaitzidakis et al, 2000).
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Although there are some studies in the growthdttee that employ the
quantile regression approach to perform sensitigitglysis of growth regressions
from the past literature (see Mello and PerrelD@0there is very little evidence of
this type in the finance-growth literature. Robresgression methods are potentially
extremely important in cross country analysis beeathe latter may contain a
heterogeneous group of countries where the presenaoetlier observations is very
likely. It may be due to countries varying with pest to their financial structures,
financial regulations, rule of law, and degree ioffhcial liberalization etc. These
methods, contrary to ordinary least squares (Olp8)duce regression estimates
which are robust to the presence of outlier obgEmwa in the data.

In this chapter, we employ two robust methods odlia® quantile regression
(QR) as suggested by Koenker and Bassett (1978)eastl trimmed squares (LTS)
as suggested by Rousseeuw and Leroy (1987) farrtss-sectional analysis of five
data sets: the first four data sets are taken frewine and Zervos (1998), Beck et al
(2000a), Levine (2002), and Beck and Levine (20@4ere the fifth data set is more
up to date and extended across variables and cmntBesides using robust
regression methods to perform sensitivity analgsisld empirical findings, we also
analyse the specification of Beck and Levine (200¢ing our extended data set.
Furthermore, we note that most of the studies pantte-growth analysis ignore a
potentially important variable of innovation and R&Hence, we add a measure of
innovation or R&D in the specification of Beck argkvine (2004) that may
represent an omitted variable which is highly dated with economic growth. A
deeper analysis of R&D and its interactive effewith financial development is
provided in chapter 2. We use R&D expenditures ©PGratio as a proxy for
innovation. However, measuring the contributionR&D investment to economic
growth remains a complex issue which is subjedata observability, availability,
and quality.

This chapter is organised as follows. Section Bdews some important
studies in the field. Section 1.3 outlines our empl methodology. Section 1.4
discusses robustness of the first four data seisn fprevious cross-country

regressions. Section 1.5 reports the estimationrasdlts using our fifth data set

2 Department of Finance and Revenue, Canada (1997).
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which is updated and extended across countrievamables, as compared with the

first four sets. Finally, Section 1.6 presents ¢osions.

1.2. Literature Review

A new strand of literature emerged in the 1990&isgeevidence in favour of
endogenous growth theory. The central argumenindbgenous growth models is
that finance generates an external effect on agtgeigvestment efficiency which
offsets the decrease in the marginal productivitycapital. There are numerous
empirical studies which investigate the naturehaf telationship between financial
development and economic growth and conjecture thete is a positive and
significant relationship between them (King and ibey 1993a; Levine and Zervos,
1996, 1998; Arestis et al, 2001; Beck et al, 20@}¥x;k and Levine, 2004; Rousseau
and Wachtel, 2011; Arcand, 2011). However, somdistushow that the effect of
banking sector development on growth is more pmodoas compared to stock
market development; where the latter effect mayehbeen overemphasized by
studies that use cross-country data (see Aresais 2001).

An important study in this context is by King an@évine (1993a). They
investigate whether higher levels of financial depenent are significantly and
robustly correlated with faster current and futtates of economic growth, physical
capital accumulation, and improvement in econonfficiency. Their analysis is
consistent with the Schumpeterian view of creatlestruction, according to which
innovation replaces the old methods of productiorthwbetter procedures,
commodities, and services. Further, well functignibanks spur innovation in
technology and products by channelizing funds trtmost productive use. King
and Levine (1993a) introduce four measures bothherfinancial development and
growth and use cross-sectional and pooled dat® aob8ntries for the period 1960-
1989.

They conclude that each financial development aidicis positively and
significantly correlated with each measure of gtowahd that initially rich countries
tend to grow more slowly than initially poor couag after controlling for the initial
level of investment in human capital. Their resaltso support the famous view of

Schumpeter (1934) that financial sector developnoanises economic growth by
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increasing the rate of capital accumulation andirbgroving the efficiency with
which it is used. They check the robustness ofrthmesults by altering the
conditioning information set, using sub samplesaintries and time periods and
examining the statistical properties of the ereonts.

Despite this strand of literature finding a pogtand significant relationship
between financial development and economic groththjssue of causality remained
unresolved. For example, Demetriades and Huss8®6j1focus on causality using
time series data for 16 developing countries, vaitpopulation of more than one
million in 1990. They find little support in favouof the finance-lead-growth
hypothesis. Their results are mixed, most of thentwes show bi-directional
causality, while, some exhibit reverse causalitiiey conclude that the causality
results are country specific and cannot be geredlithus, indicating the potential
danger of combining different countries with diffat institutional characteristics
and backgrounds.

Some case studies, including Arestis and Demesigd®97), focus on
different financial structures to try to resolve tissue of causality and the impact of
different financial policies on economic growth.ejhexamine whether, how, and to
what extent the financial system can contributee¢tonomic growth and whether
financial liberalization can stimulate investmentiaeconomic growth. They provide
a time series analysis for Germany and the UnitateS using quarterly data for the
period 1979 to 1991. They conclude that in Germ#mgre is uni-directional
causality from financial development to real GDPdathat stock market
capitalization affects real GDP only through theldag sector, while stock market
volatility has a negative effect on output. In tase of USA the results are not clear,
which may be, mainly, due to the endogeneity o€lstmarket capitalization. Thus
there is insufficient evidence that in the US ficiah development causes real GDP.
They document that long run causality may vary s&roountries and that it is
possible that the long run relationships themsebxdsbit substantial variation. Thus
they find that a time series analysis may yieldpgeensights into the link between
financial development and economic growth thanasintry regressions. Finally,
they conclude that market failure does not neceégsause government success and
that the effects of financial liberalization depamgbn the institutional context of the

economy in question and good governance.
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One example of a deeper time series analysis is¢éanand Jonung (1997).
They investigate the long run relationship betwkesnce and growth in Sweden for
the period 1834-1991 applying Johansen cointegratiests to bivariate and
multivariate relationships between/ among the Vem They use two new
variables, namely human capital and technologioagqess, in addition to per-capita
GDP, per capita financial lending to private sectod investment per capita. They
construct the human capital variable as the inereasyears of schooling while
technological progress is measured as the numbegyat#nt applications. Their
results show that the financial system has theekrgmpact on GDP during the
period 1890-1939 and support the view that the odldinancial development is
significant during the early stages of economiceligwyment. They observe no clear-
cut causation among the variables for the complata set. Further, they note that
patents are more responsive to financial lendind) that the impact of patents on
GDP is positive but insignificant for the complel&ta set.

Another important study is by Shan and Jianhon@&2@vhich examines the
impact of financial development on economic gromtiChina. They use innovation
accounting analysis to investigate the interretetiops between variables in a VAR
system for the period 1978-2001. They document fim@ncial development, as
measured by total credit, is the second most irapbrtariable after the labour force
affecting economic growth. Their analysis is basadsranger causality tests which
suggest that both financial development and econamowth cause each other,
hence confirming bi-directional causality betwe&en. Further, it supports their
view that the rapid growth of the Chinese economyactually due to the
development of the rural sector following the reisrin 1979 and not due to the
development of the financial sector which startidral5 years of strong economic
growth in China. Their results, thus, reject theafice-led growth hypothesis.
Although time series studies provide a deeper cgtsgecific analysis, they may
illustrate the difficulty of drawing general conslans on growth from cross-section
data.

Most empirical studies use either bank-based oketdrased measures of
financial development. Levine and Zervos (1998)ckB€2003); and Beck and
Levine (2004) perform a remarkable task of bringingether both these measures of
financial development. They employ cross-secti@mal panel data analysis to show

that both the stock market and banking sector dgveént have positive, significant,
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and robust relationships with the different measuoé economic growth. Their
results are also robust to various conditioningiimfation sets, measures of financial
development and ad hoc methods of identifying etsli

There are also studies which use micro or firm lleleta to resolve the
finance-growth nexus such as Rajan and Zingale98(19Their significant
contribution is to introduce a new channel by wHidlancial development can affect
growth via firms’ dependence on external financg;disproportionately helping
those firms which are more dependent on extermantie for their growth. They
foresee two potential benefits of adopting this rapph: it provides a specific
testable mechanism and it may resolve the isswawdality by correcting for fixed
country effects. In this context they address twgportant questions: whether
financial development reduces the costs of extefinahce and whether external
finance dependent firms grow at a relatively faste in financially well well-
developed countries. They use industry level as agimacro level annual data on
30 countries for the period 1980-1990.

Their main findings are as follows: First, the effef financial development
on the rate of economic growth is positive and ifiggmt through the channel of
reducing the cost of external finance to finangiatlependent firms. Second,
financial development may play a significant roighe rise of new firms which may
further enhance growth by introducing innovatiotha economy disproportionately.
Third, the level of financial development can als® a potential factor that may
determine the size, composition and concentratib@aro industry. In sum, they
provide evidence of a significant and positive ietpaf the interaction between an
industry’s dependence on external finance and teoumting standards of the
country in which it operates on industry value atldehey use different measures of
firms’ external dependence on finance to checkabestness of their results.

Acknowledging the significant contributions of LeerZervos (1998) and
Rajan-Zingales (1998), Manning (2003) criticizegithstudies on the grounds of
stability and omitted variables bias. He tests stability of Rajan and Zingales
(1998) across OECD and non-OECD sub-samples am ltlyeintroducing an
interaction variable between a Tiger dummy variakaed industry investment

% Tiger economies or Asian Tigers may be definedhasgroup of countries referred to as ‘High
Performing Asian Economies (HPAESs)' in The World nRareport: “The East Asian Miracle:
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intensity (Tiger interaction). Similarly, he tedtse stability of Levine and Zervos
(1998) by introducing a dummy variable (Tiger dumnigr the group of high-
performing Asian economies to their original spieaiion.

He draws three important conclusions: First, thet@ need to refine both the
theoretical and empirical methods to capture pedgithe conditions under which
finance affects growth. Second, there is a neeseparate out the effect of finance
from other institutional, cultural, political, ongational, and environmental factors
specific to different countries. Third, it is pretuee to claim that the measures of
financial development can capture its essentidufea, thus, there is a need to focus
on long range historical studies covering a smalinber of countries at similar
stages in their development by incorporating dyramto their specification.

In contrast to the predominant view in the old&srature reviewed above, a
number of recent studies find that the relationdigpwveen financial development
and growth does not remain positive in the presesfcénancial crisis or when
financial development crosses certain limits oeshold levels (see Rousseau and
Wachtel, 2011; Arcand et al, 2011). Indeed, thessigectional analysis of Rousseau
and Wachtel (2011) shows that the relationship eetwfinancial development and
growth is positive for old data (1960-1989) or tbe combined data (1960-2004)
only; whereas, it is insignificant or even negativethe latest data set (1990-2004).
They show that this change in the relationshipug tb financial crisis since the
financial liberalization policies adopted by di#et countries during the 1990s.
Further, current empirical evidence shows that alinear relationship may exist
between financial development and growth, whererfge has a positive and
significant effect on growth at its initial levelshereas its effect becomes negative
at higher levels (see cross-sectional results aaAd et al (2011) and Ductor and
Grechyna (2011)).

The above discussion provides no definitive exgianain favour of a
positive and significant relationship between ficiahdevelopment and growth. The
recent literature raises the possibility that tloéd™ results may not be robust and
hence there is need to re-examining them. Perhagg did not take sufficient
account of country heterogeneity that may be duferdnt financial structures,
financial regulations, general rule of law, and tlegree of financial deregulation

Economic Growth and Public Policy” (1993). This gpoincludes Hong Kong, Indonesia, Japan,
South Korea, Malaysia, Singapore, Thailand, andvaai
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etc. In this chapter, on the one hand we use rateggession methods of quantile
regression (QR) and least trimmed squares (LTS)hersensitivity analysis of five
data sets (four from old studies and one extended skt which is more updated)
because they can provide us with a clearer piafitee relationship in the presence
of heterogeneous data. On the other hand, we atshaure of innovation or R&D in
our specification to check whether finance-growtiationship is affected by
including R&D. We do this because innovation or R&Bs a strong and positive
link with financial development (see Morales, 208&n, 2007; Ang, 2011) as well
as economic growth (see Aghion and Howith, 1992witt and Aghion, 1998; Falk,
2007). Further, R&D may play a proxy role of an tied variable that might be
highly correlated with growth.

1.3. Empirical Methodology

Most empirical studies, such as Beck and Levin®@42@mphasize the direct
relationship between financial development and enva growth, thus estimating an

econometric model of the form:

GROWTH=4,+a'X. + BFD +u (1.1)

where GROWTH is real per capita GDP growth, X représ a vector of
conditioning variables like initial output, humaapital, openness, government size,
and inflation etc., FD represents a vector of feiahdevelopment indicators such as
bank credit and turnover ratio etc., andis the stochastic error term which is
assumed to bei.d. Together, X and FD define the vector of indepenhderiables
used in the regression (1.1), with correspondirgffanent vectory = (a”, 7).

The model specification of four previous studies\iibe and Zervos, 1998;
Beck et al, 2000a; Levine, 2002; and Beck and LevR004) is similar to (1.1);
however, we extend it further by including a measaf R&D as a conditioning
variable.

In this chapter, an attempt is made to provide ifeitg analyses of some
prominent studies in the field viz-a-viz our anayf extended data using
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specification of (1.1) and robust regression meshafdquantile regression (QR) and
least trimmed squares (LTS).

In the following sub-section, we provide an outliak quantile regression
(QR) and least trimmed squares (LTS) methods.

1.3.2. Robustness via Quantile Regression (QR) and Least Trimmed
Squares (LTS)

One important difficulty with cross country analyss that it often contains a
heterogeneous group of countries where the existeficoutliers is quite likely.
Further, the macroeconomic variables especially thdicators of financial
development are likely to contain measurement dperause there is no precise
measure that can capture all the functions perfdrimea well developed financial
system. Moreover, financial development indicatonay capture the effect of
financial bubbles; although this effect may be miizied through averaging the data
across time (see Chinn and Ito, 2006).

Outliers are observations that lie outside thedgipielationship between the
dependent variable and the independent variabiesinmple regression it is easy to
detect outliers by viewing their scatter plot. Heee it is impossible in multivariate
regressions with a large number of observationsceRe literature on robust
estimation pays special attention to outliers whaie divided into two types.
Vertical outliers (unusual observations in Y-difen) may possess very large
positive or negative residuals. The second typeoutfiers is due to observing
unusual observations in the X-direction, known egetages (See Temple, 1999;
Zaman et al, 2001; Bramati and Croux, 2007; Firagper Hediger, 2008; Verardi and
Croux, 2009). As the OLS estimator assigns equadhweo all observations, the
regression line may be tilted towards even a singltéer in X-space, thus changing
its slope (see Figure 1.1).

Such unusual observations in the X-direction tligcathe regression slope
are known as bad leverage points in the literat@enerally, any observation lying
far away from the most coherent part of the datéhen X-direction is known as a
leverage point which may not be an outlier becaudeesn’t take into account the

Y-direction. For example, any point which is farawfrom X-points but lying on the
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regression line won't affect the fit and its slog® it is considered to be a good

leverage point (see Figure 1.1).

Figure 1.1:  Outliers in Regression Analysis
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Source: Verardi and Croux, 2009

As mentioned earlier, detection of outliers in tben of bad leverage points
is not straight forward especially if we are deglimith a multivariate model. Two
major solutions are proposed in the literaturerresgion diagnostics and robust
estimation. Regression diagnostics like Studentrestiuals and Cook’s D statistic
relate to the calculation of statistics in this teom that may be used to pinpoint
outliers in the data. These statistics may beulisefcase of simple regression or a
single outlier in the data; however they are noyweseful in multivariate regressions
or when the outliers are large in number. The neasthat in case of a large number
of outliers, the effect of one outlier is very likeo be masked by the presence of
others (see Zaman et al, 2001). The second solofioobust estimation uses those
estimators which are not strongly affected by thespnce of outliers, like quantile
regression (QR), least median squares (LMS), leasimed squares (LTS), and
Maximum-Likelihood-Like-Estimators (M estimatorsyee Koenker and Bassett,
1978; Rousseeuw and Leroy, 1987; Rawlings et &818uo, 2005).
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Most macroeconomic cross country regressions us& @ estimation
purpose, which minimizes the residual sum of squafue to the squaring of
residuals, OLS assigns an excessive importancebsereations with very large
residuals, thus distorting the estimation of regias parameters in the presence of
outliers. Hence, OLS method is not useful in thespnce of outliers especially when
the sample size is small or moderate.

In this chapter, we use quantile regression (QR)) laast trimmed squares
(LTS) methods as robust alternatives, as suggdstdtoenker and Bassett (1978)
and Rousseeuw and Leroy (1987) respectively. Tlaesehigh-breakdown value

estimators, where the breakdown of an estimatdefismed as:

“The smallest fraction of contamination that camssthe estimator to
take on values arbitrarily far from its value oe tmcontaminated data.”
(SAS, 2009, Ch 74)

The breakdown value of an estimator can be cormiders a measure of the
robustness of the estimator; both the QR (mediaantij@) and LTS have a high
breakdown value of 50%. However, QR is robust toresme values in response
direction (Y-direction) only, whereas LTS is robtstextreme values in Y-direction
as well as in covariate space (X-direction). A boatline of these two methods is

given below.

1.3.2.1. Quantile Regression (QR)

The standard linear regression provides a framewiogk summarizes the
average relationship between the dependent vati@Bjeand independent variables
(2) based on the conditional mean function, E(Y;| Whereas, quantile regression
(QR) provides a more complete picture about thatimiship at different points in
the conditional distribution of Y. The quantdeqge(0,1), is defined as that value of Y
that splits the data into the proportiqrbelow and (1g) above it. If the cumulative
density function (c.d.f.) of the dependent variaMg at any specific valug is given
as F(Yg) = Pr(Y< qg) then thegth quantile of Y is defined as the inverse function
Yq= FY(q).

* In order to make our presentation simple, we asstimt Y represents our dependent variable
(GROWTH), whereas Z includes X and FD as specified..1).
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In this context, the median is the best known gpequantile for which
g=0.5 and F(¥s = 0.5 is the equation whose solution defines thedian
Yos = FY(1/2). Median regression, also called least absohlgviations (LAD)
regression, is more robust to outliers than is mregression. QR permits us to study
the impact of regressors on both the location aradesparameters of the model,
thereby allowing a richer understanding of the d&tarther, the approach is semi-
parametric in the sense that it avoids assumpiidioait parametric distribution of
regression errors. These features make QR espesialiable for heteroskedastic
data (see Cameron and Trivedi, 2009; Ch 7).

Contrary to OLS, QR minimizes the sum of absolwkies of the residuals,
Iri|, that gives the asymmetric penaltigsfri| for under prediction and @) |ri| for
over prediction. Standard conditional QR analysisuanes that the conditional QR,
Qqy(Yql2), is linear in Z and theth QR estimator(7,) minimizes overyq the

objective function:

Q(Yq) = Zi:YiZZ’i]/ qul - Z,i)/ql + Zi:yi<Z’i]/(1 - q)lyl - Z,i)/ql (12)

Where 0¢<1, and we useg, rather thary to make clear that different choicespf
estimate different values of. In our estimation of QR, we report coefficient
estimates for the median quantile for whigh0.5 and equal weight is placed on
prediction for observation with ¥ Z'y and for observation with Y <'¢ where this
special case of median quantile is also known adethist absolute deviations (LAD)
estimator that minimizeE; |Yi-Z'yo5 (see Cameron and Trivedi, 2009; Ch 7). In
addition to the coefficients presented for the rapdjuantile, graphical results are
provided relating to the quantile regression esis#or all deciles.

The objective function (1.2) is not differentiabtagrefore it is solved using
linear programming techniques of simplex as suggebly Armstrong et al (1979).
In their simplex algorithm, iteration is requirea dchieve convergence, in the sense
that no additional iteration could improve the $oo. In each step of these
iterations, the regression plane passes through af ®bservations called thoasis
Initially, a point is replaced in thbasisto check whether the sum of weighted
absolute deviations is improved. If it occurs,reelis printed in the iteration log (see

StataCorp., 2009). The linear programming methadssby identifying a good set of
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observations to make a basis by running a weiglei@st squares (WLS) regression
as suggested by Schlossmacher (1973) and Hunterasngd (2000).

Koenker and Bassett (1978) show that under mildleg¢gry conditions and
i.i.d. setting quantile regression estimatgt(q), follows asymptotic normal

distribution,

Vn(@(@) = y(@)~N(0,Rz 'R, Rz ) (1.3)

where, y(q) is the expected value df(q). R;'R,R;! is the covariance matrix
estimated by a method suggested by Koenker anceB4%982).R, = X'WW'X, W
is a diagonal matrix with elements,

q .
U r > 0
fresiduals (0) f

W.: = 1-q . (1.4)
" fresiduals(o) lf r< O
0 otherwise

and R is the design matrix XX. fresiquais ()refers to the density of the true residuals.
Koenker and Bassett (1978) does not provide anjodetb obtain a density estimate
for the errors in real data, hence a method sugddsf Rogers (1993) is used (see
StataCorp., 2009).

Rogers’s (1993) method is described as followst,fisort the residuals and
locate the observation in the residuals correspuntb the quantile in question and
take into account weights if necessary; secondutake W, , the square root of the
sum of the weights third, calculate W the sum of weights for all observations in
this middle space, typically Ws slightly greater than Whus an adjusted weight is
calculated given the numberloparameters as WWqk; fourth, the density estimate
is the distance spanned by these observationsediviiy W, Because the distance
spanned by this mechanism converges toward zels, d@btimate of density
converges in probability to the true density (st orp., 2009).

® Unweighted data are equivalent to weighted datatiith each observation has weight 1, resulting
in W, =Vn. Similarly, for weighted data, the weights arscaded so that the sum of the weights is the
number of observations, resultingyn again. For frequency-weighted data, Mérally is the square
root of the sum of the weights. The method loc#tesclosest observation in each direction until the
observations are finished, such that the sum offsifor all closer observations is,\(¥or details see
StataCorp., 2009).
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In our estimation of quantile regression, we use @t6 quantile (mediah)
which is robust in the sense that it has a higlakdewn value of 50%. However, it
IS robust to extreme values in Y-direction (vetticatliers) only; whereas, it is not
robust to the extreme values in the covariate spgedirection) or leverage points
(see SAS, 2009; Ch 72). Therefore, we also emmagtltrimmed squares (LTS)
estimator which possesses the same breakdown wallies robust to the vertical
outliers as well as horizontal outliers or leverggnts. A brief outline of LTS is

given in the following sub-section.

1.3.2.2. Least Trimmed Square (LTS)

The LTS estimator can be written as:

min¥’ (r2) (L5)

where (%) are the ascending ordered squared residoads,f <r3 <r3 <..<r?

andh is the trimming constant which is defined to béhi the range of

Z+1<h< TS (1.6)

where I’ is sample size an@’ is number of independent variables. Formula (is5)
similar to OLS except that the largest squaredreri@e not included in the
summation. It effectively uses only the proport{dnn) of the data with the smallest
squared residuals, and hence the breakdown is tbeopion of excluded

observations.

isti 3n+p+1
The statistical package SAS 9.2 (20083es a default value df= Ll e

—-h : :
and a breakdown value er}n— For example, in our case of 86 observations and 4

independent variables, SAS 9.2 will choose theuefalue ofh = 65.75, for which

the breakdown value is 23.55%. It means that LTi8nasor can withstand up to
23.55% of bad leverage points occurring anywhetbendata. Alternatively, we may
choose any other value of in the above range as suggested by Rousseeuw and

® In our analysis of quantile regressions, we usmemetric software STATA 11.0.
" In our analysis of LTS estimation, we use the RGBBREG procedure in SAS 9.2 which utilizes the
FAST-LTS algorithm of Rousseuw and Van Driesserd(®0
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Leroy (1987) and can have a breakdown value upl#6.5ollowing Zaman et al

(2001), we usé = + ”T“ and when it gives h < 30, we use 30.

1.4. Robustness Analyses of Some Previous Studies

Contrary to the most empirical cross-country stedit do not pay adequate
attention to the presence of outliers, we takehip issue by employing the robust
regression methods of median quantile regressid®) @hd least trimmed squares
(LTS) as suggested by Koenker and Bassett (1948Raniseeuw and Leroy (1987)
respectively. In the following sub-sections we gplese methods to five data sets;
four from past studies and one extended data setase of past data sets, we
followed the information provided by the correspimgd studies regarding the
availability of original data sets used in theirabises. However, the definitions of
variables and sources of data used in extended a@dtysis are provided in
Appendix Al, Table Al1.1. Our aim is to check whettiee results of above studies
are robust to outlier observations in the dataisf df excluded outliers from our

LTS analysis is given in Appendix Al, Table A1.2.

1.4.1. Robustness Analysis of Levine and Zervos (1998)

Levine and Zervos (1998) is an important study Whiocorporates the
effects of both the bank-based and market-baseduresaof financial development
and investigates their impact on economic growihgua cross-sectional data of 47
countries for the period 1976-1993 hey find that the stock market liquidity and
banking development are positively and significamétlated to current and future
rates of growth, capital accumulation and produtgtivihey suggest that financial
factors are important for economic growth. Theimssevity analysis shows that their
results are robust to the inclusion of differertss® explanatory variables related to
legal efficiency and institutional development. ther, they are robust to the

inclusion of outlier observations identified by @h hoc method and scatter plots.

® Data are available at the web site
http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/HRESEARCH/0,,contentMDK:20699
038~pagePK:64214825~piPK:64214943~theSitePK:46983aml
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We argue that in multivariate regression models ialmost impossible to
identify outliers by using scatter plots or simphethods like Cook’s D etc. for the
reasons mentioned above. Hence, we employ highkdoean value robust
estimators of median quantile regression (QR) aadtltrimmed squares (LTS) that
can withstand up to 50% of the observations asessitl\We replicate their tables
which use private credit (PRIV) as a measure oklzvelopment and turnover ratio
(TOR), value traded (TVT) and market capitalizat{MCAP) as three measures of
stock market development.

Models (1), (4) and (7) shown in Table 1.1 exaat®plicate the OLS
estimates of Levine and Zervos (1998) as giveheir tables 3, 4 and 6 respectively.
In addition, Table 1.1 shows corresponding modstsmated employing QR and
LTS techniques. Model (1) in Table 1.1 shows timéial output is negative and
significant at 1% level, whereas the measure ofdmeapital (HC) is positive and
significant at 10% level. Further REVC has a negat@nd significant impact on
economic growth. Private credit (PRIV) is positiaed significant at 2% level,
whereas turnover ratio (TOR) is positive and sigaift at 1% level. As in Levine
and Zervos (1998), these results imply that bothibiink and market based measures
of financial development have positive and sigaificeffects on growth.

As the OLS estimator can be sensitive to outligsgstimates given in model
(1) may be affected by the presence of extremereasens. For example, if we look
at the residuals versus fitted values plot for nh¢tethe obvious outlier candidate is
Korea which lies far away from the predicted lirexjivalent to zero value of
residuals) (see Figure 1.2). Consequently, theepaesof any outlier may distort the
OLS fit. In this situation, it may be worthwhile tse robust methods.

Therefore, model (2) provides the median quana@gession (QR) estimates
of (1) and shows that the median effect of PRIMeoanomic growth is positive but
insignificant, whereas the sign and significancél®R remains intact. In addition,
Figure 1.3a exhibits the entire quantile regressmefficient estimates for PRIV and
TOR for model (2). The 95% confidence intervals strewn by the shaded area. The
OLS estimates on PRIV and TOR and their 95% confidantervals are shown by

dashed and dotted lines respectiVeRigure 1.3a shows that the role of PRIV is

° In our quantile regression plots, the OLS confiderintervals are standard. Therefore, the
significance of OLS estimates in these plots daasnecessarily match with their significance in
Tables that utilize heteroskedasticity consistéaricard errors.
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positive for most of the quantiles, whereas it egative for countries having
conditional growth rates in the upper tail (aroub®). The coefficient of the
turnover ratio (TOR) is positive for all the quaes, however it is very high and
significant only for countries in the upper taifdand 28%). Together, these results
imply that for countries with high growth ratesetbffect of TOR is greater while

that of PRIV is lower than for the majority of cdtias.

Figure 1.2:  Residuals versus Fitted Plot Using Table 1.1
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The LTS estimation for the same specification isvah in model (3) which
excludes the extreme observations from the ‘Batodel (3) that excludes five
outliers (Cote d'Ivoire, Korea, Singapore, Veneaweid Zimbabwé} shows that the
estimated coefficients on PRIV and TOR are posiéind significant at 5% and 1%
level respectively. This result is similar to (hpwever removing outliers improves
the overall fit which is evident from the value Bf that increases from 50% in
model (1) to 79% in model (3). Further, we notd tha estimate of BMP is negative
and significant at 1% level, whereas it is insigrant in model (1).

Model (4) replaces TOR with trading value (TVT) amsks OLS. Findings of
model (4) show that both the OLS coefficients off’WRnd TVT are positive and

% |n our LTS estimation, outliers are defined by standardized robust residuals that exceed the
cutoff value equal to 3.0 in absolute terms.
11 A list of excluded outliers from our LTS estimatits given in Appendix Al, Table A1.2.
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significant at 5% and 1% levels respectively, whertheir median QR estimates as
given in model (5) are positive but insignificatiowever, we find that the
significance of these variables varies over tharentonditional distribution of
growth rate (see Figure 1.3b). For example, thenastd coefficient of PRIV is
either significant or close to significant at 5% the 0.3, 0.45, and 0.7 quantiles.
Similarly, TVT is approximately significant at 0% well as between the 0.6 and 0.8
guantiles. Further, we note that both the coeffitieon PRIV and TVT decrease in
countries having the top 10% growth rates. Modglsf®ws that the LTS estimates
of PRIV and TVT are positive and significant at th& level. We observe that
although the significance of PRIV improves from %%{4) to 1% in (6), the size of
both the coefficients on PRIV and TVT decreaseitla.|Further, the value of Rs
improves from 47% in (4) to 78% in (6). Moreovdngtsignificance of LYO and
BMP is improved as compared to model (4).

Finally, model (7) in Table 1.1 replaces TOR witlCKP in model (1). The
original OLS estimates of Levine and Zervos (1988)7) show that the coefficient
on PRIV is positive but insignificant, whereas MCAgPpositive and significant at
1% level. We observe that the median QR and LTigagts of PRIV in models (8)
and (9) are also positive and insignificant. Furttadthough MCAP is positive and
significant in (8) and (9), its significance deses in the QR estimation of (8).
Figure 1.3c gives the entire quantile regressidimeases for PRIV and MCAP for
model (8). It shows that the estimated coefficiemtPRIV is negative for countries
in the extreme lower and upper tails and positivewise. However, the coefficient
on MCAP remains positive in the entire distributid¥e also note that the behaviour
of both the estimates on PRIV and MCAP is relajiveks stable for countries with
very low or very high growth rates.

Overall, our robust analysis of the data and maieLevine and Zervos
(1998) shows that the estimated effect of finandelelopment on growth is affected
by using methods like QR and LTS that exclude tifieence of outlier observations.
Further, we note that including market capital@at(MCAP) captures the effect of
private credit (PRIV) and renders it insignificantall the models irrespective of
using QR or LTS. Further, trading value (TVT) imis#ve to using QR method. It is
also noteworthy that the negative effect of thecklmarket premium is signficant
only when outliers are removed using LTS, that searoonsistent finding across the
Table 1.1.

41



Table 1.1: Growth Effects of Private Credit (PRIV), Turnover Ratio (TOR), Trading Value (TVT), and Market Capitalization (MCAP)
Using Levine and Zervos’ (1998) Data Set, 1976-1993
(€8] (2 (3 4) (5) (6) ) (8 ®)
OLS QR LTS OLS QR LTS OLS QR LTS
LYO -0.014*** -0.011* -0.008*** -0.013** -0.011* 0.009*** -0.015*** -0.013** -0.009***
(0.008) (0.038) (0.003) (0.016) (0.056) (0.000) 0.004) (0.027) (0.000)
HC 0.023* 0.013 -0.003 0.021 0.014 -0.000 0.025** 015 0.002
(0.074) (0.173) (0.663) (0.115) (0.204) (0.999) 0.044) (0.206) (0.666)
REVC -0.035*** -0.035*** -0.025*** -0.030*** -0.027** -0.072%** -0.027** -0.027** -0.021***
(0.003) (0.000) (0.000) (0.001) (0.009) (0.000) 0.0(5) (0.019) (0.000)
GOV -0.062 -0.013 0.023 -0.073 -0.015 -0.044 -0.042 0.007 -0.044
(0.112) (0.824) (0.441) (0.116) (0.817) (0.120) 0.271) (0.906) (0.141)
INF -0.007 -0.005 -0.001 -0.007 -0.001 0.012 -0.007 -0.000 -0.008
(0.282) (0.635) (0.880) (0.360) (0.911) (0.117) 0.209) (0.990) (0.222)
BMP -0.000 -0.000 -0.0008*** -0.000 -0.000 -0.001** -0.000 -0.000 -0.0009***
(0.736) (0.259) (0.000) (0.704) (0.596) (0.000) 0.5(4) (0.289) (0.000)
PRIV 0.013** 0.010 0.013** 0.015** 0.013 0.011*** .009 0.009 0.005
(0.022) (0.389) (0.014) (0.013) (0.231) (0.005) 0.165) (0.469) (0.276)
TOR 0.027*** 0.023*** 0.022***
(0.005) (0.006) (0.000)
TVT 0.095*** 0.045 0.093***
(0.005) (0.321) (0.000)
MCAP 0.023*** 0.028** 0.019***
(0.001) (0.023) (0.000)
Constant 0.046* 0.058** 0.090*** 0.049** 0.047 0.09* 0.044** 0.055* 0.094***
(0.069) (0.027) (0.000) (0.046) (0.141) (0.000) 0.023) (0.062) (0.000)
Observations 42 42 37 43 43 34 45 45 39
R-squared 0.50 0.35 0.79 0.47 0.29 0.78 0.46 0.31 71 0

Notes: The p-valuesare reported in bracket® case of OLS regressions, the p-values are cadclfadm White’s heteroskedasticity-consistent staddrrors. ie QR resultg
are median estimates. The p-values in QR modelsacelated from Koenker and Bassett’ (1978, 198apdard errors. LTS models employ p-values forsgiare tests. ***, ** and *
indicate significance at 1%, 5% and 10% respegtivEhe dependent variable is real per capita GDP grow¥D s log of initial value of real per capita GDRC is secondary schog
enrolment. REVC is revolutions and coups. GOV isahvalue of government spending. INF is initilue of inflation. BMP is initial black market préum. PRIV is initial private credit
TOR is initial turnover ratio. TVT is initial tradg value ratio. MCAP is initial market capitalizati
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Figure 1.3 OLS and QR Plots of Private Credit (PRIV), Turnover Ratio (TOR),
Trading Value (TVT) and Market Capitalization (MCAP)

The following plots illustrate the entire quantiegression estimates for the coefficients of pavat

credit (PRIV), turnover ratio (TOR), total valueded (TVT) and market capitalization (MCAP) in

models (2), (5) and (8) in Table 1.1 using Levimal &ervos’(1998) data set. The shaded area

indicates the 95% confidence intervals around digaregression estimates (solid lines). The OLS
estimates and their 95% confidence intervals apgvslby dashed and dotted lines respectively.
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1.4.2. Robustness Analysis of Beck, Levine and Loayza (2000a)

Beck et al (2000a) investigate the impact of finahcntermediary
development on sources of growth using cross-sedtend panel data for 63 and 77
countries respectively for the period 1960-199%heir cross-sectional analysis uses
the legal origin of countries as instruments foraficial intermediary development.
Their results show that there exists a positive atrdng relationship between
financial intermediary development and both real gagpita GDP and productivity
growth. Their results are robust to different estion techniques, measures of
financial development and conditioning sets. Howgevbkey find an ambiguous
relationship between financial intermediary develept and both capital stock
growth and saving rates. Their results support e that well functioning
financial intermediaries improve resource alloaatemnd productivity growth thus
enhancing economic growth.

In order to check the robustness of their reswtemploying QR and LTS
methods, we use their growth equations given inélrakihat provides a summary of

2 Data are available at the web site
http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/HRESEARCH/0,,contentMDK:20713
573~pagePK:64214825~piPK:64214943~theSitePK:46983aml

44



the results from cross-sectional analysis. They ilsee measures of financial
development: liquid liabilities (LLY), commerciakentral bank (CCB) and private
credit (PRIVO)'®. The definitions and sources of variables carobed in Beck et al
(2000a). Their results show that all the measurésfimancial intermediary
development have positive and significant impactreal per capita GDP growth.
However, their results may be sensitive to thegaes of outliers which is shown by
some observation points lying far away from thenested line in residuals versus
fitted plot based on model (1) in Table 1.2 (seyuFe 1.4).

Figure 1.4:  Residuals versus Fitted Plot Using Table 1.2

Residuals Vs Fitted Values
Beck et al' (2000a) Model (1) Table 1.2
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Fitted values

First of all, we replicate their cross-sectiondVlk estimates using legal
origin of countries (English, French, German, amdrfslinavia) as instruments of
financial development indicators. We obtain crosstisnal GMM estimates by
employingfeasible efficient two-ste@MM estimatoras implemented in IVREG2
module, developed by Baum et al (2002). Our reft&MM estimates which are
similar to those of Beck et al’ (2000a) are givarmodels (1), (5) and (9) in Table

13 We use two acronyms for private credit: PRIV représ private credit by deposit money banks to
GDP ratio, whereas PRIVO represents private cregideposit money banks and other financial
institutions to GDP ratio.
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1.2 Further, we re-estimate their regressions usiegliam instrumental variable
quantile regression (IVQR), and least trimmed sesidt. TS) methods. We follow
Arias et al (2001) to implement IVQR estimation ahhis similar to standard 2SLS
method: where, in the first step we obtain the joted values of financial
development variables by regressing them on leggihoof countries (dummies) and
other conditional variables in the model; while,the second step we use these
predicted values of financial development varialkdssexplanatory variables and
implement median quantile regression (QR). The sar@#odology is adopted in a
similar analysis by Andini (2011). The first stagesults of our IVQR analysis are
given in Appendix Al, Table A1.3. We use the simif&o-step method in LTS
estimation except that we employ least trimmed sEId TS) in the second stage.
Hence, both the IVQR and LTS share the same tagiesresults.

Using a simple conditioning information set in Taldl.2, model (1) shows
that the coefficients on both the initial outputy@) and human capital (HC) are
significant at 1% level, whereas liquid liabiliti@lsLY) is positive and significant at
5% level. However, the median quantile estimatelof in model (2) is positive but
insignificant. Figure 1.5a shows that the estimaieefficient on LLY has a positive
trend until 0.85 quantile, whereas it decreasesdontries in top 15% growth rate. It
also shows that the significance of LLY varies asrthe entire distribution. Model
(3) shows the LTS estimation of model (1) whichegisimilar findings to those of
(1); however, the coefficient on LLY increases bypeximately 32% and its
significance is improved to 1%. Model (4) replatey in model (1) with CCB and
shows that the GMM estimate of CCB is positive aighificant at 1% level.
Further, LYO is negative and significant at 1% lewbereas HCBL is positive and
significant at 1% level. The results shown in medél) and (6) are similar overall to
(4). Further, the pattern of quantile regressioocess for CCB as shown in figure
1.5b is also similar to that of LLY.

Model (7) uses private credit (PRIVO) as a measfifenancial development
and shows that it has a positive and significaraot (at 1% level) on economic
growth. The estimated coefficients of LYO and HCBte consistent in sign and

significance with previous findings in this tabM/e observe that the findings of

4 Our cross-sectional GMM estimates are slightljedént from Beck et al (2000a) because the type
of cross-sectional GMM used is their study is ntgtady mentioned. Hence we were unable to
precisely replicate their results.
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models (8) and (9) are almost the same as of (Z¢mxminor differences in the
magnitude of the coefficients on PRIVO. Furthethaligh the coefficient on PRIVO
remains positive in the entire quantile distribataf growth rates as shown in figure
1.5c¢, its size is relatively low in the extreme &vand upper tails. We also note that
its significance varies across quantiles. As fathesvalidity of the instruments is
concerned, throughout our estimation of GMM regmss we are unable to reject
the null hypothesis of no correlation between unsiental variables and the error
term as shown by the p-values Hansen J-test

Overall, controlling for simple conditioning infoation set financial
intermediary development indicators have a posuive significant effect on growth
except LLY which is not robust to median regression

Table 1.3 is the extended version of Table 1.2 lwhiecludes policy
conditioning information set (openness, inflatigoyernment size and black market
premium) along with the simple conditioning setl&f0 and HCBL. Model (1) in
Table 1.3 shows that the GMM estimate of LLY isipes and significant at 5%,
whereas its median estimate in model (2) is largesize and significant at 10%.
Further, the quantile regression process for thismaged coefficient on LLY in
model (2) shows a positive trend; where its maglaitis smaller than our median
estimate in the lower tail while larger in the uppel of the distribution of growth
rates. The LTS estimate of LLY in model (3) is loiver in size as compared to (1)
and is significant at 5%.

The GMM estimate of CCB in model (4) is positivedasignificant at 5%;
whereas its IVQR and LTS estimates are positive ibsignificant as shown in
models (5) and (6). Furthermore, the quantile regjom process for CCB as shown
in figure 1.6b shows similar pattern as for LLY.eETEMM estimate of private credit
(PRIVO) in model (7) is positive and significant B, whereas its significance
decreases to 5% level in IVQR and LTS estimationstaown in (8) and (9). We
observe that although the quantile regression peocg PRIVO in (8) shows a
positive trend, it is little bit flatter as compdréo LLY and CCB. Further, we note
that the LTS estimation improves the value 6filRTable 1.3. We also note that the
Hansen J-testonfirms the validity of instruments used in GMBbressions in Table
1.3 because for all these cases we are unablgect the null hypothesis of no

correlation between the instruments and errors.
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Overall, Tables 1.2 and 1.3 show that the effegirofate credit (PRIVO) on
economic growth is positive and significant. Thiteet remains robust to different
conditioning information sets and robust method$V@R and LTS. However, the
estimates on LLY and CCB are found to be senstovemploying robust estimation
techniques. The liquid liability to GDP ratio (LLY$ positive but sensitive when
IVQR and simple conditioning is used. Further, thehaviour of the estimated
coefficient on CCB is robust when simple conditraniis used, but becomes
vulnerable to the inclusion of the policy conditiog information set. Further, we
note that in models that utilize simple conditignimformation set the estimated
coefficients on all measures of financial develophaecrease for countries having
growth rates in the extreme upper tail; whereasehmefficients increase for the
same quantiles when the policy conditioning infotioraset is added.
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Table 1.2: Growth Effects of Liquid Liabilities (LLY), Commercial Central Bank (CCB) and Private Credit (PRIV) Using Beck, Levine and
Loayza’ (2000a) Data Set, 1960-1995; Simple Conditioning Information Set
Simple Conditioning
@) 2 3 4) 5) (6) ) (8) 9)
GMM IVOR LTS GMM IVOR LTS GMM IVOR LTS
LYO -1.503*** -1.821%** -1.734*** -2.512%** -2.568*** -2.515%** -1.980*** -2.208*** -2.018%**
(0.000) (0.003) (0.000) (0.000) (0.000) (0.000) 0.000) (0.000) (0.000)
HCBL 2.508*** 2.744%x* 2.486*** 2.675%* 2.668*+* 2.843*** 1.946*** 1.447** 1.955**
(0.000) (0.008) (0.000) (0.005) (0.000) (0.000) 0(0®) (0.031) (0.012)
LLY 1.713* 1.536 2.263**
(0.015) (0.202) (0.006)
CCB 9.174%** 8.010*** 8.129***
(0.001) (0.004) (0.004)
PRIVO 2.222%* 2.915%* 2,354+
(0.002) (0.000) (0.002)
Constant 3.468 6.105 3.333 -22.525*F -17.163¢ -5241 6.597*** 6.577** 6.451**
(0.152) (0.161) (0.286) (0.015) (0.061) (0.055) 0Qa) (0.004) (0.012)
Observations 63 63 63 63 63 63 63 63 63
R-squared 0.53 0.15 0.18 -0.23 0.16 0.18 0.51 0.17 0.17
Hansen J-test (p-value) 0.41 0.42 0.75
Notes: As for Table 1.1. HCBL is log of one plus the awgraears of schooling in the total population a®®r LLY is log of liquid liabilities. CCB is the tpof assets of
deposit money banks divided by deposit money bathks central bank assets. PRIVO is the log of tregideposit money banks and other financial instins to the
private sector percent of GDP. Legal origin of doies (English, French, German, Scandinavia) aeel @s instruments of financial development measutes, CCB and
PRIVO.
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Table 1.3: Growth Effects of Liquid Liabilities (LLY), Commercial Central Bank (CCB) and Private Credit (PRIV) Using Beck, Levine and
Loayza’ (2000a) Data Set, 1960-1995; Policy Conditioning Information Set

Palicy Conditioning

() 2 3) 4 5) (6) () (8) 9)
Variables GMM IVQR LTS GMM IVOR LTS GMM IVOR LTS
LYO -1.683*** -1.879%** -1.479%** -2.678*** -2.882%** -1.059** -1.969*** -1.786*** -1.625%**
(0.000) (0.004) (0.000) (0.000) (0.006) (0.026 0.000) (0.001) (0.000)
HCBL 2.293%+* 1.932* 0.585 3.459*** 3.408*** 0.242 1.549* 1.298 0.143
(0.000) (0.069) (0.396) (0.005) (0.004) (0.688 0.073) (0.139) (0.848)
OPEN 0.372 0.115 0.148 -0.051 -0.330 0.122 0.927*F 0.615 0.556
(0.223) (0.851) (0.673) (0.907) (0.645) (0.735 0.087) (0.230) (0.126)
Gov -0.710 -1.201 0.499 -1.204 -1.426 0.899 -1.210 -0.971 0.320
(0.282) (0.216) (0.465) (0.127) (0.273) (0.135 0.1p4) (0.228) (0.645)
INF 2.051 3.566 2.399 3.064 3.115 0.269 4.267* .32 3.309
(0.306) (0.335) (0.253) (0.430) (0.487) (0.883 0.088) (0.141) (0.138)
BMP -2.079*** -2.073* -3.130*** 1.953 1.804 -2.670* -0.145 -0.624 -1.907*
(0.005) (0.076) (0.000) (0.369) (0.569) (0.053 0.909) (0.622) (0.055)
LLY 2.248** 3.183* 1.940**
(0.024) (0.057) (0.038)
CCB 10.264** 10.107 1.665
(0.014) (0.148) (0.563)
PRIVO 3.215%** 2.788** 2.160**
(0.010) (0.024) (0.018)
Constant 3.673 4.483 3.944 -24.518 -20.406 0.386 6712. 3.788 3.912
(0.301) (0.447) (0.237) (0.110) (0.382) (0.967 0.5(18) (0.380) (0.222)
Observations 63 63 56 63 63 50 63 63 56
R-squared 0.60 0.27 0.70 -0.27 0.26 0.74 0.48 28 0. 0.72
Hansen J-test (p-value) 0.34 0.30 0.75

Notes: As for Tables 1.1 and 1.2. OPEN is the log of tin ®f real exports and imports of goods and nonfife services as share of real GDP. INF is theologne plus
inflation rate. GOV is the log of real general gowaent consumption as share of real GDP. BMP isatp@®f one plus the black market premium.
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Figure 1.5 OLS and QR plots of Liquid Liabilities (LLY), Commercial Central
Bank (CCB) and Private Credit (PRIV); Using Table 1.2
As for Figure 1.3. The following plots illustratbet entire quantile regression estimates for liquid

liabilities (LLY), commercial central bank (CCB) @mrivate credit (PRIVO) in models (2), (5) and
(8) in Table 1.2 using Beck et al'(2000a) data set.
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Figure 1.6 OLS and QR plots of Liquid Liabilities (LLY), Commercial Central
Bank (CCB) and Private Credit (PRIV); Using Table 1.3

As for Figure 1.3. The following plots illustratbet entire quantile regression estimates for liquid
liabilities (LLY), commercial central bank (CCB) @mrivate credit (PRIVO) in models (2), (5) and
(8) in Table 1.3 using Beck et al'(2000a) data set.
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1.4.3. Robustness Analysis of Levine (2002)

Levine (2002) investigates the relationship betwéeancial structure and
economic growth using cross-sectional data of 48nt@s for the period 1980-
1995°. He constructs various measures of financial siracand overall financial
development. His results do not support just baaded or market-based views;
rather he finds strong evidence in favour of finahcservices view which
emphasizes the quality of financial services preduay the entire financial system.
His findings of financial structure are robust twstrumental variables approach,
pooling cross-section and time series data, andings of previous studies using
micro data. However, he does not investigate tlteeaboutliers.

In order to test the robustness of his resultsrevestimate his results given
in Table IV using the robust methods of QR and LT&ble IV in his study provides
a summary of the growth effects of overall finahcdavelopment as measured by
finance-activity (FA), finance-size (FS), financidi@ency (FE) and finance-
aggregate (FG). The definitions and sources ofabes are available in Levine
(2002). His results in Table IV (page 420) showtthd the four measures of
financial development have positive and significampacts on economic growth,
except finance size (FS) which becomes insignificamce the full conditioning
information set is included.

The exact replication of Levine’'s (2002) results skown by the OLS
estimates given in models (1), (4), (7), and (b0Jables 1.4 and 1.5. Tables 1.4 and
1.5 that use simple and conditioning informations sespectively also show the
robust estimates obtained by employing QR and LEghous. As discussed earlier,
the OLS estimates may not portray the real pichgeause they are sensitive to
extreme observations as shown in residuals veitted plot of their baseline model
(1) in Table 1.4; see Figure 1.7. Figure 1.7 cleatiows the presence of outlier
observations in their data like South Africa, Cygpeand Thailand etc that may hinder
our understanding of the relationship between firerdevelopment indicators and
growth. Therefore, we use median regression (QR)LAIS methods that are robust

to such outlier observations.

!5 Data are available at the web site http://www.domwn.edu/fac/Ross_Levine/Publications.htm
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Table 1.4 shows that the OLS as well as the robasmates of all the
measures of financial development are positivetaghly significant. However, we
note that the LTS estimates of financial developniegicators are smaller in size as
compared to OLS and QR estimates; where, QR estintiatbetween OLS and LTS
values. Further, we note that the estimated coefficon LYO is significant only in
case of employing QR in model (2); whereas, inggnificant in all other cases. It
may suggest that among all the regressions in Th#leonly (2) shows evidence of
convergence. The quantile regression processabdastimated coefficients on FA,
FS, FE and FG in figure 1.8 show that the coeffitseof FA, FE and FG remain
positive and significant for most part of the cdrmmhial distribution of growth rates;
however, the significance of the coefficient on W8ies across quantiles. We also
note that the coefficient size on all measuresimdricial development is little bit

higher than the corresponding median values iugper tail of the distribution.

Figure 1.7:  Residuals versus Fitted Plot Using Table 1.4
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Table 1.5 includes the full conditioning informatiget. Model (1) in Table
1.5 shows that the OLS estimate of FA is positinel aignificant at 5% level,
whereas its QR and LTS estimates are insignificse®, models (2) and (3). Further,
only LTS estimates of LYO, HCBL, OPEN, BMP, CIVIlnd REVC are significant
as shown in model (3). We also note that LTS egiomacf model (1) improves the

overall fit as shown by 88% value of Rt also shows that the OLS estimate of FA in
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model (1) is sensitive to the inclusion of outliessd robust methods. Model (4)
replaces FA in model (1) with FS and shows thainiigact on economic growth is
positive but insignificant. Similarly, the mediarR@stimate of FS in model (5) is
positive but insignificant. However, the estimategfficient on FS employing LTS
is positive and significant at 5% level as shownmodel (6). Further, the LTS
estimation provides us a clearer picture of therdaution of other control variables
in (6) like LYO, INF, BMP, CIVIL, ASSASS and BUREAU~hich are otherwise
insignificant in (4) and (5). It also improves tbeerall fit (from 36% to 91% value
of R?).

Models (7) through (12) show that the QR and LT&redes of FE and FG
are consistent in sign and magnitude with their QioBnterparts, however there
exist small differences in the size of estimates. Mite that in these models QR and
LTS perform better with respect to the significarmteother explanatory variables
and overall fit of the regressions. The quantigression processes on FA and FS in
models (2) and (5) respectively show that theiingstied coefficients are positive for
most part of the distribution of growth rates, wéees they are negative for countries
with very low growth rates; see figures 1.9a artb1The estimated coefficients on
FE and FG are positive for most of the countridsengas they are closer to zero for
countries with very low growth rates; see figure8cland 1.9d. In sum, figure 1.9
shows that all the measures of financial develogrname wider confidence intervals
at both the tails of the conditional distributioihgpowth rates.

Overall, we note that the estimated coefficientFénis robust when simple
conditioning variables are used, whereas it is mdtust in case of using full
conditioning information set. The estimated coafint on FS is clearly a case that
can be affected by the presence of outliers aSlifS estimate is insignificant in (4),
whereas its LTS counterpart is positive and sigaiit in (6). Furthermore, in this
situation using LTS not only improves the significa of finance size (FS) but also
the significance of other variables and overalbfithe model. We also note that the
coefficients on FE and FG are robust to outlierswadl as the conditioning
information sets. Finally, we observe that using &R LTS methods provide us a
relatively clearer picture of the relationship beém financial development and
growth.
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Table 1.4:

Growth Effects of Finance Activity (FA), Finance Size (FS), Finance Efficiency (FE) and Finance Aggregate (FG) Using Levine’s
(2002) Data Set, 1980-1995; Simple Conditioning Information Set

1) 2) 3) 4) ®) (6) () 8) 9) (10) 11) (12)
OLS QR LTS OLS QR LTS OLS QR LTS OLS QR LTS

LYO -0.840 -0.837** 0.120 -0.637 -0.925 0.136 568 -0.165 -0.270 -0.775 -0.979 -0.196

(0.180) (0.049) (0.783) (0.350 (0.123) (0.778) (0.297) (0.708) (0.489) (0.198) (0.169 (0.627)
HCBL -0.240 -0.478 -1.018* -0.084 0.639 -0.533 .37® -1.014 -0.626 -0.317 0.014 -0.685

(0.766) (0.479) (0.100) (0.917 (0.490) (0.46pR) (0.635) (0.168) (0.303) (0.679) (0.990 (0.241)
FA 0.645** | 0.612*** | 0.435***

(0.000) (0.000) (0.000)
FS 1.374*| 1.177*| 0.773*

(0.032) (0.010) (0.040
FE 0.722**| 0.721**| 0.659***
(0.000) (0.000) (0.000
FG 1.340***| 1.249***  (0.988***
(0.000) (0.002) (0.000

Constant 11.633*| 11.957*** 3.820 1.377 3.441 (023 6.797* 4.341 4.682* 8.728** 9.974* 4.351

(0.019) (0.000) (0.254) (0.702 (0.343) (0.48B3) (0.066) (0.133) (0.071) (0.045) (0.040 (0.122)
Observations 48 48 42 48 48 45 48 48 44 48 48 43
R-squared 0.32 0.17 0.58 0.182 0.09 0.47 0.366 0.22 0.62 0.327 0.17 0.57
Notes: As for Table 1.1HCBL is average years of schooling in 1980. FAnaiice activity=In(total value traded ratio*privateedit ratio). FS is finance size=In(market cdjzsdion ratio +
private credit ratio). FE is finance efficiency-ii@al value traded ratio/ overhead costs). FG=fieamggregate (First principal component of FA, R& BG).
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Table 1.5: Growth Effects of Finance Activity (FA), Finance Size (FS), Finance Efficiency (FE) and Finance Aggregate (FG) Using Levine’s
(2002) Data Set, 1980-1995; Full Conditioning Information Set
1) 2) 3) 4) 5) (6) ) (8) 9) (10) (11) (12)
OLS QR LTS OLS QR LTS OLS QR LTS OLS QR LTS
LYO -1.192 -0.924 | -0.785***  -1.137 -2.134  -4.393*7 -0.958 -0.062 -0.839**| -1.135 -0.796**|  -1.350**¥
(0.110) | (0.507)] (0.007) (0.159 (0.266) (0.000) 0.189) (0.758) (0.000) (0.130 (0.037) (0.000
HCBL 0.204 0.280 | -1.540***  0.363 1.027, -0.321 0.085 -0.020 -1.444%* 0.155 0.123 -1.025**
(0.788) | (0.880)] (0.000) (0.674 (0.708) (0.398) 0.916) (0.947) (0.000) (0.840 (0.802) (0.028
OPEN 0.706 0.805 -0.522% 0.683 0.911 -0.33¢ 0.583 .68+ 0.117 0.649 0.743*= 0.374
(0.134) | (0.329)] (0.077) (0.171 (0.618) (0.122) 0.2p9) (0.000) (0.498) (0.164 (0.006) (0.172
GOV -1.390 -1.573 -0.0006| -2.058%  -2.639 0.156 095 -1.207** -0.280 -1.454 -1.812%* -0.578
(0.131) | (0.439)] (0.999) (0.049 (0.355) (0.657) 0.287) (0.000) (0.406) (0.119 (0.002) (0.247
INF -0.830 -1.179 1.038 -1.019 -0.300  7.053** 015 | -0.938** | 5.692** -0.437 -0.766 4.564**
(0.483) | (0.596)] (0.231) (0.526 (0.938) (0.000) 0.641) (0.009) (0.000) (0.723 (0.251) (0.000
BMP -0.914 0.266 | -9.106**% -1.754 -1.540 -16.919*F* -1.097 0.417* -17.171%+  -1.091 0.013 -14.961*
(0.460) | (0.869)] (0.000) (0.140 (0.446) (0.000) 0.388) (0.062) (0.000) (0.363 (0.973) (0.000
CIVIL -0.020 0.339 | -0.637**|  0.020 0.251| -0.712*% -0.040 0.279*+* | -1.416** | -0.044 0.299*** | -0.865***
(0.946) | (0.345)] (0.000) (0.950 (0.714) (0.000) 0.802) (0.000) (0.000) (0.885 (0.003) (0.000
REVC -1.200 -1.456| 3.566***  -1.130 -0.372 0.531 128 -2.173** | 5.652%* -1.119 -1.075 3.254***
(0.423) | (0.557)] (0.000) (0.466 (0.925) (0.296) 0.463) (0.000) (0.000) (0.461 (0.128) (0.000
ASSASS -0.010 0.943 -0.405 -0.031 0.210  -1.4207* .03® 1.203** | -1.074*** 0.012 0.881*** -0.743*
(0.987) | (0.384)] (0.128) (0.961 (0.902 (0.000) 0.964) (0.000) (0.000) (0.984 (0.004) (0.015
BUREAU 0.430 0.412 -0.066 0.534 0.475 0.824*4* 0145| 0.304* 0.068 0.438 0.502** 0.136
(0.365) | (0.612)] (0.738) (0.246 (0.684) (0.000) 0.3¢2) (0.034) (0.614) (0.347 (0.027) (0.503
CORRUPT -0.200 0.057 0.407 -0.01 0.843 0.188 €.33 -0.337* -1.010** | -0.226 -0.104 -0.438
(0.757) | (0.959)] (0.134) (0.987 (0.597) (0.385) 0.605) (0.060) (0.000) (0.728 (0.732) (0.106
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Table 1.5: Continued
1) (2) ) (4) (5) (6) ) (8) 9) (10) (11) (12)
OLS QR LTS OLS QR LTS OLS QR LTS OLS QR LTS
FA 0.435** 0.488 0.006
(0.039) (0.177) (0.956)
FS 0.371 0.493 0.551**
(0.591) | (0.758)|  (0.011)
FE 0.527** | 0.599*** 0.451***
(0.019) |  (0.000) (0.000)
FG 0.897** 1.085*** 0.647***
(0.034) (0.000) (0.001)
Constant 13.452** 9.210 13.175** 10.197 13.905 SHEB*** 9.938* 1.947 18.567*** | 11.862** 7.680** 18 B1***
(0.027) | (0.392)| (0.000) | (0.121) (0.383)  (0.000) 0.080) | (0.233) (0.000) (0.045) (0.018 (0.000
Observations 48 48 37 48 48 35 48 48 33 48 48 42
R-squared 0.434 0.28 0.88 0.360 0.22 0.91 0.4p64 1 0.3 0.92 0.425 0.27 0.90

Notes: As for Tables 1.1 and 1.4. CIVIL is the index o&ttegree of civil libertiesSREVC is the average number of revolutions and cqeysyear over the period 1980-1993.
ASSASS is the number of assassinations per thoushatitantsBUREAU is the bureaucratic efficiency. CORRUPTHe measure of corruption.
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Figure1.8

Finance Activity (FA), Finance Size (FS), Finance Efficiency (FE) and

Finance Aggregate (FG); Using Table 1.4

As for Figure 1.3. The following plots illustrathet entire quantile regression estimates for finance
activity (FA), finance size (FS), finance efficign¢~E), and finance aggregate (FG) in models (2),
(5), (8) and (11) in Table 1.4 using Levine’'s (2p@data set.
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Figurel1.9 Finance Activity (FA), Finance Size (FS), Finance Efficiency (FE) and
Finance Aggregate (FG); Using Table 1.5

As for Figure 1.3. The following plots illustrathet entire quantile regression estimates for finance

activity (FA), finance size (FS), finance efficign¢~E), and finance aggregate (FG) in models (2),
(5), (8) and (11) in Table 1.5 using Levine’s (2p@data set.
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1.4.4. Robustness Analysis of Beck and Levine (2004)

In this section we use Beck and Levine’s (2004ssrcountry data set on 40
countries averaged over the period 1976-1938 see whether their results are
affected by the presence of outlier values. Tabla fheir study shows the OLS
regression results for five different specificapmodel (1) in Table 1.6 being their
base line model. We attempt to replicate theiresgjion (1) using full sample of 40
observations, and then re-estimate it using megiiemtile regression (QR) and LTS
methods that provide estimates excluding the efééabutliers in data. Table 1.6
shows that the resulting estimates of model (1)saree as reported by Beck and
Levine (2004). Both the coefficients of PRIV andR@re positive and significant at
1% and 5% respectively. Their findings are consisteith a similar analysis by
Levine and Zervos (1998) as discussed in sub-settil.

However, their data is not free from outlier obsgions that may hinder our
understanding of the effects of PRIV and TOR onngino(see Figure 1.10). Figure
1.10 indicates that Chile, Korea, South Africa @&ftdlippines have relatively large
residuals and lie far away from the prediction I{@ero residuals). The presence of
such observations may distort the OLS regressidimates. However, as noted
earlier it is difficult to detect outliers or baevierage points by scatter plots because
in multivariate analysis the outliers may mask pinesence of each other. Thus, we
use robust regression methods that provide a clpatire and exclude the effects
of extreme observation points in the data.

Model (2) in Table 1.6 re-produces the results aidet (1) using median
quantile regression (QR) and shows that the caefficon PRIV is positive and
significant at 1% level which is consistent with a¢eb(1) and earlier study of Levine
and Zervos (1998). However, the coefficient on TSRpositive but insignificant.
The quantile regression process for PRIV shows tikatestimated coefficient on
PRIV decreases in the lower tail of the distribofiavhereas it increases from
approximately 0.2 quantile to 0.8 quantile and magtills in top 20% of the
distribution of growth rates (see Figure 1.11). ldwer, the behaviour of TOR is
opposite to that of PRIV; it falls in the lower pgapproximately 45%) of the

distribution, whereas it increases for countriegfgapproximately top 55% growth

'8 Data are available at the web site http://www.demwn.edu/fac/Ross_Levine/Publications.htm

61



rates. Further, PRIV is significant in most of thgper parts of growth rates, whereas
TOR remains insignificant in these parts. HoweV&dR is significant for most of
the countries having growth rates below 0.4 quantil

Model (3) shows the re-estimation of (1) using teéammed squares (LTS)
method. After applying LTS we identify five outliebservations of Jamaica, Korea,
Taiwan, Venezuela and South Africa. The LTS estmat model (3) exclude these
outlier observations. Model (3) shows that the ficeht size of PRIV increases
from 1.46 to 1.53 and is significant at 1%; wherehg coefficient size of TOR
decreases from 0.790 to 0.047 and becomes ingigntfi This finding is partially
different from the robust analysis of a similardstlby Levine and Zervos (1998)
who show that TOR is positive and significant. Rart the coefficient of
determination, R for LTS is higher (0.63) as compared to 0.54 odei (1).

Figure 1.10: Residuals versus Fitted Plot Using Table 1.6

Residuals Vs Fitted Values
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Overall, comparing Beck and Levine’s (2004) OLSutssof model (1) with
that of robust regression results of models (2) @dwe show that the magnitude of
the coefficient on PRIV improves, whereas its digance remains the same.
However, the coefficient on TOR decreases in sizd Becomes insignificant.
Further, the value of Rincreases from 54% to 63%. Hence, according toralmst
estimation in (2) and (3) only PRIV plays a postikole in promoting economic
growth which is contrary to Beck and Levine (20040 emphasize the positive role

of banks as well as stock markets in enhancing trow
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Table 1.6

Growth Effects of Private Credit (PRIV) and Turnover Ratio (TOR)
Using Beck and Levine’ (2004) Data Set, 1976-1998; Base Line

Model
1) (2) (3)
OLS QR LTS
LYO -0.853** -0.540* -0.555**
(0.017) (0.072) (0.013)
HCBL 0.539 -0.376 -0.187
(0.604) (0.687) (0.786)
PRIV 1.465*** 1.545%*= 1.532%**
(0.000) (0.002) (0.000)
TOR 0.790** 0.155 0.047
(0.025) (0.588) (0.849)
Constant 0.341 1.004 1.386
(0.811) (0.487) (0.195)
Observations 40 40 35
R-squared 0.54 0.24 0.63

Notes: The p-values calculated from White’s heteroskedagtconsistent standard errors &g
reported in brackets.TS models employ p-values for chi-square tests. * and * indicate significance at
1%, 5% and 10% respectively. THependent variable is real per capita GDP grow¥ Is log of initial value
of real per capita GDP. HCBL is the average yearschboling. PRIV is the private credit by deposit en
banks percent of GDP. TOR is the stock market twrnoatio. Models (2) and (3) employ robust methotls

median quantile regression (QR) and least trimmedrss (LTS).

Figure 1.11 Private Credit (PRIV) and Turnover Ratio (TOR); Using Table 1.6

As for Figure 1.3. The following plots illustrathet entire quantile regression estimates for private
credit (PRIV) and turnover ratio (TOR) in model {8)Table 1.6 using Beck and Levine’ (2004) data
set.
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1.5. Robust Analysis of Extended Data Set, 1997-2005

In this section we discuss the estimation and tesilour extended data set
which is more updated and extended across variadscountries. As the recent
literature shows that the effect of financial deyeghent on growth does not remain
intact for recent data which may contain the effaftfinancial crisis (see Rousseau
and Wachtel, 2011); our data set provides an oppibytto explore this issue further.
In this section, we provide the robust analysidirdnce-growth relationship using
an extended data set and the specification of BedkLevine (2004) which is more
recent (among data sets being used) and uses betank and market based
measures of financial development. Our extended skt covers 86 developing and
developed countries and is more recent (1997-2898pmpared to Beck and Levine
(2004) who utilize a data of 40 countries over pegiod 1976-1998. Further, we
extend it across variables by adding a measureaf. Further, we also introduce a
measure of R&D into the above specification whiclaynrepresent an omitted
variable that is highly correlated with growth. Tleowing sub-sections discuss our

data, estimation and results.

1.5.1. Data

Our cross sectional analysis consists of annualages of 86 countries for
the period 1997-2005. Due to data limitation, tleéestion of countries and time
period is purely based on the availability of anmaservations on Gross Domestic
Expenditures on R&D as a percentage of GDP (GERD}).data set well represents
all the regions (6 countries from East Asia andifitad9 from Europe and Central
Asia, 31 from OECD and high income non-OECD, 15rfrbatin America and
Caribbean, 5 from Middle East and North Africar@&nfi South Asia, and 5 from sub-
Saharan Africd). In Appendix Al, Table A1.5 shows that the averggewth rate
of sample countries is 2.88 percent that varigeerange of -0.78 to 9.15 percent.

Following Beck and Levine (2004), we use real papita GDP growth
(GROWTH) as a measure of economic growth. For firdrsector development we
use two measures: domestic credit to private seditoded by GDP (PRIV) and
stock market turnover ratio (TOR), where the formmepresents a bank-based

7 List of sample countries with their geographicdtien is given in Appendix Al, Table Al.4.
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measure, whereas the latter represents a market-bageasure of financial
development. These measures are now well documéantedny empirical studies
on financial development and economic growth (sedrie and Zervos, 1996, 1998;
Beck and Levine, 2004). Besides taking logs whishusually done to reduce
nonlinearity in the data, our data plots show ttiegre may exist a nonlinear
relationship between indicators of financial depethent (PRIV and TOR) and
growth (see Figure 1.12); this issue is taken ughempter 2.

We use R&D expenditures to GDP ratio (GERD) asaxyof R&D. R&D
expenditures account for 50 percent or more of dipgnon wages and salaries of
highly educated scientists and engineers who daniin the production of an
intangible asset, the firm’s knowledge base. Comsetly, the firms use their
knowledge base to introduce innovation which imtenhances economic growth
(see Hall, 2002; Hall and Lerner, 2009). Moreovkere is theoretical and empirical
evidence that shows a positive strong relationdigifveen R&D expenditures and
GDP growth (see Freire-Seren, 2001). Recent liezashows that financial and
technological innovations evolve endogenously tmmmte growth, where the former
may cause excess finance and result in crisis liagng a negative impact on
finance-growth relationship (see Michalopoulos le2810; Wachtel and Rousseau,
2011; Arcand et al, 2011; Ductor and Grechyna, 20Therefore, we include a
measure of innovation or R&D that may represenbanmtted variable that might
have an important link with growth.

We include all countries for which at least one estaation is available on
GERD'. Following Beck and Levine (2004), we use initieal per capita GDP
(LYO) to control for convergence and secondary stlemrolment (HC) to control
for human capital accumulation. The detail of afiables and sources is given in the

Appendix Al, Table Al1.1.

'8 There are four countries with only one observat®atswana, Jordon, Moldova, and Nepal. The
countries with two observations are Indonesia, Jean&hilippines, Sri Lanka, and Switzerland. Rest
of the countries have four or more observationsoun sample, most of the countries contain full
sample of nine observations.
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Figure 1.12: Scatter Plots of Private Credit (PRIV) and Turnover Ratio (TOR)
against Economic Growth (GROWTH)
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1.5.2. Estimation and Results

We aim to re-estimate Beck and Levine’ (2004) baeefegression using
their specification and our extended data set. Wo®se their specification because it
is more recent in the group of our selected studisussed above. Further, they use
both the bank and market based measures of filadei@lopment. Moreover, they
confirm their cross-sectional findings using mooplssticated techniques of one-
step and two-step system GMM estimators for dyngmaicel data models. Hence
models (1) through (3) in Table 1.7 use Beck andirieg (2004) specification
similar to the models discussed in section 1.4.drthHer, we add into their
specification a measure of R&D that may represardlzsent variable that might be
highly correlated with growth; see models (4) tlglo6). Table 1.7 reports OLS as
well as median quantile regression QR and LTS egém

Model (1) in Table 1.7 shows that the coefficientioitial output (LYO) is
negative and significant which is consistent witmwergence literature as well as
above findings. Further, the coefficient on HC asifive and significant at 1% level
which is insignificant in Table 1.6. The coefficteon PRIV is negative and
insignificant, whereas TOR is positive but insigzaht. These results are contrary to
the above findings particularly of Beck and Levi(g04). The residuals-versus-
fitted plot of model (1) shows that there are mabgervations that may have larger
residuals (see Figure 1.13). Consequently, thesdiersu may hinder our
understanding of the finance-growth relationship.

Therefore, we re-estimate model (1) using mediaantiie regression (QR)
and least trimmed squares (LTS) estimators. Fomel& model (2) uses QR and
shows that both the coefficients of PRIV and TOR aegative and insignificant.
Their quantile regression processes for model (&)shown in Figure 1.14a. Figure
1.14a shows that the estimated coefficient on P&tkibits a concavity pattern in
quantiles below 0.8, whereas it sharply increaggscbuntries having top 20%
growth rates in our sample. Further, we note tbatrost of the countries PRIV is
negative. Similarly, TOR also exhibits concavitytpen; whereas it is positive in the
lower part of the distribution while negative inetlupper part. We note that PRIV

and TOR are insignificant for most of the quantiles

67



Figure 1.13: Residuals versus Fitted Plot Using Table 1.7
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The LTS estimation of model (3) which excludes fawtliers of China,
Estonia, Latvia and Paraguay shows that the impaPRIV on growth is negative
and significant; whereas, TOR is negative but migicant. This finding is consistent
with Rousseau and Wachtel (2011) for their regogssiver the period 1990-2004
which may incorporates the negative effects ofrfmal crisis during this period on
finance-growth relationship. Furthermore, the fitreodel (3) is relatively better than
(1) and (2) which is shown by relatively higheruabf R.

In model (4) Table 1.7, we add a measure of R&DRGIEas a proxy of an
omitted variable that might have strong relatiopshith growth and may explain the
changing behaviour of the finance-growth relatigpstModel (4) shows that the
OLS estimates of PRIV and TOR are negative andymifstant, whereas GERD is
positive but insignificant. Model (5) re-estimatgh using QR and gives similar
results. The quantile regression processes on RRWTOR for model (5) exhibit
similar patterns as of (2); see Figure 1.14b. Harethe quantile regression process
on GERD in model (5) shows a concavity pattern, retieis positive approximately
until quantile 0.7 and negative after that (seeufégl.14c). The LTS estimates of
model (6) that exclude the effects of outliers shbat the coefficient on PRIV is
negative and insignificant, whereas TOR is positaral insignificant. However,

GERD has a positive and significant (at 1% leveipact on growth. The above
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results may suggest that GERD not only has a steffiegt on economic growth, it
also captures the effects of financial developniedicators. Further, the signs and
significance of LYO and HC remain similar to (4)cept small differences in their
magnitudes.

Finally, we add other control variables which acenenon in the literature,
namely investment share of GDP (INV), openness (DPgovernment size (GOV)
and inflation (INF) into baseline model (1), leaglito model (7). Model (7) in Table
1.7 shows that the OLS estimate of PRIV is negadind significant at 1% level,
whereas TOR is negative but insignificant. Furth&ERD is positive but
insignificant. Similarly, in model (8), the medigantile (QR) estimate of PRIV is
negative and significant at 10%, whereas TOR isateg but insignificant.
However, the estimated coefficient on GERD is pesiand significant at 5% level.
We observe that the coefficient on PRIV is smahe8) as compared to its value in
(7). The estimates in model (9) are obtained byleynpgy LTS; which shows that
the estimated coefficient on PRIV is negative aigthiicant at 1% level, whereas
TOR remains negative and insignificant. FurtherRBESs positive and significant at
5% level. We note that the coefficient on PRIV M llas similar magnitude as in (8).
We also note that employing LTS improves the ovdraWwhich is evident from
increased value of Rfrom 42% in (7) to 69% in (9)).

Overall, the above results show that the robughests of PRIV are negative
and significant, except one case where we add GiBRIEe specification of baseline
model. Further, the effect of TOR on growth remanegative but insignificant in
most of the cases. These findings are consistehtRousseau and Wachtel's (2011)
cross-sectional analyses of recent data sets. Bauwssd Wachtel (2011) show that
the positive and significant effect of financiavé&pment on growth is valid for old
data set only (before 1990s); that disappears énrétent data, may be due to
repeated crisis after 1990s. Therefore, the negaind significance impact of PRIV
on growth in Table 1.7 can be explained in thisseeMoreover, we note that our
measure of innovation or R&D (GERD) may representissing variable which is
highly correlated with growth and may have importanplications for finance-
growth relationship. This issue is dealt in detading panel data and more
sophisticated econometric techniques in chapter 2.
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Table 1.7

Growth Effects of Private Credit (PRIV) and Turnover Ratio (TOR) Using Extended Data Set, 1997-2005

1) 2) 3) 4) 5) (6) () (8) 9)
OLS QR LTS OLS QR LTS OLS QR LTS
Baseline M odel Adding GERD Adding GERD and other controls
LYO -0.558** -0.516* -0.343 -0.640** -0.610 -0.628* -0.542** -0.551* -0.344*
(0.047) (0.078) (0.115) (0.042) (0.115) (0.000) 0.041) (0.098) (0.070)
HC 2.54 3% 1.926** 2.198*** 2.556%** 1.690* 1.500%** 2.475%* 1.928** 1.655%*
(0.000) (0.030) (0.001) (0.000) (0.076) (0.002) 0.000) (0.035) (0.003)
INV 2.867* 2.640** 2.528%**
(0.025) (0.042) (0.001)
OPEN 0.819** 1.119* 0.862***
(0.022) (0.031) (0.003)
GOV -0.621 -0.775 -0.309
(0.302) (0.384) (0.547)
INF -0.716** -0.355 -0.209
(0.025) (0.334) (0.334)
PRIV -0.386 -0.407 -0.574* -0.409 -0.270 -0.046 7L *** -0.887* -0.839***
(0.351) (0.318) (0.058) (0.309) (0.595) (0.840) 0.005) (0.056) (0.002)
TOR 0.001 -0.085 -0.110 -0.044 -0.062 0.066 -0.017 -0.182 -0.034
(0.995) (0.643) (0.420) (0.790) (0.796) (0.514) 0.9(11) (0.335) (0.761)
GERD 0.572 0.814 1.120** 0.850 1.732* 0.994**
(0.331) (0.419) (0.009) (0.137) (0.042) (0.049)
Constant -2.288 0.274 -1.581 -1.762 0.912 0.176 400> -8.690* -9.391%**
(0.185) (0.927) (0.487) (0.285) (0.761) (0.915) 0.087) (0.077) (0.003)
Observations 86 86 82 86 86 75 86 86 78
R-squared 0.19 0.09 0.22 0.20 0.10 0.29 0.42 0.24 69 0

Notes: As for Tables 1.1, 1.5 and 1.6. All the regressiare estimated using extended data set for 86 KGesiriver the period 1997-2005. Models (1)-(3) Bsek and
Levine's (2004) specification for cross-sectionresgions using robust standard errors. INV is itnaeat share of GDP. GERD is gross domestic expamditon R&D

percent of GDP.
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Figure 1.14 Private Credit (PRIV) and Turnover Ratio (TOR); Using Table 1.7

As for Figure 1.3. The following plots illustrathet entire quantile regression estimates for private

credit (PRIV), turnover ratio (TOR) and R&D expetunles to GDP ratio (GERD) in models (2) and
(5) in Table 1.6 using Extended Data Set, 1997-2005
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R&D Expenditures to GDP Ratio (GERD)
Extended Data Set, 1997-2005
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1.6 Conclusion

The cross-sectional analyses of past studies appashow that there exists
a strong and positive relationship between differemdicators of financial
development (bank-based and market-based) and meongrowth. This view
remained dominant until the recent crisis thattsthrfollowing the collapse of
Lehman Brothers in 2008. The recent literature shthvat the strong and positive
effect of finance on growth disappears or becomegative following different
episodes of financial crisis, while the relatiopshemains intact after the crisis are
over (see Rousseau and Wachtel, 2011). FurtheeseXmance may have negative
effects on growth (see Arcand et al, 2011; Duchar @rechyna, 2011).

In this context, cross-sectional analysis may mn@rto outliers or omitted
variable bias because the indicators of finanaaletbpment may contain the effects
of financial bubbles (see Chinn and Ito, 2006). ¢¢grbeing motivated by the recent
findings on finance-growth relationship, this chapprimarily investigates whether
the finance-growth relationship is affected by ientbbservations that are very likely
to exist in this kind of analysis. This is explongsing datasets from previous studies
where the earlier analysis showed a positive mlahip between financial
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development and growth. The secondary aspect ®fcthapter is to explore whether
R&D can play a proxy role of an omitted variablattimay have a strong link with
economic growth.

For this purpose, we analyse five data sets (foam fpast studies which are
prominent in the literature and one extended datpssing two robust regression
methods of median quantile regression (QR) andt leaamed squares (LTS).
Overall, the analysis of first four data sets shbat the estimated coefficients on
almost all the indicators of financial developmeamn¢ positive but sensitive to the
presence of outliers except trading value (TVTafice efficiency (FE), and finance
aggregate (FG) which have relatively stable sigrissagnificance. Further, we show
that using robust techniques improves the overalirfd our understanding of the
finance-growth relationship.

The analysis of our extended data shows that irrgéhe robust effect of
PRIV on economic growth is negative and significatwwever, the effect of TOR
remains negative but insignificant in most of thases. Our findings of extended data
and its results are consistent with a more recergsesectional analysis of Rousseau
and Wachtel (2011). According to Rousseau and V¢aqR011) these negative
effects of financial development on growth may bglaned in the context of
repeated financial crises following the financibkralization of 1990s.

Furthermore, our use of R&D (GERD) as a proxy ofamitted variable
plays an important role. Its robust estimates skimat it has a strong and positive
effect on growth. As the recent literature indisatewards a strong and positive
relationship between financial and technologicabwation (see Michalopoulos et al,
2010), above finding may help us explore further ititeractive effects of financial
development and R&D on growth. This observationesded to be explored using
an in-depth time series or panel data analysisusecaross-sectional data and its
associated issues of heterogeneity, endogeneityoaticers etc. may limit our
understanding of the finance-growth relationship.Ghapter 2, we explore this
finding further by using a panel data set and msophisticated econometric

techniques.
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Appendix A1

Table A1.1: Definitions and Sources of Variables used in the Analysis of
Extended Data Set
Variable Description Source

Real per capita

This variable is used as a measure

éfuthor's construction using
World Development Indicators

GDP growth economic growth following Beck et. aI(WDI), World Bank
(GROWTH) (2004). It is calculated as the log difference of

real per capita GDP.
Initial real per Initial value of real per capita GDP. It jsWDI, World Bank
capita GDPI(Y0Q) | included to take into account the convergence

factor.
Human capital Secondary school enrolment (% of gross) WDI, Wréahk
(HC)
Private Credit The value of domestic credit to the privat®/Dl, World Bank
(PRIV) sector divided by GDP (%).

Stock market
turnover ratio
(TOR)

Trading value of shares on domes
exchanges divided by total value of list

shares (%).

tigvorld Bank database for
eéfinancial Development and
Structure, 2007.

R&D expenditures
(GERD)

Gross domestic expenditures on R&D ajs

percentage of GDP. It is a standd
expenditure measure which covers all type
R&D activities carried out on nationg
territory in a given year. It is used as

measure of innovation.

5 @ombined data from WDI|
rdlS, and OECD-MSTI using
tfie same unit of measurement.
Al

a

Openness@PEN) | Trade openness: ratio of exports plus imporifenn World Tables 6.2
to GDP ratio.

Government  size Government consumption: government shiaenn World Tables 6.2

(GOV) of real per capita GDP.

Investmen{INV)

Investment: gross capital formation to GI

ratio.

DRVDI, World Bank

Inflation (INF)

Inflation: annual percent change in CPI.

WDI, Werld Bank

Notes: All variables are used as log transformations px¢sF. GERD is calculated as log of (1
gross domestic expenditures on R&D to GDP ratio, WPDI is used for World Development
Indicators. USI is UNESCO Institute for StatistigdlS). OECD- MSTI is Main Science an

Technology Indicators as developed by OECD.

+

d
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Table A1.2 List of Excluded Outlier Observations in LTS Estimation

Tables 1.1 through 1.7 contain models that exctudier observations from their analysis using teas
trimmed squares (LTS) method. Following is the bi$texcluded outlier observations from that
analysis.

Tablel1.1

Model (3) Cote d'lvoire, Korea, Singapore, Veneay&imbabwe

Model (6) Cote d'lvoire, Israel, Jamaica, Koreagdtia, Philippines, Thailand, Venezuela,
Zimbabwe

Model (9) Cote d'lvoire, Israel, Korea, Taiwan, \éenela, Zimbabwe

Tablel1.2

Model (3) NA

Model (6) NA

Model (9) NA

Tablel1.3

Model (3) Haiti, Korea, Niger, Papua New Guinean&ml, Tongo, Zaire

Model (6) El Salvador, Haiti, Honduras, Japan, kgr®alta, Niger, Papua New Guinga,
Senegal, South Africa, Taiwan, Tongo, Zaire

Model (9) Haiti, Korea, Niger, Papua New Guinean&ml, Tongo, Zaire

Tablel4

Model (3) Cyprus, South Africa, Sri Lanka, Taiwdimailand, Trinidad and Tobago

Model (6) Taiwan, Thailand, Trinidad and Tobago

Model (9) Cyprus, South Africa, Thailand, Trinidadd Tobago

Model (12) Cyprus, South Africa, Taiwan, Thailafidinidad and Tobago

Tablel15

Model (3) Chile, Cyprus, Ghana, Ireland, Jamaicaldyisia, Pakistan, Philippines, South
Africa, Taiwan, Thailand

Model (6) Brazil, Chile, Cyprus, Egypt, Ghana, kmditaly, Kenya, New Zealand, South
Africa, Spain, Taiwan, Trinidad and Tobago

Model (9) Chile, Cyprus, Denmark, Finland, Ghanan¥a, Malaysia, Mexico, Norway,
Pakistan, Philippines, Taiwan, Tunisia, United Klog, Zimbabwe

Model (12) Chile, Cyprus, Ghana, Pakistan, Philyggi South Africa, Taiwan, Zimbabwe

Table 1.6

Model (3) | Jamaica, Korea, Taiwan, Venezuela, Sédfitica

Tablel1.7

Model (3) China, Estonia, Latvia, Paraguay

Model (6) Armenia, Botswana, China, Estonia, Geargireland, Kazakhstan, Latvia,
Lithuania, Macao-China, Trinidad and Tobago

Model (9) Armenia, China, Jamaica, Kazakhstan, ieatWlacao-China, Paraguay, Trinidad
and Tobago
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Table A1.3:

First Stage Results of IVQR Estimation in Tables 1.2 and 1.3

First Stage Results

Simple Conditioning

Policy Conditioning

1) (2) 3) (4) (5) (6)
Variables PRIV LLY CCB PRIV LLY CCB
LYO 0.251** 0.168 0.140* 0.173** 0.150 0.129**
(0.045) (0.198) (0.080) (0.046) (0.141) (0.028
HCBL 0.411~* 0.191 0.005 0.348** 0.160 -0.060
(0.067) (0.358) (0.975) (0.039) (0.393) (0.615
OPEN -0.074 0.119 0.077*
(0.476) (0.332) (0.093)
INF -1.389%** -1.082*** -0.318
(0.001) (0.004) (0.366)
GOV 0.251 0.162 0.054
(0.117) (0.303) (0.418)
BMP -0.797*** -0.328 -0.485***
(0.001) (0.116) (0.000)
ENGLISH -0.716%*** -0.345* -0.122** -0.525%** -0.29* -0.056
(0.000) (0.038) (0.032) (0.003) (0.099) (0.289
FRENCH -0.938*** -0.745%* -0.229%** -0.658*** -0.48%** -0.148**
(0.000) (0.000) (0.001) (0.000) (0.005) (0.017
SCANDINA
VIA -0.598** -0.566*** -0.140** -0.597** -0.619%*** -0.153**
(0.013) (0.001) (0.017) (0.022) (0.001) (0.027
Constant 1.664** 2.607**=* 3.414%** 2.106** 1.983** 3.213**
(0.033) (0.001) (0.000) (0.015) (0.032) (0.000
Observations 63 63 63 63 63 63
R-squared 0.585 0.486 0.277 0.780 0.654 0.53

I~

Notes: As for Tables 1.2 and 1.3. ENGLISH is dummy for Estgorigin of law. FRENCH is dumm
for French origin of law. SCANDINAVIA is dummy fo8candinavian origin of law. GERMAN,
dummy for German origin of law is dropped due tdtroallinearity.

D <
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Table A1.4:

List of Sample Countries with their Geographic Location

East Asia & Pacific

Latin America & Caribbean

High income: OECD

China Argentina Australia
Indonesia Bolivia Austria
Malaysia Brazil Belgium
Mongolia Chile Canada
Philippines Colombia Denmark
Thailand Costa Rica Finland

South Asia Ecuador France
Bangladesh Jamaica Germany
India Mexico Greece

Nepal Panama Iceland
Pakistan Paraguay Ireland

Sri Lanka Peru Italy

Europe & Central Asia | Trinidad and Tobago Japan
Armenia Uruguay Korea, Rep.
Bulgaria Venezuela, RB Luxembourg
Croatia Middle East & North Africa | Netherlands
Czech Republic Egypt, Arab Rep. New Zealand
Estonia Iran, Islamic Rep. Norway
Georgia Jordan Portugal
Hungary Morocco Spain
Kazakhstan Tunisia Sweden
Kyrgyz Republic Sub-Saharan Africa Switzerland
Latvia Botswana United Kingdom
Lithuania Mauritius United States
Macedonia, FYR South Africa High income: non-OECD
Moldova Uganda Cyprus
Poland Zambia Hong Kong, Chi
Romania Israel

Russian Federation Kuwait

Slovak Republic Macao, Chi
Turkey Malta

Ukraine Slovenia
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Table A1.5: Summary Statistics and Correlations

Variable N Mean M edian SD Min M ax
GROWTH 86 2.8859 2.3959 1.9617 -0.7810 9.150(
LYO 86 8.2676 8.2103 1.4454 5.3525 10.5560
HC 86 4.4269 4.4930 0.3486 2.8081 5.0266
INV 86 3.1017 3.0978 0.1922 2.6267 3.6822
PRIV 86 3.8121 3.8244 0.8859 1.6298 5.2924
TOR 86 3.2554 3.5024 1.3670 -0.1726 5.9083
GERD 86 0.5744 0.4828 0.4053 0.0154 1.6775
PRIV*GERD 86 2.3830 1.7587 2.0131 0.031d 7.490¢
TOR*GERD 86 2.1121 1.2920 1.9420 -0.0416 7.198(
Notes. Measure of Innovation is government expenditure®R&D to GDP ratio (GERD). Measures
of financial development are private credit to GiaBo (PRIV) and turnover ratio (TOR). The data
used is annual averages for 86 countries over ¢n@g 1997-2005. All variables are in natural log
form.

Correlations
GROWTH LYO HC INV PRIV | TOR | GERD| PRIV*[ TOR*GERD
GERD
GROWTH 1.000
LYO -0.236 1.000
HC 0.097 0.670 1.000
INV 0.386 -0.150 -0.049 1.000
PRIV -0.272 0.738 0.454 -0.018 1.000
TOR -0.046 0.301 0.298 0.041 0.330 1.0pP0
GERD -0.098 0.644 0.442 -0.011 0.544 0.442 1.000
PRIV*GERD -0.160 0.716 0.471 -0.026 0.669 0.4p6 0.977 1.p00
TOR*GERD -0.122 0.633 0.468 -0.00b 0.5%7 0.6b3 0.936 0.939 .000L
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Chapter 2

A Panel Data Analysis of the Role of
R&D for the Effect of Financial

Development on Growth

2.1. Introduction

Before the start of the world financial crisis, waiimight be dated from the
collapse of Lehman Brothers in September 2008dtminant view in the finance-
growth literature was that more financial developmeesults in higher levels of
economic growth, mainly through its impact on prcitiity growth (see King and
Levine, 1993a, 1993b; Levine, 1997; Beck et al,0)@Benhabib and Spiegel, 2000;
Aghion et al, 2005; Ang, 2008). Further, it waggkly accepted that high levels of
financial development reflect sound policies argtifations. Recent evidence alters
our thinking by showing that countries at the hedirthe financial crisis may have
financial systems that are “too large” and thesistexot because of good policies
and institutions, rather because of poor regulasystems (see Arcand et al, 2011).
Consequently, some current literature argues tkassive financial development is
an amplifying factor behind the financial crisisdamegative growth (see Arcand et
al, 2011; Ductor and Grechyna, 2011).

A reason there may be “too much finance” is duetbinical change because
a successful innovation can require new financiehrgements that may suit the
financing of risky innovative projects (see Michatalos et al, 2010). Hence,
financial intermediaries compete in financial inatens that may be in the form of
new financial instruments, new corporate structuties formation of new financial
institutions, or developing new accounting and répg techniques or methods (see
Michalopoulos et al, 2010). Consequently, finanammlovations alter the nature of
transactions in the financial sector by expandisgoperations beyond the typical
domain; thus exposing it to higher risk that magufein a crisis and leaving a
negative impact on growth (see Rajan, 2005; Pabm2@09).
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The discussion above may imply that technologicalovation or R&D
activities that are financed by the financial seatay affect the relationship between
financial sector development and economic growtk t the riskiness in their
outcomes. This is due to the fact that any reseancieavour does not necessarily
have to have successful outcomes (see Hall ancet,e2009; llyina and Samaniego,
2011). Another implication may be that in meetihg tdemand for financing new
innovative projects, financial institutions and kets go beyond their limits in
extending loans to the private sector by introdgeiew financial products which are
complex in nature. Consequently, financial groweavies behind industrial growth
which results in excess finance, in the presencehach financial development may
have a negative impact on economic growth bothha ghort and long run (see
Ductor and Grechyna, 2011). Further, empirical eng® shows that in the short run
when the difference between financial and indusigimwth exceeds 4.45% the
effect of financial development on economic growtcomes negative or it may
result in a severe financial crisis (see Ductor &@w@chyna, 2011). It may also
suggest that as an economy approaches its producapacity, adding more
financial development may have a weaker or vangskiifect on growth which may
become negative after the production capacity a&hred (see Aghion et al, 2005;
Ductor and Grechyna, 2011). In this context itnportant to investigate the growth
effect of financial development as the level ofhtealogical innovation or R&D
changes.

There are numerous theoretical and empirical ssudigich show a positive
and significant relationship between R&D and ecoicorgrowth, particularly
expenditures on industrial R&D are considered as of the most important
determinants of total factor productivity and thmstput growth(see Aghion and
Howitt, 1992; Nadiri, 1993; Aghion and Howitt, 199&alk, 2007; Coe and
Helpman, 1995; Coe et al, 2008). On the other harsdibstantial volume of research
has been devoted to verify and understand theesxistand nature of linkages
between financial development and economic grovgingubank-based or market-
based (or both) measures of financial developm&hhough, until recently, the
accepted view was that there exists a positive stnohg relationship between
financial sector development and economic growibrd are exceptions (see King
and Levine, 1993a; Arestis and Demetriades, 198vine and Zervos, 1998; Beck
and Levine 2004; Rioja and Valve, 2004; Ang, 2008).
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Recent literature on financial development and dgindavings into picture the
effects of technological innovation, financial Ifa&zation policies and crisis that
may alter our understanding of the finance-growthatronship (Michalopoulos et al,
2010; Ang, 2010, 2011; Arcand et al, 2011; Ductod &rechyna, 2011; Rousseau
and Wachtel, 2011). This literature suggests tlathriological innovation is
important for economic growth as well as it hasrarg) positive link with financial
innovation which is evident from a very high coaten coefficient (around 99%)
between the productivity growth of financial and nmagacturing sectors (see
Michalopoulos et al, 2010). In this context, tedmgacal innovation may proxy the
role of other variables. In particular, if coungriwith a high level of technological
innovation also have less close financial reguhgtithen the apparent role of
technological innovation will be quite complex. Agident from the recent financial
crisis, unregulated or unmonitored financial inrta may result in excess finance
which is very likely to cause financial crisis thlesaving an adverse effect on
economic growth. Most available studies eithertspkir sample over different time
periods to show the effects of financial crisesuse nonlinear methods to identify
the optimal level of financial development beyondhieh its effect on growth
changes (see Rousseau and Wachtel, 2011; Arcah®€&11; Ductor and Grechyna,
2011).

Being motivated by the above discussion, in thiasptér we contribute to the
finance-growth literature by using a measure ohmetogical innovation or R&D
that may show important interactive effects (withahcial development) on growth.
Hence, besides looking at the direct effects oérimal development and R&D on
growth, we address two important questions: whetivergrowth effect of financial
development is conditional on the level of innowator R&D; and whether a high
level of technological innovation or R&D is assdeh with an apparently weak or
negative effect of financial development on growt¥e investigate these questions
by employing a multiplicative interaction model, eva the interactive effect of
technological innovation and financial developmeamteconomic growth is analysed.
We use a panel data of 36 countries (26 OECD antloh@OECD) over the period
1980-2006 to explore this conditional effect by émmg a variety of panel data
techniques.

The structure of our study is as follows: Sectidh r2views the key elements

of the literature related to finance, innovatiom gmowth. Section 2.3 then discusses
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the data and econometric methods used in this s&eltion 2.4 explains the results,

while concluding remarks are provided in Sectidn 2.

2.2. Literature Review

In the following subsections we review some of thgortant empirical
studies related to finance, innovation and growth.

2.2.1. Financial Development and Economic Growth

Current debate on the finance-growth relationstdp taken a new turn by
taking into account the roles of technological iatton, financial innovation,
financial liberalization and financial crises. THiterature shows that the effect of
financial development on growth is not always pesitand significant, as predicted
by most past studies. It conjectures that techmcdébgnnovation leads to the
development of new financial products as every rietdygical innovation renders
existing financial regulations and practices obso(see Michalopolous et al, 2010).
These financial innovations are extremely complexi @he relatively outdated
financial regulations and practices impede ouritgliib recognize financial crises in
advance (see Ang, 2011). Therefore, excessive diaadevelopment or financial
innovation may increase the probability of a finahcrisis and weaken the effect of
financial development on growth (see Arcand et2él11; Ductor and Grechyna,
2011; Rousseau and Wachtel, 2011).

Starting from the pioneer work of Schumpeter (193ddonomists hold
different views regarding the relationship betwekmancial development and
economic growth. Schumpeter (1934) argues that wWweictioning banks spur
innovation in technology and products by channegjzifunds to their most
productive use (see Levine, 1997). Contrary to tiesy, Robinson (1952) finds that
“where enterprise leads finance follows”. This asmaént goes in favour of the
demand following nature of finance, where econodecelopment creates a need for
well developed financial institutions and markets grow. There are also other
studies who claim that economists may overemphasieerole of finance in
economic growth (see Lucas, 1988; Rodrick and Soanéan, 2009).

Following the theoretical debates, Goldsmith (1968)vides the pioneer
empirical work on the relationship between econorgrowth and aggregate
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measures of the financial system, using data foc@&tries over the period 1860-
1963. He suggests an overall positive relationsigfween financial development
and economic growth subject to the data spanned sexeeral decades. Further, he
finds that few countries witnessed more rapid ghowtcompanied by an above
average rate of financial development.

After Goldsmith (1969), the focus of discussion wasfinancial repression,
namely a policy adopted by governments to loweerggt rates (artificially) and
increase inflation in order to boost revenues aimhemic growth. These policies are
based on the theoretical work of Keynes (1936) &adin (1965), who advocate
government intervention in capital markets. McKinnfl973) and Shaw (1973)
coincidentally raise arguments against the poli@édinancial repression. They
emphasize the role of financial institutions andkats in mobilizing savings to their
most productive use, which can be achieved by sltioly interest rate ceilings and
replacing seigniorage through inflationary monefaoiicies. An important feature of
their models is that they explain only temporahlgher growth rates. However, the
effect of their policies adopted by many developioguntries is mixed (see
Eschenbach, 2004).

For example, real interest rates increased to kigly levels in Chile during
the 1976-1982 reforms, which caused severe adw&feetion among non-bank
borrowers as well as moral hazard among the bdrmdelves. Consequently, the
lack of bank supervision caused a financial crasée (Diaz-Alejandro, 1985;
McKinnon, 1989). On the other hand, Korea coupl@diee stabilization programme
with management of interest rates. Thus, in thesgaree of maintained capital
account restrictions and appropriate exchange palieies, scaling down nominal
interest rates during periods of disinflation preeel the country from excessive
foreign capital inflows and saved it from massimeinational indebtedness (see
McKinnon, 1989; Eschenbach, 2004). Hence, stabler@eaonomic conditions and
sound banking regulations may play important raleshe success of financial
liberalization policies (Eschenbach, 2004; Ang,@01

Henry (2000) uses panel data for 11 developing itmsto examine whether
stock market liberalization causes investment boadris results show that stock
market liberalization leads to increased investmer@ out of 11 countries and that

the average growth rate of private investment ip@&ent points higher than the
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sample average three years after the liberalizakiis conclusion is contrary to the
view that capital account liberalization has ne@effon investment.

Similarly, empirical evidence on the effects ofdiitial repression is also
mixed across countries. Demetriades et al (1998)stigate the impact of financial
repression policies of interest rate controls,aled credit programs and reserve and
liquidity requirements on the average productiafycapital in five South East Asian
economies (India, Philippines, South Korea, Srikaaand Thailand) . They find that
the direct effects of financial repression on agergroductivity of capital are
negative and significant in most of these casel art exception of South Korea, for
which the effect is positive and significant. Sotbrea may be a case where these
policies successfully explain market imperfectiansl direct resources to their social
optimum. Their results are consistent with the raarkperfection approach, where
market failures in the form of asymmetric infornoatiand moral hazard may suggest
that financial repression can cause shifts in therage productivity of capital
through regime switches, perhaps by changing tlyeegeof public confidence in the
banking system.

A new strand of literature emerged in the 1990&isgeevidence in favour of
endogenous growth theory with a central argumerdat tfinance reduces
informational frictions and generates an exterrfééce on aggregate investment
efficiency which in turn offsets the notion of deasing marginal productivity of
capital (Greenwood and Jovanovic, 1990; Bencivermyjad Smith (1991);
Eschenbach, 2004). For example, Greenwood and dexari1990) develop a
theoretical model that combines two prominent stsaof growth and development
literature: first, a relationship between growtldahstribution of income; second, a
link between growth and financial sector developmén their model financial
intermediation and growth are endogenously detexchand there exists bi-causality
between them. That is, growth facilitates costlyaficial structures which in turn
make efficient use of investments by allocatingoueses to their most productive
use and protecting investors against idiosyncraic Bencivenga and Smith (1991)
present a model where financial intermediaries shbheavings to more productive
activities by allowing investors to hold two typefsassets: first, liquid assets which
are risk free and unproductive; second, illiquidets which are highly productive
and risky. Contrary to the uncertainty of indivitkiaegarding their future liquidity

needs, banks face predictable demand for liquifligm their depositors thus
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reducing the individuals’ liquidity risk. Consedubky, banks are enabled to provide
liquidity and allocate investment funds more e#idily.

A seminal contribution in this context is the engat work of King and
Levine (1993a) who use cross-sectional data foc@ntries over the period 1960-
1989 to investigate whether higher levels of finahdevelopment are significantly
and robustly correlated with faster current andureitrates of economic growth,
physical capital accumulation, and improvement goromic efficiency. Their
results are consistent with the Schumpeterian ieat finance is important to
economic growth and it stimulates economic growtfough increasing the rate of
capital accumulation and the efficiency with whadpital is used.

The theoretical and empirical studies in this ceintey to establish either the
importance of finance to economic growth or thencigs of transmission from
financial development to economic growth. Althoubbse studies generally suggest
a strong positive relationship between financiated@oment and economic growth,
there are exceptions. Further, most of the empilitemature is based on bank-based
measures of financial development and uses crassisal analyses rather than in-
depth time series or panel data analyses (see fwe@nmd Guidotti, 1995;
Demetriades and Hussein, 1996; Levine, 1997; Arestd Demetriades, 1997; Ang,
2008).

The debate related to financial structure, whebi@tks or stock markets are
important to economic growth, still continues. Wgbhme exceptions, most of the
literature however supports the financial servigesv that both the banks and stock
markets are important to economic growth (see Avemtd Demetriades, 1997,
Rousseau and Wachtel, 2000; Beck et al, 2000b; BadkLevine, 2002; Beck and
Levine, 2004; Ndikumana, 2005). Theoretical and ieog evidence provides
mixed observations on the relationship betweenkstoarket development and
economic growth. On the one hand, a group of ssufirel a positive and strong
relationship between indicators of stock marketettgyment and economic growth
(see Levine and Zervos, 1996; Mauro, 2003; Blaakketral, 2005). On the other
hand, another group find a weak or no effect oflstnarket development on growth
(see Stiglitz, 1985; Singh, 1997; Arestis et aD20

For example, Singh (1997) investigates the rol¢hefstock markets in the
liberalisation process of developing countries wigiri980-1990s and explores their

corresponding effects on industrialization and eooic growth. He concludes that,
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in general, financial liberalization and the asatal expansion of stock markets in
developing countries are unlikely to help in acimevtheir goals of quicker

industrialization and faster long-term growth. Tihngy be due to inherent price-
volatility as a weak guide for the efficient alltica of investment, macroeconomic
instability due to interactions of stock and cuogmmarkets in the presence of
unfavourable economic shocks, and undermining thepmbanking systems which
despite many difficulties are still beneficial irany developing countries.

Arestis et al (2001) argue that stock markets pi®vess risky and easy
access to capital markets which improves the dilmcaof capital, an important
channel of economic growth. However, the incredsgpadity provided by stock
markets may be harmful for economic growth becatuskicreases the returns to
investment which results in decreased saving rdtegecreases uncertainty which
results in decreased precautionary demand for gayvend dissatisfied participants
in the market may sell quickly which may resultamegative impact on corporate
governance. The other important characteristic iigep volatility which may
undermine the ability of stock markets to promote efficient allocation of
investment. However, a certain level of price vbitgtis clearly desirable since it
may reflect the effects of new information flowsan efficient stock market.

Time series studies attempt to resolve the issueaafality and come to
mixed conclusions. They imply that causality resalte country specific and cannot
be generalized, thus indicating the potential damgeombining different countries
with different institutional characteristics andckground. Further, they indicate that
the nature of the causal relationship is long recalise there is no evidence of short
run causality, there are exceptions (see Demesiadd Hussein, 1996; Arestis and
Demetriades, 1997; Calderon and Liu, 2003; Chrmégs and Tsionas, 2004; Shan
and Jianhong, 2006; Kar et al, 2011; Bangake amplE2011; Hassan et al, 2011).

In studying the relationship between financial depment and economic
growth we cannot ignore the income and regiondbfadhat may alter the nature of
this relationship. For example, Gregorio and Guidd©95) and Odedokun (1996)
document that there is a strong and positive weiatip between financial
development and economic growth in low income asypared to high income
countries, although the results are sensitive ta d&ts. Gregorio and Guidotti
(1995), in the same study, show that there exissdr@ng negative relationship

between financial development and economic growthatin American countries
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that might be due to subsequent failures of uneggdlfinancial liberalization and
government bailouts during 1970s and 1980s. Onditer hand, Naceur and
Ghazouani (2007) observe that financial developrnseahimportant or even harmful
for economic growth in the MENA region, which migh¢ due to underdeveloped
financial systems in the region that hinder ecomognowth or unstable growth rates
that may affect the quality of finance-growth nex@milarly, Demetriades and
James (2011) find no overall effect of finance oovwgh in Sub-Saharan Africa that
may be due to the dysfunctional nature of creditkeis in these countries.

Recent research indicates that there may exist ralimgar relationship
between financial development and economic groftin.example, Rioja and Valve
(2004) find that the relationship between finanaalelopment and growth varies
across the level of financial development. They aisgoup of 74 countries, where
the data is divided into three regions accordinth&level of financial development:
low, middle, and high. They observe positive anghigicant effects of financial
development on growth in middle and high regiohs, former being larger in size.
However, they find ambiguous results in low regioBeidda and Fattouh (2002)
show that a positive and significant relationshgiween the level of financial depth
and growth holds only for countries with higher papita income, whereas no such
relationship exists for a low income group. Howew&sme other studies employ
different parametric and non-parametric technigoaavestigate the non-linearity in
finance-growth relationship and find inconclusiwesults (see Stengos and Liang,
2005; Ketteni et al, 2007). Recently, Yilmazkud2p11) finds threshold levels of
inflation, government size, openness and income&ehbad below which the finance-
growth relationship changes.

Similarly, there are other studies who attempt xpl@&e the channels of
productivity growth, physical capital accumulatibryman capital accumulation, and
inflation. These studies document that the maimebhthrough which financial
development affects economic growth is productivgtypwth rather than capital
accumulation (see Beck et al, 2000a; Benhabib gqmeg8l, 2000; Calderon and Liu,
2003). Benhabib and Spiegel (2000) also observe pibstive and significant
relationships between the indicators of financiavelopment and physical and
human capital accumulation, their results beingsisie to the inclusion of country
specific fixed effects and different measures péficial development. On the other

hand, it is observed that the strong and positelationship between financial
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development and growth is associated with disiititet (see Rousseau and Wachtel,
2002).

Recognizing the importance of institutional factorsny studies incorporate
the effects of overall legal environment and finahcegulations in the discussion of
finance-growth relationship (see Levine et al, 20Béck et al, 2000b; Beck and
Levine, 2002). Their findings support the view tivaproved legal and accounting
standards can enhance the performance of finas@tabr, thus promoting economic
growth. Further, they show that industries whiclpetel more on external finance
are likely to grow faster in countries with morevadced financial systems and more
efficient legal systems.

Cole et al (2008) extend the existing finance-gloliterature by examining
whether bank stock returns contain information albotwre economic growth that is
independent from the information contained by oNerarket returns. This is the
first study which provides evidence of a positivel aignificant relationship between
bank stock returns and future economic growthighatdependent of the relationship
between overall market stock returns and growtingua sample of 18 developed
and 18 emerging markets. They note that much optedictive power of bank stock
returns is captured by country-specific and insbnal characteristics, like banking
crises and the enforcement of insider trading law.

A new wave of literature is emerging after the apdle of Lehman Brothers
in September, 2008 that incorporates the effedinaincial crises in studying the
finance-growth relationship. For example, Roussaaa Wachtel (2011) observe a
positive and strong relationship between finande¢pening and growth over the
period 1960-1989, whereas a weak and even negagiggonship is observed for
more recent data (1990-2004). They argue that ¢iahreepening has a positive
effect on economic growth only if it is not donecegsively otherwise it results in
credit booms that may weaken the overall bankirsgesy and increase inflation even
in the developed countries, thus leading to a firercrisis. Further, they observe
that the finance-growth relationship remains intawte the crisis is over. They argue
that the weak relationship in recent years (1990420nay be the result of repeated
financial crises during these years. Thereforey thigess financial development
which is accompanied by appropriate policies foraficial sector reforms and

regulations.
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Another important study is Arcand et al (2011) whshows that there exists
a threshold level of private credit (estimated 48% of GDP) below which the
effect of financial development on growth is pastiwhereas it is negative above it.
This non-monotonic relationship between financi@velopment and economic
growth is consistent with their hypothesis tharéhean be “too much” finance. They
view their results in the light of the recent fical crisis that raises concerns about
financial systems which are larger than the sizeéoofiestic economies and show that
all the advanced economies that are facing problaraslocated above their “too
much” finance threshold. They note that financee gitays an important role in
amplifying the effects of the global recession tfdiowed the collapse of Lehman
Brothers in September 2008. Almost similar condnsiare found by Ductor and
Grechyna (2011).

Overall, the above studies indicate that thereoidefinitive answer to the
question whether there exists a strong and positlegtionship between financial
development and growth. Empirical evidence indgatkat the nature of this
relationship varies across a number of factors ilkk®me groups, regions, stages of
development, measures of financial development,anfie size, financial
liberalization policies, financial crisis, and ecometric techniques etc. However,
there is still a need to explore the precise camubtand channels that may explain
the nature of relationship between financial depelent and economic growth.

2.2.2. The Role of Technological Innovation

A strand of current literature emphasizes the ingmme of technological
innovation in understanding the finance-growth reexsee Michalopoulos, 2010;
Pienknagura, 2010; Ang, 2010; Ang, 2011; llyinal20Zagorchev et al, 2011). For
a clearer picture we need to combine two imporsargnds of endogenous growth
literature, finance-growth (explained above) andowation-growth. The recent
theoretical models of endogenous growth theorygeize capital accumulation and
innovation as joint determinants of growth (see idghand Howitt, 1992; Howitt
and Aghion, 1998). These models show that any dylisi capital accumulation,
whether physical or human, leaves permanent effatthe economic growth rate.
Consequently, they recognize capital as an inplR&® because R&D contains a

great deal of physical capital in the form of ladtories, offices, plants, computers
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and other scientific instruments etc. They sugdleat a broad subsidy to capital
accumulation may be as effective as a direct sybg&dR&D in order to spur

technological progress and economic growth. Susibaidy will work by raising the

reward to innovations that need capital for theodoction and implementation.
They conclude that their model of Schumpeteriawgtaheory is more consistent
with the evidence that investment is empirically @mportant determinant of
economic growth.

Empirical evidence by Nadiri (1993), Falk (2007peCand Helpman (1995)
and Coe et al (2008) are consistent with Howitt Agthion (1998). These studies
show that the effects of industrial R&D expenditurae larger and positive on
economic growth, especially on total factor produtt, as compared to public
R&D. Further, not only the level but the compositiof R&D is also important to
economic growth and productivity. To assess whethercomposition of R&D in
OECD countries has shifted from low-tech to higbhtesectors, Falk (2007)
investigates the impact of investment in busine&b Rnd its composition and share
of R&D performed in the high-tech sector on ecorogrowth using a panel of 19
OECD countries. He concludes that both businessrnge expenditures on R&D
and its component have positive and significantaotp on growth. He further
concludes that an increase of 10% in the share€dd R high-tech sector leads to
0.26% increase in real per capita GDP growth.

Overall, these theoretical and empirical studieggsest a positive and
significant relationship between innovation or R&Bd growth. Very little effort has
been made to combine the above two strands otlite: finance-growth and R&D-
growth. Current studies on finance and innovatielatronship may help us bridge
this gap.

The relationship between finance and innovation bantraced back to
Schumpeter’'s (1934) economic analysis of innovatiorwhich the allocation of
financial resources plays a central role. Howeweer time there was a dramatic
change in his ideas related to the characterizatiomnovation process and its
financing. In his early writings, he emphasized the importance of the financial
system, especially commercial banks, for facilitgtinnovation activity that he
regarded as the motive force behind the economieldpment of any country. On

¥ Theory of Economic Development (1934), Businessl€y A Theoretical, Historical, and
Statistical Analysis of the Capitalist Process @96
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the other hand, in his later bd8khe de-emphasized the role of credit creation in
facilitating innovation and economic developmertiug emphasizing the self-
financing of innovative investment by dominant epteses. This shift in his ideas is
attributed mainly to the well-known transformation his characterization of
innovation from a process driven by new, entrepueaéventures to one dominated
by large-scale industrial enterprises, where thvenéo is financed through credit
creation by commercial banks, while the latter @f-Bhanced by large scale
enterprises. Schumpeter’s revised characterizafi@mnovation processes led him to
de-emphasize the role of external finance and Ipan&ystem in favour of internal
financing.

Most contemporary economists of innovation focugirthattention on
Schumpeter’s characterization of innovation andiarthat both of these patterns of
innovation coexist in the economy, with some indastcharacterised by first-type
and others by second-type innovation (see O’Sull2@04, Winter 1984). However,
they generally overlook the relationship betweeaifice and innovation.

A significant theoretical contribution by Saint-P11992) is to introduce the
impact of financial markets on technological choicehis model, agents can choose
between two technologies, highly flexible and hyghgid or specialized. The highly
flexible technology is lesser productive technologpreferred in the absence of well
developed financial markets, while the specialipe@ is more productive and is
preferred when financial markets are well developgd economic shocks may
change consumers’ preferences regarding some pedtiee absence of well
developed financial markets may lead risk-aversesgmers to prefer flexible rather
than specialized technology. However, the presearicinancial markets provides
them with an opportunity to diversify their invesint portfolio which insures them
against any negative demand shock while keepin@ marductive technologies.

Another important contribution in this regard isngiand Levine (1993b)
who argue that financial systems influence decisioninvest in productivity
enhancing activities through two mechanisms, evalggrospective entrepreneurs
and funding the most promising ones. These mecmaniswer the cost of investing
in productivity enhancing innovative activities asttmulate economic growth. They
argue that better financial services expand th@es@nd improve the efficiency of

20 Capitalism, Socialism, and Democracy (1942)
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innovative activity thus accelerating economic gitgwvhereas financial distortions
can decrease the rate of economic growth. A ceetexhent of their theoretical
model is external financing of innovative activityr two reasons: first, the labour
requirements of innovation are much larger than ¢h&repreneur time and the
entrepreneur’s wealth is insufficient to pay forbdar; second, undertaking
innovative projects is very risky, and its riskeistirely diversifiable, so that reliance
on internal finance is inefficient.

Empirically, they test their theoretical predictsonsing cross-sectional data
for 77 countries over the period 1960-1989. Thaultessupport their theoretical
findings, that is, better financial systems stinellaeconomic growth and
productivity-enhancing activities. Further, theirnf level case studies show that
changes in financial sector policies are predigtadbsociated with changes in
aggregate measures of financial development. They shat financial liberalization
redirects the allocation of credit to the most aéint firms. However, financial
liberalization combined with explicit or implicitflocial deposit guarantees and
insufficient supervision leads to financial crisas, happened in Argentina, Chile,
and Philippine.

In their seminal study, Rajan and Zingales (1988pduce a new channel by
which the financial development can affect growith firms’ dependence on external
finance, by disproportionately helping those firmbkich are more dependent on
external finance for their growth. They use indudavel as well as macro level
annual data on 30 countries and show that thetedfdtnancial development on the
rate of economic growth is positive and significdmbugh the channel of reducing
the cost of external finance to financially depemdi&rms. Further, they provide
evidence of a significant and positive impact & thteraction between an industry’s
dependence on external finance and the accourtangards of the country in which
it operates on industry value added. Almost sinmdsults are shown by Pienknagura
(2010) and llyina and Samaniego (2011).

A similar analysis is undertaken by Sharma (200 wses firm level data
for 57 countries collected from World Bank EntespriSurveys, carried out between
2003 and 2006, to examine how financial developnadietcts innovation in small
firms. His findings are as follow: First, withindastries, small firms relative to large
firms are more likely to carry out R&D in countri@s higher levels of financial

development. Second, within R&D firms, small firmsport more innovation per
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unit of R&D than large firms, the gap being narrowecountries at higher levels of
financial development. Third, the relationship bedw financial development and
innovation by small firms relative to large firms stronger in industries more
dependent on external finance. Finally, relativelRBy small firms is significantly
related to bank-based rather than market-baseddialedevelopment.

Addressing the issue of moral hazard in the rekearcinnovation sector,
Morales (2003) is the first to explicitly model tlkenceptual relationship between
the researcher and the provider of funds in a mofle&indogenous technological
change in line with Howitt and Aghion (1998). Shiguees that research productivity
is determined in the credit market and may be tdtkby financial variables because
financial intermediaries use their monitoring powerforce researchers to exert a
higher level of effort. Hence any subsidy giverthe financial sector may enhance
R&D activity, thus heading the economy to a fadtatanced growth path. She
argues that a subsidy given to the financial seoty be more effective than a direct
subsidy to research. That is, a direct subsidyesearch may cause higher research
intensity that enhances the growth rate but anyghan tax is likely to reduce the
researchers’ incentive to exert a higher level ftdre Consequently, there will be
higher monitoring costs and lower R&D productiviyence, given a higher subsidy
rate to research, the growth effect can becometinegdue to moral hazard. Her
finding also implies that financial sector develgnhand innovation are substitutes
in promoting economic growth.

Aghion et al (2005) develop and test a Schumpetenadel of cross-country
convergence with financial constraints. They canjex that all countries above
some critical level of financial development corgeeto the growth rate of the world
technology frontier, whereas all other countriegehstrictly lower long-run growth.
In these converging countries the effect of finahclevelopment on steady state
growth is positive but vanishing. In order to tést above implication of their model
they estimate a cross country growth regressioh wait interaction term between
financial development and initial per capita GDPddmd that it is negative,
significant and robust. This negative sign shovet th the presence of low level of
financial development the convergence is less \likeThey also show that
productivity growth is the main channel through g¥hfinancial development affects
growth, rather than capital accumulation. They make conclusions: first, the

probability that a country will converge to theriteer growth rate increases with its
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level of financial development; second, in a coyrilrat converges to the frontier
growth rate, financial development has a positivevanishing effect on the steady
state growth.

Literature shows that financial development alsipd & solving the agency
problem which otherwise may limit the innovatorgcass to external finance
(Aghion et al, 2005; Kim, 2007). An innovator caecdive her creditors by hiding
the results of a successful innovation at a costhvis positively related to the level
of financial development. Hence, when financial elepment is low there is an
incentive for an innovator to hide the results auecessful innovation due to the
low cost of defraud or deceiving. Kim (2007) hypegdlzes that a well developed
financial sector reduces the agency costs whicbleralarger flow of funds towards
the research sector, thus increasing the ratecbhtdogical innovation. To test his
theoretical hypothesis, he uses panel data foreXéldping countries and concludes
that a well developed financial sector is a sigaifit determinant of patent growth
rates in these countries, with the latter beingethgine of growth.

Recognizing the importance of financial liberaliaat in finance-growth
analysis, Ang (2011) focuses on the channel of kedge accumulation through
which financial development and financial liberatibn may affect economic
growth. He uses panel data for 44 OECD and non-OEGINtries to show that
financial deepening has a positive and significarptact on knowledge accumulation
in advanced as well as developing economies, whefie@ncial liberalization
policies have a negative impact on knowledge actation in developing countries.
This negative effect of financial liberalization ynae due to financial crises and
volatility. Further, financial liberalization mayeallocate talent from innovation to
the financial sector as the latter offers relagvéligh returns. His views are
consistent with the view that financial developmestuces monitoring costs and
moral hazard problems which results in innovativedpction (see Blackburn and
Hung, 1998; Aghion et al, 2005).

Michalopoulos et al (2010) shows that technologieabvation and financial
innovation go hand in hand, where the former inmesathe returns to financial
innovation. That is, improved screening methodolgggerates monopoly rents for a
financier, as for a successful innovator. Howeverjs observed that given a
technological innovation every existing screeningtmdology becomes obsolete in

identifying the promising entrepreneurs, thus argviinanciers to invent and develop
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specialized investment banks, new contracts, anc metailed reporting standards
for better monitoring and evaluation of high-teagimk. Therefore, economic growth
eventually stagnates in the absence of financravation, irrespective of the initial

level of financial development. Their empirical uks show that a faster rate of
financial innovation accelerates the rate at which economy converges to the
growth rate of the technological leader. Furthieejrtresults are consistent with the
view that innovations in the real and financialteex are strongly and positively
correlated.

Overall, this literature suggests that financiattse development plays an
important role in promoting productivity enhancingovation activities which is the
major determinant of growth. Further, it suggesist tmoral hazards and financial
liberalization policies may be harmful for the acadation of knowledge or R&D
activities which may negatively affect economic wtie. Moreover, this literature
points towards an important factor of financial omation that may be a result of

technological innovation.

2.2.3. Building Testable Hypotheses

The above discussion suggests that financial dpwedot may affect
economic growth through its impact on technologicedovation. The very high
positive correlation (around 99%) between the petidity growth of financial and
manufacturing sectors (see Michalopoulos et al02@lLiggests that R&D variables
may proxy a range of financial indicators that dificult to observe. In particular,
the relationship between financial development aoohomic growth is vulnerable
to the outcomes of unregulated and unmonitorechiiaa liberalization policies that
may be in the form of excessive finance, extrenoggplex financial innovations
and crisis (see Arcand et al, 2011; Michalopoutas,e2010; Rousseau and Wachtel,
2011). Evidence shows that after every technolbginaovation the existing
financial regulations and practices become obsdietece financial intermediaries
compete in designing and offering new financialducts and contracts to meet the
demands of innovators (see Pamerio, 2009; Genneaioél, 2010). In doing so,
financial intermediaries are excessively involved the sale and purchase of
securities, rather than issuing loans to promiginggepreneurs. The last two decades

witness a big shift in regulation (regulatory arak tcodes etc.), for example,
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allowing non-bank entities to operate in marketemhpreviously only banks were
allowed to operate. At the same time, banks hawn kadlowed to extend their

operation to capital markets, besides the usughlgugd loans to entrepreneurs (see
Rajan, 2005; Palmerio, 2009).

Therefore, financial intermediaries are exposed eixcessive risk by
transferring their assets to other specialized aipes, who in turn issue liabilities
that are purchased by institutional investors wienttransform and sell them to the
final buyers (see Palmerio, 2009). The transferisi to other agents weakens the
bank’s incentive to rigorously select and monitts clients. Further, financial
innovations facilitate the extraction of short teprofits for financiers rather than
improving their screening methodologies. For exanmecuritization being an
important financial innovation is seen to reducediag standards and increase the
loan-default rates, while boosting the supply ofne and financier profits (see
Dell'Ariccia, 2008;Michalopoulos et al, 2010). Hence, financial innowmas which
are not properly regulated and monitored may lead dieterioration of credit
standards; growth of non-performing loans; credibrbs and bank crisis (see
Gennaioli et al, 2010; Michalopoulos et al, 201@uBseau and Wachtel, 2011).
Consequently, in the wake of financial crisis tlilea of financial development on
growth either becomes weak or negative (see RoussehWachtel, 2011).

The above discussion suggests an important intenasétween financial and
innovation sectors that may play an important falainderstanding the nature of
finance-growth relationship. It further suggestsatththe effect of financial
development on growth may not be straight-forwatther it may be conditional on
the level of technological innovation, which in numay proxy other (missing)
variables and specifically the regulation of nemaficial instruments. In this context,
it is worthwhile to study the interactive effect dhancial development and
technological innovation on growth, rather thanulsing on their direct effects. For
this purpose we use a measure of innovation or R&BRD) together with its
interactions with financial development in ordestady economic growth. This kind
of analysis may help us to understand how the droetfect of financial
development changes as the level of technologimradvation changes. Thus, in this
chapter we investigate the interactive effects wofaricial development and
technological innovation or R&D on economic growdli using a multiplicative

interactive model. Further, as implied by the abdiggussion we expect a negative
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sign on the coefficient of our interaction term whisuggests that as innovation
increases the growth effect of financial developmelecreases. A negative
interactive effect also suggests that financial eftgwment and innovation are
substitutes in promoting economic growth.

Hence, on the basis of above discussion we edtafilis testable hypotheses

of research as:

H1- The relationship between financial development aodnomic growth is
conditional upon the level of technological innagator R&D.

H2- A high level of technological innovation or R&D associated with a weak or
negative effect of financial development on ecorongrowth, since
technological innovation proxies the effects of pbew financial innovations

that are poorly regulated.

We test above hypotheses using a multiplicativeradtion model as suggested by
Friedrich (1982), Aiken and West (1991), and Bramled al (2006) which is
estimated by Two-way Fixed Effects, Difference GMMnd system GMM

estimators.

2.3. Data and Methodology

2.3.1. Data

Our dynamic panel analysis consists of five yearages of 36 countries (26
OECD and 10 non-OECB)for the period 1980-2086 Therefore, we have period
averages fort =1, 2, ..., 5. We use five year ayesao control for business cycle
effects. Due to data limitations, the selectiorcofintries and time period is purely
based on the availability of annual observationdR&D variables: R&D intensity
(BERDIND) and number of patent applications (NPATAYe use real per capita
GDP growth (GROWTH) as the measure of economic tirowhe initial value of

real per capita GDP (LYO) is included to controt Gmnvergence, whereas average

2L List of countries is given in the Appendix A2, TalA2.1.

2 Five year averages are calculated over the pdré®d-2006: 1981-1985, 1986-1990, 1991-1995,
1996-2000, and 2001-2006. The observation of 198&e&d as a proxy of initial per capita real GDP
(LYO) for first average over the period 1981-198&hough we mention five year averages, the last
average is based on six years which is only duke@vailability of data.
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years of schooling (HCBL) and investment share &fPG(INV) are included to
allow for conditional convergent&(see Barro, 1991; Mankiw et al, 1992; Gittleman
and Wolff, 1995). LYO is found to be highly sigmiéint in a wide range of
specifications in empirical growth literature (Gthan and Wolff, 1995). Similarly,
the positive growth effect of INV is found to bebrst in most of the literature on
growth or R&D and growth (see Levine and Renel®2Z Jalk, 2007). Hence, in all
of our specifications the above three variablesQLMCBL and INV) are included
as conditional variables. We use two measures naintiial development: finance
activity (FA) and finance size (FS). The detailfimfancial development and R&D
measures are given in the following two sub-sestidior further robustness, we also
include the following control variables in our basnodel: openness (OPEN),
government size (GOV), and inflation (INF). The id@gfons and sources of all
variables used are given in Appendix A2, Table A2.1

The correlations table (included in Appendix A2blEaA2.3) show that both
the measures of financial development are posytivelated to growth. However,
their scatter plots show that the relationshipasImear; it is positive for the initial
levels of financial development, whereas it dis@ppeor is possibly negative at
higher levels; see Figure 2.1(a) and 2.1(b). FurtR&D intensity (BERDIND) and
number of patent applications (NPATA) are posityvetlated to growth, however
they show a weak relationship which might be duéatger variations in the data;
see Figure 2.1(c) and 2.1(d). We also observethiea¢ are some outlier observations
in plots (a) through (d) that may hinder our untmrding of these relationships. For
example, an observation with lowest GROWTH is commmall these plots which
is the average growth rate of Russian Federati@n the period 1991-1995. It may
be due to Russia’s transition from a planned ecgntmnmarket economy that
resulted in a sharp contraction of real per capid growth during that period (see
Beck et al, 2007). However, it is important to nttat in multiplicative regressions
with large number of observations it is almost isgble to identify outliers by

simple observation of scatter plots like Figure (3de Zaman et al, 2001).

3 Conditional convergence implies that given ottaatdrs like investment share of GDP and stock of
human capital, poor countries experience fastewtjraate of productivity as compared to rich
countries (see Mankiw et al, 1992; Gittleman andffy©995).
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Figure 2.1:  Scatter plots of Finance Size (FS), Finance Activity (FA), BERDIND
and NPATA against Economic Growth (GROWTH)

Following scatter plots illustrate the relationshigtween two indicators of financial developmerg (F
and FA) and economic growth (GROWTH) viz-a-viz twoeasures of innovation or R&D
(BERDIND and NPATA) and GROWTH. GROWTH is real psapita GDP growth, FS is finance
size, FA is finance activity, BERDIND is percentBERD financed by industry, NPATA is number
of patent applications per million of populationll gariables are used in log form. Plot (a) shows a
relationship between finance size (FS) and GROW#htreas plot (b) shows a relationship between
finance activity (FA) and GROWTH. Plots (c) and &fow the relationships between two measures
of R&D (BERDIND and NPATA) and GROWTH. In all thegdots the fitting line is based on the
calculation of prediction for GROWTH from a linesggression of GROWTH on each of FS, FA,
BERDIND and NPATA and their square values.
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2.3.1.1. Measures of Financial Development

The previous literature mainly uses either banlkedasr market-based (or
both) measures of financial development to exarthiee direct effects on economic
growth (see King and Levine, 1993a; Gregorio andd@iti, 1995; Levine and
Zervos, 1998; Beck and Levine, 2004). However, rfoial services view suggests
that both the banks and stock markets are importearice stresses the need of
overall financial development for economic growth.

To examine the conditional effects of financial eeyment on economic
growth we use combined measures (indexes) of finhkdevelopment rather than
individual and direct measures. Empirical evideshews that combined measures
perform better than the individual measures of rfaial development. Thus,
following Beck et al (2000b), Beck and Levine (20@002), and Chang et al (2005)
we use two indexes to measure financial developnidre first is Finance Activity
(FA) which measures the overall activity in theafntial sector and is constructed as
the log of the product of Private Credit (valuepoivate credit by deposit money
banks as a percentage of GDP) and Trading Vallad\ad the total shares traded at
stock exchanges as a percentage of GDP). Privait®ras certain advantages over
other monetary aggregates, as it excludes thetaéidcation to the public sector,
thus representing more accurately the role of firnntermediaries in channelling
funds to private market participants. This is thestncomprehensive measure of
activity of financial intermediaries which is cldgeelated to investment efficiency
and economic growth. Past studies indicate thaéffisct on economic growth is
large, positive and significant (see King and Levit993a; Gregorio and Guidotti,
1995; Levine and Zervos, 1998; Beck et al, 200Gi;kBand Levine, 2004). Despite
its merits, it can be a poor indicator of finanaalvelopment, especially in industrial
countries which have experienced significant nomkbdinancial innovation.
However, bank-based and non-bank-based measurgmsitevely correlated, with
the impact of size being variable (see Gregorio @uddotti, 1995). On the other
hand, Trading Value represents the activity oflstoarket trading volume as a share
of GDP and indicates the degree of liquidity pre@ddy stock markets to economic
agents rather than its size. Despite some demdrdsyetical and empirical studies

on finance-growth analysis consider it an importamtasure of stock market
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development (see Levine and Zervos, 1998; Beckl,eR@0b; Rousseau and
Wachtel, 2000).

Our second index is Finance Size (FS) which meaghesoverall size of the
financial sector and is constructed as the lodghefsum of Private Credit and Market
Capitalization (value of listed shares, as a paeggnof GDP). Market Capitalization
is the measure of the size of stock markets redtivthe economy. However, past
studies show that it is not a good predictor ofreeonic growth (see Levine and
Zervos 1998; Beck et al, 2000b; Rousseau and Wag2io@0).

We use these combined measures of financial deweopfor the following
reasons: First, there is no single measure thabixfall the functions performed by
a well developed financial system. Second, as dgsul earlier, according to the
financial services view, overall financial develogmh is important to promote
economic growth rather than banking sector or stoekket development. Third,
empirical evidence supports our use of these insl¢see Beck et al, 2000b; Beck
and Levine, 2002; and Chang et al, 2005). Four,noain objective is to investigate
the conditional effects of financial development @conomic growth rather than

examining the relative importance of banks or stoekkets.

2.3.1.2. Measures of Innovation or R&D Activities

Innovation may be defined as novelty or the creatmf something
qualitatively new using the processes of learnimg &nowledge accumulation,
which are difficult to measure. Existing literatuseggests three broad categories of
indicators used in innovation analysis: R&D dat@adon patents (application, grants
and citations), and bibliometric data (scientifiabfications and citations). These
measures are analogous to the measurement of des@sae Smith, 2004, Ch-6).
Therefore, we use one indicator from each of tipgitimnd output measures of R&D
(R&D expenditures and Patent applications).

Investment in R&D is important for two reasonssfirthe rate of return on
R&D is many times higher than the rate of returnimrestment in physical capital,
second, whenever R&D increases total factor pradticthe latter includes capital
accumulation, consequently R&D leaves both thecti@nd indirect effects on
output growth (see Helpman, 2004, Ch-4).
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Our two measures of innovation or R&D are: percgataf BERD (Business
Enterprise Expenditures on R&D percent of GDP)rited by industry (BERDIND)
and the total number of patent applications petionilof population (NPATA),
where the formemeasures both innovation and imitating activitighjle the latter
measures innovation activities onkurther, industrial R&D is most closely related
to the creation of new products, production techegy and country's innovation
efforts as compared to government and higher educ&&D. On the other hands,
the Patent system, despite some demerits, systaiatiecords detailed information
about new technologies and their links to inventaeévity (see Smith, 2004, Ch-6;
Korres, 2008, Ch-1). Past studies recognize theoitapce of these indicators in
explaining total factor productivity, being an imamt determinant of economic
growth (see Nadiri, 1993; Coe and Helpman, 199% €al, 2008).

2.3.2. Methodology

We use panel data for 36 countries over the peri@D-2006 to analyse the
impact of financial sector development on econogriowth via R&D using an
econometric model of the form employed by Levinalgf2000), Beck et al (2000a)
and Beck and Levine (2004), and others. The maakekime form:

Vit = Yit-1 = (@ — Dy + ¥ Xie +1; + ;¢ (2.1)

where 'y’ is the logarithm of real per capita GDR, represents a vector of
explanatory variables (other than lagged real pgita GDP),s is an unobserved
country specific effect which is assumed to be dixa non-stochastic, andis a
stochastic error term which varies with individusduntries and time which is
assumed to be independent and identically diseihuf ~ iid (0, 6°). The country-
specific effect captures the characteristics oividdal countries that are not picked
up by the regressors but which are assumed torizeitivariant. The subscript@nd
t represent country and time period respectively.

Specifically, for our baseline model (discussedowg] the above equation

can be rewritten as:

GROWTH;, = By(LY0); + BoHCBLy + BsFDy + B4RD; + Bs(FD x RD)y +1; + & (2.2)
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where the dependent variable is real per capita GRth GROWTH) which is
constructed as the log difference of real per ea@BiDP;f vector contains4-1) and
y; LYQ; is the log of initial value of real per capita GIHCBL; is the log of average
years of schoolingfD;; is the indicator of financial developmerRD; is the
indicator of R&D; ED*RD);; is the interaction between a measure of financial
development and a measure of R&Pande;; are explained above. Our data covers
countries =1, 2, ..., 36 and (after time-averaging) peribdsl, 2, 3, 4, 5.

The one-way fixed effects model of (2.2) does raietinto account any
unobservable time specific effect. In practice wéed this model by including a
country-invariant but time-variant elemeiy)( that is,

GROWTH;, = By(LY0);s + BoHCBL;y + B3FDy + BsRDye + Bs(FD * RD) i +1; + Ae + €41 (2.3)

where bothy; and 4; are assumed to be fixed parameters to be estinzated;
satisfies the assumptions above. For simplicity exfposition, however, our
discussion of estimation focuses primarily on therf given in (2.2).

A number of panel data techniques are used in toath literature to
estimate econometric models like (2.2). Followistain (1995), Caselli et al (1996)
and Arellano and Bover (1995), we use a range thators, namely fixed effects,
difference GMM and system GMM methods. These areflprexplained in the

following subsections.

2.3.2.1. Fixed Effects Estimation

Equation (2.2) can be written in the form that uds a dummy variable for
each countryi and then estimated by OLS, leading to the leasargg dummy
variable (LSDV) estimator. However, the LSDV estiorais unattractive when it
includes many regressors. Fortunately, this caavbéled by eliminating the country
specific fixed effects#) by expressing the data as deviations from indiaid
country means.

Averaging (2.2) over time for eack 1, ..., 36and subtracting the result

from (2.2) gives
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(GROWTH, -GROWTH;.) = ,(LY0, -LYO0:.) + 3,(HCBL, — HCBL..)
+ B,(FD, —FD.) + 8,(RD, —~RD:) (2.4)
+ B,(FD* RD, - FD * RD..) + (&, — £1.)

This is called the within transformation and theresponding OLS estimator applied
to (2.4) is known as the within estimator or fixeffiects estimator. Given the
estimates of,, 2 ... fs from equation (2.4), we can recover estimate@icountry-
fixed effects #;) by substituting the coefficient estimates fromd§2n the equation
for mean growth.

Consistency of an estimator is usually achievedgoyiring the disturbances,
(gt — &) In (2.4), to be uncorrelated with the (transformeejressors. However,
the presence of the dynamic tetrviQ, or any other variable that depends upon the
history of dependent variablSROWTH, will violate this assumption (see Verbeek,
2004), becausgY0; is correlated with;; by construction. This correlation becomes
negligible only for sizeabld, which does not apply in our case of time-averaged
data. Thus we may anticipate biased regressiorficieet estimates (see Nickell,
1981; Judson and Owen, 1999; Eberhardt and Tedll)2®urther, fixed-effects
estimation does not permit any of the other regmssis (2.4) to be endogenous.

We now turn to the extended model of (2.3), whgknown as a two-way

fixed effects model. In this case, the estimate$:pf5,, .. fs can be obtained by

performing within transformation two times: firgayer time to eliminate country-
specific effects#;) and second, over countries to eliminate timesijgeeffects {;)

as suggested by Wallace and Hussain (1969) (seagB&l005). If time-specific
effects £;) are significant then the one-way fixed-effectineator will suffer from
omitted variables bias. We use tkieeg command in Stata 9.2 to get fixed effects
estimates of (2.2) and (2.3) which are robust tssisectional heteroskedasticity and

within-panel serial correlation.

Testing for country-specific and time-specific effects

In the context (2.3), we test the joint significa of country-specific fixed
effects by using ai-test This is a simple Chow test where the restricesidual
sum of squares (RRSS) is obtained from a pooled @g&ssion of (2.2) under the

assumption that al}; are equal and the unrestricted residual sum cdregu(URSS)

104



is obtained from the within transformation over ¢irf2.4). However, this test is not
valid for a dynamic model, due to the bias of tixed effects estimator in this case.
Similarly, we test for the significance of time-spi effects allowing for country-

specific effects; where, the unrestricted residwah of squares (URSS) is obtained

from the within transformation over countries.

2.3.2.2. Difference and System GMM Estimation

As discussed above, the within transformations veipethe country specific
and time specific fixed effects but the presencenibifal real per capita GDAY Q)
in (2.2) may cause problems with bias in our re&yi small sample of five time
periods. Moreover, we wish to treat the other exgiary variables as potentially
endogenous due to the possible feedback effeats frowth to these. Contrary to
cross-sectional regressions, dynamic panel regmssuse internal instruments,
which are the lagged values of the instrumentethlbss. Therefore, in order to find
consistent estimates of the above equation undesettconditions, we use the
difference GMM estimator for a dynamic panel datadels as suggested by
Arellano and Bond (1991). This approach differen(@2) over time to eliminate the
country specific effects:

AGROWTH, = BA(LY0),, + 5,A(HCBL),, + B,AFD,, + B,ARD, + S,A(FD*RD),, +4g,  (2.5)

Although this procedure eliminates the country #meeffects ¢), it

introduces the MA(1) disturbanas,, = &, - ¢, in (2.5) and does not remove any

i i
correlation between the right hand side regresaondsthe error. Due to the MA(1),

one period lagged endogenous regressors are ndtinsiruments. To address this
issue, Arellano and Bond (1991) suggest that astléao-period lags of the

regressors should be used as instruments for ¢uwliéarences of the endogenous
variables. Hence, assuming that the regressor2.®) are potentially endogenous
and that the original error ternag are serially uncorrelated, the following moment

conditions must be satisfied in our case:
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E[LYO, .A¢ ] =0, 0 s>2t=345

E[HCBL, . A¢,]=0, 0 s>2t=345
E[FD, ..A¢,]1=0, 0s=2t=345 (2.6)
E[RD, . .A& ] =0, 0 s=2t=345
E[(FD*RD), .Ag,]=0, [0 s22t=345

Using these moment conditions, Arellano and Bor@®{) propose a two step GMM
difference estimator, where in the first step theretermsg;; are assumed to bed.
across countries and time, while in the second, stepi.i.d. assumption over
countries is relaxed and a consistent estimate hef ¢ross-country variance-
covariance matrix is obtained using the residualfthe first step. This estimator is
asymptotically consistent but likely to exhibit dar biases in the reported standard
errors in samples with a small number of time seoleservations (see Windmeijer,
2005). Hence the one-step GMM estimator may besped.

In addition to problems with standard errors, Aaeth and Bover (1995)
show that the coefficients estimated using diffeeetGMM are likely to show
substantial small sample biases wh&ns small and N’ is large. Their procedure is
supported by the Monte Carlo studies conductedlbogpd®Il and Bond (1998) which
show that the inclusion of a level equation in #@stimation reduces the potential
biases in finite samples and the asymptotic impreciassociated with the difference
estimator. They discuss how the information comdim levels can be exploited in
the estimation. That is, in addition to the momeortditions (2.6), it is also possible
to use valid instruments for the level equatior)2l'he country-specific effectg;]
in the level equation (2.2) are controlled by ttee wf suitable instruments rather
than eliminating them. For example, the laggededgiices of the corresponding
variables may be candidate instruments given tietcorrelations between country-
specific fixed effects and right hand side leveaiatles in equation (2.2) are constant

over time. This assumption is based on the follgvatationarity conditions:

E[LYOi,t+pj7i] = E[LYOi,t+q-’7i] 0 pandq
E[HCBL, .., /7] = E[HCBL,; ., 7] 0 pandq
E[FD, 1., /7] = E[FD; 1.4 7] 0 pandq @.7)
E[RDi,t+p-’7i] = E[RDi,t+q 71 0 pandq
E[(FD* RD),,., /4] = E(FD*RD),...4] 0 pandg

106



Therefore, the additional moment conditions for seeond part of the system (the

regression in levels) are given by the followingiatpns:

E[ALYO, .(7 +&,)]=0 fors= landt=3,4,5
E[AHCBL, _..(7, +&,)] =0 fors= Jandt=3,4,5
E[AFD, .7, +£,)]1=0 fors= landt=3,4,5 (2.8)
E[ARD, ..(7, +&,)]1 =0 fors= Jlandt=3,4,5
E[A(FD* RD), _..(7, +&,)] =0 fors= landt=3,4,5

where s=1 is used to avoid redundant instrumentseer&he moment conditions in
(2.6) and (2.8), the GMM system estimator generatgient and consistent
estimates of the parameters in equation (2.2). Weweit is evident from the
moment conditions given in (2.6) and (2.8) thatytlwcrease as we increase the
number of time periodsT§: the overall count is typically quadratic Thbecause each
instrumenting variable generates one column inineBument matrix for each time
period and its lags (see Roodman, 2006; 2009). &mmestly, this over-fitting of
instrumented variables, especially in small sampkes5 periods and 36 countries,
may fail to wipe out their endogenous componentd assult in biasing the
coefficients towards those without instrumentatidtioreover, it may bias the
Sargan/ Hansen test towards over-accepting the hyplbthesis (see Beck, 2008;
Roodman, 2006, 2009).

To correct for these problems, we use a collapsattixnof instruments as
suggested by Roodman (2006, 2009), which createsnsitrument for each variable
and lag distance, rather than one for each timeghevariable, and lag distance.

Thus, the new sets of moment conditions for difieeeand level equations are given
as:

For difference equation

E[LYO, . Ag,]=0, 0s=2
E[HCBL, . Ag,]1=0, 0s=2
E[FD,,.A&,]=0, 0s=2 (2.6)*
E[RD,  .A&,] =0, 0s=2
E[(FD * RD), _,A&,,] =0, 0s>2
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For level equation

E[ALYO; ..(7, +£ )] =0 fors=1
E[AHCBL, . ,.(7; +£,)] =0 fors=1
E[AFD, . .(7, +&,)] =0 fors=1 (2.8)*
E[ARD, .(7; +& )] =0 fors=1
E[A(FD* RD), .07, +£,)] =0 fors=1

We use one-step and two-step difference and syGidiM estimators for the
estimation of equation (2.3) using time dummiestastly exogenous regressors in
all regressions. For estimation purpose, we xtsddbond2command in Stata 9.2
written by Roodman (2003) which implements differerand system GMM, while
making the Windmeijer (2005) finite-sample correntito the reported standard

errors in two-step estimation.

2.3.2.3. Diagnostic Tests

The consistency of the GMM estimator discussed aldspends upon the

validity of the instruments and the assumption ofserial correlation in the error

terms (&) . Arellano and Bond (1991) suggest two tests is tuntext; Sargan’s

(1958) test of over-identified restrictions andeaand order serial correlation test of
difference error termsAgi;). We use Hansen’'s (1983)test which is a general
version (for GMM models) of Sargan’s (1958) test dwamine the validity of

instruments. It followsy? distribution with(J-K) degrees of freedom, whejés the

number of instruments arifl is the number of endogenous variables, under alie n
hypothesis that the instrumented variables arereleded with the residuals. Failure
to reject the null hypothesis supports the validify our instruments. This test
becomes biased in the case of over-identificatiomsiruments; therefore a simple
rule of thumb is to keep the number of instrumemsal to or less than the number
of groups or countries (see Stata 9.2).

Our second test examines the assumption that ihem@ second order serial
correlation in the first differenced error termief) because by construction it is a
first-order moving average. Second-order serialretation of the differenced
residuals supports the assumption that the origirrak term is serially correlated. If

the test fails to reject the null hypothesis of sexond-order serial correlation, we
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conclude that the original error term is seriallycarrelated and use the

corresponding moment conditions (see Calderon 20@2).

2.3.2.4. Discussion

Past growth literature is mostly based on crostesed analysis of a large
sample of developed and developing countries. Heweaross-sectional analysis of
growth regressions does not take into account wereéble country specific effects
and endogeneity. On the other hand a panel dataeWwark makes it possible to
allow for unobservable country specific differendastechnology or preferences.
However, it is unclear which panel data estimatqureferable to estimate a dynamic
growth regression. The least squares dummy var{@®V) or Fixed-Effects (FE)
estimator is used by Islam (1995). Although thedsEmator takes care of country
specific effects, it is not an ideal candidate doethe presence of the lagged
dependent variable as an explanatory variable Isecat assumes that the
transformed explanatory variables and error termes wuncorrelated. Thus, the
presence of the lagged dependent variable as danexpry variable makes LSDV
or FE estimator inconsistent when the asymptotrescansidered in the direction
N — oo (see Islam, 1995).

However, it is proven to be a consistent estimdtdhe asymptotics are
considered in the directioll —» oo, in which case it is asymptotically equivalent to
maximum likelihood estimator and performs quite lviielthe Monte Carlo studies
(Islam, 1995). Hence, in macro panels whErg not very small relative th we may
still favour the FE or within estimator arguing thes bias may not be large (see
Islam, 1995). Other Monte Carlo studies 20 or 100 andr=5, 10, 20 and 30
finds that the bias in FE estimator can be sizeasen wherm=30 it is as much as
20% of the true value of the coefficient of intérésee Judson and Owen, 1999;
Baltagi, 2005). Therefore, in growth regressioneme is very small as compared
to number of countries or groups (such as our eatde N=36 andT=5) the FE
estimator may produce substantially biased estsnate our dynamic growth
regression (see Bond et al 2001). In sum, althdeghestimation wipes out the
country specific fixed effects it largely ignoregnémics. Further, it takes no account

that regressors, other than the lagged dependaabieg may be endogenous.
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Caselli et al (1996) are the first to address kb problems of country
specific effects and endogeneity in their growtlgressions. They implement
difference GMM estimator suggested by Arellano &whd (1991). As discussed
above, in difference GMM estimation, the countryegpc fixed effects are
eliminated by taking first difference of the leveduation, whereas the problem of
endogeneity is solved by instrumenting the firstedénces of endogenous variables
at levels by their corresponding lagged values.efliast al (1996) show that the
difference GMM estimator produces consistent eggsavhich in turn depend on
the validity of instruments used.

However, despite the above mentioned advantagedifféfrence GMM
estimator there are serious drawbacks associatddtia@ implementation of these
estimators in dynamic growth regressions. For exemp the presence of weak
instruments, GMM estimation of the dynamic growdgnession may cause large
finite sample biases (see Bond et al, 2001). Furttidéference GMM estimator
performs poorly when the time series are persistethtsmallT because under these
conditions lagged levels are weak instruments faresponding first-differences
(see Bond et al, 2001). In the context of empirgrawth (convergence) literature,
Bond et al (2001) show that if pooled OLS is appli® a dynamic growth
regression, it produces estimates which are upwased while the FE estimator
produces downward biased estimates. Further, theyndent that difference GMM
estimator produces estimates that lie below thanasts of fixed effects which
indicates that the former estimates are downwaaddu. They suggest two solutions
in this context: first, using the system GMM estiaraas suggested by Arellano and
Bover (1995) which produces estimates that lie betwOLS and FE estimates; two,
adding outside instruments in the dynamic growtirassion (e.g. lagged human
capital variable) which may improve the differenG®&M estimates towards FE
estimates. They suggest that it is always diffitalstrengthen the set of instrument
variables by including outside instruments, thusonremending system GMM
estimator in growth regressions with short panelgther, they suggest that these
estimates should always be compared with otheltsesbtained from OLS, FE or
difference GMM estimators.

Overall, the above discussion indicates that ifehare significant dynamics
in our growth regression (explained in next subeatthen the preference should be

given to the system GMM estimator (especially iorstpanels) that takes care of
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country specific fixed effects as well as endoggneind produces consistent
estimates. On the other hand, the difference GMiin@sor produces large biases in
small samples. However, in circumstances wHems relatively large we may

consider fixed-effects estimator because in thie gamay result in small biases, but
only when none of the other regressors is endogerfaiour sample consists of 36
countries and five time periods, we anticipate that system GMM estimator will

perform well, compared with other available apphesc However, in case of
insignificant dynamics in our growth regressionastiestimators may be relevant.
Therefore, we estimate our growth regression usiiege three estimators outlined

above.

2.3.2.5. Hampel Identifier (A Rule to identify outliers)

In our estimation, we also take into account thesence of influential
outliers in the data, which is quite likely in aogp of heterogeneous countries as
shown in Figure 2.1. As there is no robust estimigte least trimmed squares (LTS)
available for dynamic panel data models, we useHmpel Identifieras given in
Wilcox (2005) to identify the possible outlierstime data. We use a cut-off value of
2.24 except in difference GMM estimation which usesalue of 3.5 (as used by
Hampel; see Wilcox, 2005) because in this casddimer value results in a large
number of outlier observations which may be harniful our small data set. We
apply the Hampel Identifierto the regression residuals stacked over time and
individual countries R) and treat any observation as an outlier for whilh

following is true:

HI _R-M| > 224 (2.9)

MADN
where M is the median ofiRR,, ..., R, observations, MADN=MAD/0.6745, MAD
is the median of the valugR - M|....|R, —~M|, 0.6745 is 0.75 quantile of standard

normal distribution, and 2.24 is 0.975 quantilecbf-square distribution with one
degree of freedom. This estimator has the highessiple breakdown value of 0.5;
that is, it can withstand up to 50% of the datanbeautliers. More clearlyHl does

not produce very large or very small estimates tuehe presence of outlier

observations (as compared to the case of no a)tlitil the outliers exceed 50% of
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the data points. Its efficiency remains high evdremwsamples are drawn from heavy
tailed distributions (see Wilcox, 2003). Our apmtods to estimate all models using

full data set and then re-estimate them after eketuthe outlier observations.

2.4. Estimation and Results

In this section, we use finance size (FS) and fieaactivity (FA) as
measures of financial development and examine tkemditional effects on
economic growth using R&D intensity (BERDIND) asreasures of innovation or
R&D. Following the empirical literature on econongoowth, we use fixed effects,
difference GMM, and system GMM methods for themation of our econometric
model (see Islam, 1995; Caselli et al 1996; Araland Bond, 1991; Arellano and
Bover, 1995; Bond et al, 2001). To check whether msults are sensitive to
potential outliers in the data, we apply tHampel Identifierto residuals in order to
detect outlier observations.

In each model we include the initial real per ca@DP (LYO0), a measure of
human capital (HCBL), and investment to GDP ralidd\) as conditional variables,
whereas the other control variables are openneB&EN) government size (GOV)
and inflation (INF). We utilize the general to sgecapproach in two-way fixed
effects and one-step difference GMM estimationsenels one-step system GMM
estimation includes one control variable at a tmith our conditional variables. This
latter choice is made due to the limitations ofilabde data and the number of
instruments.

Table 2.1 reports the two-way fixed effects estamabf the conditional
effects of finance size (FS) on growth using R&Demsity (BERDIND) as a
measure of R&D. Models (1) and (3) use full data sdereas models (2) and (4)
exclude outliers from the d&faModel (1) shows that the sign of LYO is negative
and significant at the 1% level which is consisterth the theoretical literature on
convergence (see Aghion et al, 2005). The signhef human capital variable
(HCBL) is positive but insignificant. Empirical éitature shows mixed evidence on
the sign and significance of human capital varia(dee Temple, 1998, 1999;
Benhabib and Spiegel, 2000; Beck and Levine, 200Wd)estment to GDP ratio

4 The list of excluded outliers from our analysigiigen in Appendix A2, Table A2.4.
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(INV) is positive and significant at the 1% levelhich is consistent with the growth
literature in general and the R&D-growth literatumeparticular (see Barro, 1991,
Levine and Renelt, 1992; Caselli et al 1996; F207). The coefficient of openness
(OPEN) is positive and insignificant, whereas tlefticient of government size
(GOV) is negative and insignificant. Inflation (INIs negative and significant at 1%
level which is consistent with the empirical litenee on inflation and growth (see
Fischer, 1993). The coefficients on finance siz8)(&xd BERDIND are positive and
significant at 1% and 5% levels respectively, whach consistent with most of the
empirical literature (despite some exceptions).

However, the interaction term (FS*BERDIND) is nagatand significant at
1% level. It sheds light on our conditional hypdaisethat the relationship between
financial development and economic growth is coaddl upon the level of R&D
activity; where, the effect of financial developmhen economic growth decreases as
R&D increases. Model (2) excludes four outlier obadons® and finds openness
(OPEN) to be significant at 5%, which was insigeafit in model (1). Further,
significance of the coefficient on BERDIND imprové®m the 5% to 1% level,
while the remainder of the results are qualitajivitle same in these two sets of
coefficients.

Following the general-to-specific approach, mod8)sand (4) exclude GOV,
which is insignificant in model (2). Models (3) a(®) show similar results as model
(2), with small variations in the magnitudes of tlegression coefficients. After
excluding outliers in (4), the partial derivative GROWTH with respect to finance

size (FS) is estimated to be:

wz 24247- 5357BERDIND (2.10)

The above derivative gives us the total effect 8f which decreases as the
level of BERDIND increases. As the two coefficients equation (2.10) are of
opposite signs, we evaluate this derivative witthe sample by substituting the
BERDIND values in it. It confirms that at a veryghilevel of BERDIND adding FS

% These outliers are different from that could bentified in scatter plots of Figure 2.1. It may be
because in multivariate regressions with large remath observations it is almost impossible to dietec
outliers by observing simple scatter plots; thesomabeing that the effect of one outlier is vekgly

to be masked by the presence of others (see Zanay2€01).
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reduces economic growth (GROWTH), whereas it isitpesat low levels of
BERDIND (See Figure 2.2).

Figure 2.2: Growth Effect of Finance Size (FS) as BERDIND Changes
(Two-way Fixed Effects)

Dependent Variable: GROWTH

6 16 26 36 46 56 6.6
/

Growth Effect of FS
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Growth Effect of FS
***** 95% Confidence Interval

This figure shows that in countries where investmien business R&D
(BERDIND) is high, financial sector developmentysia minimal role in promoting
growth. This observation is important especiallytie context of financial crises.
Our result is consistent with the view that cowedriwith a very high level of
innovation or R&D may experience excessive finanicinovation or credit booms
that deteriorate credit standards, increase grafvtion-performing loans and cause
bank crises in these countries. Consequently, envilake of excessive financial
innovation or financial crisis, the effect of fimaal development on economic

growth decreases and even becomes negative as Sliydvwgure 2.2.
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Table 2.1:

by Industry (BERDIND) Changes, Two-way Fixed Effects

Growth Effect of Finance Size (FS) as Percentage of BERD Financed

Two-way Fixed Effects

1) (2) (3) (4)
VARIABLES All Obs. Excludes Ouitliers All Obs. Exdes Outliers
LYO -13.612%*= -13.094**= -14.184*** -14.527%**
(0.000) (0.000) (0.000) (0.000)
HCBL 4,904 -0.343 1.247 -0.686
(0.362) (0.926) (0.816) (0.803)
INV 5.525%** 5.886*** 5.815%** 5.660%**
(0.000) (0.000) (0.000) (0.000)
OPEN 1.664 2.818* 2.391** 2.769*%*
(0.138) (0.010) (0.046) (0.010)
GOV -4.838 -1.630
(0.103) (0.457)
INF -0.812%** -0.686** -0.686** -0.644**
(0.007) (0.019) (0.022) (0.026)
FS 20.770*** 24.058*** 22.053*** 24.247%**
(0.003) (0.000) (0.001) (0.000)
BERDIND 18.553** 22.756%** 20.575%** 23.794%**
(0.018) (0.000) (0.007) (0.000)
FS*BERDIND -4,594*** -5.236*** -4,893*** -5.357%**
(0.003) (0.000) (0.002) (0.000)
Time Dummies
1986-1990 3.334** 4,137%** 3.587*** 4,150%**
(0.033) (0.002) (0.009) (0.001)
1991-1995 3.559** 4,421 %** 3.935%** 4.642%**
(0.030) (0.001) (0.007) (0.000)
1996-2000 4,721 %** 5.518*** 5.391*** 5.946%**
(0.007) (0.000) (0.001) (0.000)
2001-2006 5.874%** 6.377*** 6.531*** 7.064%**
(0.002) (0.000) (0.000) (0.000)
Constant 22.613 -6.880 8.971 0.263
(0.639) (0.857) (0.843) (0.994)
Observations 121 117 121 116
R-squared 0.840 0.886 0.830 0.897
Number of countries 36 36 36 36
F-test for country effects
(p-values) 0.000 0.000 0.000 0.000
F-test for time dummies
(p-values) 0.001 0.000 0.000 0.000

Notes: The p-values are reported in brackets. *** ** * jndie significance at 1%, 5%, and 1(
respectively. All models employ robust standaraderThe dependent variable is real per capita
growth. FS is finance size. BERDIND is percent &HD financed by industry. FS*BERDIND is th
interaction term between FS and BERDIND. Outligessr@moved in (2) and (4) based on lempel

Identifier applied to the residuals of (1) and (3), respetyiv

%
5DP
e
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As Table 2.1 shows a significant dynamic term incakes (that is, LYO is
significant), the Two-way Fixed Effects methodolagyy render biased regression
estimates. Therefore, in Table 2.2 we use the mpedfference GMM estimator for
dynamic panels as suggested by Arellano and Bod@lljland employed by Caselli
et al (1996). In Table 2.2, model (1) shows that¢befficients on finance size (FS)
and BERDIND are positive and significant at 1% &l@Pb6 levels respectively,
whereas their interaction (FS*BERDIND) is negatarel significant at the 5% level.
However, model (2) that excludes a single outliesesvation (Romania, 1996-2000)
shows that the significance of inflation (INF) ireses from 10% to the 5% level.
Further, the significance of FS decreases from %% level, BERDIND is
insignificant now, and the coefficient on FS*BERMNnNcreases from -5.127 to
-4.599. Model (3) excludes government size (GOW ahows that the estimated
coefficient on HCBL and its significance changesrmodel (2) to (3), which may
be because it is correlated with GOV. Further, opes (OPEN) is now significant at
10% which was insignificant in model (2); howevére significance of inflation
(INF) decreases from 5% to 10%. Moreover, we olesdhat both the size and
significance of the coefficients on FS, BERDIND aR&*BERDIND improves.
These three variables are now significant at 1%lJewhereas BERDIND was
insignificant in model (2). We find no outlier olvgation in model (3). The results of
Table 2.2 are fully consistent with our findingsTiable 2.1.

Theoretical and empirical literature outlined irctsen 2.3 suggests that in
dynamic panels the difference GMM estimator maydpoe unreliable estimates
because of poor instrument variables. Thus, in &8 we use one step system
GMM estimator for dynamic panels as suggested ®ll@dmo and Bover (1995) and
Blundell and Bond (1998). In Table 2.3, models (B), and (5) utilize the full data
set while models (2), (4), and (6) exclude outbbservations. A limitation of this
analysis is that we do not include all variable®m@te in our estimation regression
because in that case the number of instrumentsedgcéhe number of groups or
countries. Following the rule of thumb, we inclutlee maximum number of
variables for which the number of instruments ssléhan the number of countries
(see Stata 9.2). Hence, we add one further conénohble at a time, in addition to
our three conditioning variables: LYO, HCBL and INV

In model (1) we add openness (OPEN) as a contrabla and find that all

the conditional and control variables are insiguifit, particularly INV is negative
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Table 2.2: Growth Effect of Finance Size (FS) as Percentage of BERD Financed
by Industry (BERDIND) Changes, One-Step Difference GMM

1) (2) 3)
VARIABLES All Obs. Excludes Outliers All Obs.
LYO -13.295%** -12.686*** -12.031***
(0.000) (0.000) (0.000)
HCBL -4.134 -3.488 -9.324*
(0.742) (0.738) (0.088)
INV 5.074*** 4.546%** 5.264***
(0.003) (0.004) (0.003)
OPEN 3.768* 3.052 4.881*
(0.092) (0.143) (0.082)
GOV -3.819 -4.686
(0.632) (0.483)
INF -0.720* -0.757** -0.712
(0.066) (0.040) (0.100)
FS 23.072%** 20.720** 29.764%**
(0.010) (0.017) (0.000)
BERDIND 17.237* 14.287 23.233%**
(0.078) (0.138) (0.006)
FS*BERDIND -5.127** -4.599** -6.760%***
(0.011) (0.021) (0.000)
Time Dummies
1986-1990 3.307* 3.069 3.428**
(0.093) (0.123) (0.043)
1991-1995 3.996* 3.604* 4.207**
(0.070) (0.094) (0.021)
1996-2000 5.204** 4.879** 5.664***
(0.048) (0.049) (0.005)
2001-2006 6.341** 5.942** 6.603%**
(0.013) (0.014) (0.002)
Observations 85 84 85
Number of countries 33 32 33
Number of instruments 31 31 28
F-Statistic (overall) 0.000 0.000 0.000
Hansen J-test (p-value) 0.18 0.21 0.24
Arellano-Bond AC(1)
test (p-value) 0.88 0.76 0.81
Arellano-Bond AC(2)
test (p-value) 0.92 0.82 0.59

Notes: As for Table 2.1. Model (3) uses all the data amtbes not exclude any outlier because we
unable to detect any outlier observation in thisecasingHampel Identifier Hansen J-tesis used to
test the validity of instruments, whereas Arell@mwd AC(1) and AC(2) tests are used to test

presence of first and second order serial corpglaif the differenced residuals.
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Table 2.3:

by Industry (BERDIND) Changes, One-Step System GMM

Growth Effect of Finance Size (FS) as Percentage of BERD Financed

One-Step System GMM
(1) (2 3) (4) () (6)
All Excludes All Excludes All Excludes
VARIABLES Obs. QOutliers Obs. Qutliers Obs. Qutliers
LYO -2.749 -1.446 -2.395 -1.539 -3.431% -2.904*
(0.131) (0.174) (0.206) (0.333) (0.037 (0.021
HCBL -0.869 -0.595 1.570 0.656 -2.419 -2.553
(0.829) (0.760) (0.677) (0.835) (0.554 (0.313
INV -1.892 -2.589 -0.326 -1.271 -2.210 -1.314
(0.406) (0.378) (0.858) (0.639) (0.389 (0.503
OPEN -0.368 1.634
(0.798) (0.209)
GOV -3.047 -4.487*
(0.322) (0.077)
INF -0.658 -0.800
(0.369) (0.197)
FS 34.054*** 35.361*** 34.749** 35.655*** 25.977 3.510%**
(0.006) (0.000) (0.006) (0.003) (0.144 (0.001
BERDIND 31.199** 30.075*** 30.018** 29.735%** 24.448 | 33.174***
(0.016) (0.000) (0.019) (0.009) (0.199 (0.004
FS*BERDIND -7.051** -7.748*** -7.194** -7.584*** -5.52 -7.319%**
(0.019) (0.000) (0.018) (0.009) (0.205 (0.002
Time Dummies
1986-1990 3.097* 2.288** 3.068** 3.412*** 2.990* 319**
(0.060) (0.047) (0.021) (0.007) (0.086 (0.017
1991-1995 1.603 0.331 1.706 2.051 1.481 2.272
(0.398) (0.806) (0.210) (0.125) (0.437 (0.159
1996-2000 3.005 2.026 2.604* 2.605* 2.513 3.432
(0.120) (0.139) (0.064) (0.085) (0.268) (0.056
2001-2006 2.008 1.051 1.630 1.901 1.479 2.881
(0.345) (0.489) (0.255) (0.219) (0.493 (0.098
Constant -115.792% -120.821**4 -117.133*F -111.095%* -74.722 -114.005**
(0.051) (0.001) (0.042) (0.033) (0.412 (0.040
Observations 124 118 126 119 123 117
Number of Countries 36 35 36 35 36 35
Number of instruments 33 33 33 33 33 33
F-Statistic (overall) 0.000 0.000 0.000 0.000 0.000 0.000
Hansen J-test (p-valug) 0.28 0.27 0.12 0.11 0.24 0.26
Arellano-Bond AC(1)
Test (p-value) 0.22 0.07 0.11 0.02 0.28 0.07
Arellano-Bond AC(2)
Test (p-value) 0.43 0.33 0.41 0.53 0.41 0.92

Note: As for Tables 2.1 and 2.81odels (1), (3) and (5) use full data set, whereaslels (2), (4) and (6

exclude the outlier observations.
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but insignificant which is contrary to our previofisdings. The coefficients on FS
and BERNDIND are positive and significant at 1% &8d levels respectively. The
interaction term is still negative and significatthe 1% level. However, excluding
outliers in this case improves the significancBRDIND and the interaction from
the 5% to 1% level. In model (3), we use governngné (GOV) as a control
variable which is negative and insignificant. Engal literature on fiscal variables
and growth shows that their relationship is statdly fragile which may partly be

due to multicollinearity between fiscal variablesdathe initial income level as
shown in Appendix, Table A2.3 (see Easterly and eReb1993). However,

excluding outliers in model (4) renders its sigrafice at the 10% level.

Finally, we use inflation (INF) in our basic modek shown in model (5).
Inflation bears a negative sign which is consisteith the literature on inflation and
growth (see Fischer, 1993). The coefficient on Li¥@egative and significant at 5%
level which is consistent with our results in Tab21 and 2.2, whereas all other
coefficients are insignificant. However, excludirautliers renders significant
coefficients on FS, BERDIND and their interactianstaown in model (6).

Using model (2) as being representative of the llmeseesults in Table 2.3,
after exclusion of outliers, the partial derivattdeGROWTH with respect to finance

size (FS) is given as:

0GROWTH

= 35361~ 7748BERDIND (2.11)
OFS

Evaluating this derivative within the sample by stitiiting the BERDIND values in
it gives us the same result as (2.10), that iseat high levels of BERDIND adding
FS reduces economic growth (GROWTH), whereas pasitive at low levels of
BERDIND (See Figure 2.3). Hence, these resultscaresistent with our previous
findings from two-way fixed effects estimation dsown in Table 2.1. Further, our
diagnostic tests confirm that the instruments usdtle analysis of Table 2.2 and 2.3
are valid and that there is no second order sesiaélation.

Overall, the regression estimates from Tables 21sBow that the effects of
financial development and R&D on growth are positand significant, whereas

their interaction leaves negative and significdfecs.
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Figure 2.2: Growth Effect of Finance Size (FS) as BERDIND Changes
(One-Step System GMM)

Dependent Variable: GROWTH
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2.4.1. Robustness Checks

In order to test whether our results are sensitovelifferent measures of
financial development, we use a new measure ohdiad development (finance
activity, FA). The results using this new measufefioancial development are
reported in Tables 2.4 through 2.6. Comparing theffcients on FA, BERDIND
and their interaction (FA*BERDIND) in our represative models of these tables
(that exclude outliers) we find that the overabuks are consistent with our main
findings as shown in section 2.4. For example, m@ten Table 2.4 excludes GOV
which was insignificant in models (1) and (2) ahdws that FA and BERDIND are
positive and significant at 1% level, whereas theteraction (FA*BERDIND) is
negative and significant at 1% level. Same sigaifce on these coefficients is
obtained in model (2) of Table 2.6 with relativédyger coefficients. Model (3) in
Table 2.5 shows that FA and BERDIND are positivd aignificant at 1% and 10%
level respectively, while FA*BERDIND is negative darsignificant at 1% level.
Further, we note that country and time specifie@t in Table 2.4 are significant at
1% level in models (1) through (4). In Tables 2rsl #.6 the test for validity of
instruments Klansen J-tes) fails to reject the null hypothesis of no cortela

between regressors (instruments) and residualssder, Arellano and Bond (1991)
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test for second order serial correlation failseact the null hypothesis of no second
order serial correlation in the error term.

A comparison of results from Tables 2.4-2.6 andl@al2.1-2.3 suggest that
the findings are effectively unchanged because mEFA are strongly correlated
(see Appendix, Table A2.3). To compare the behavabgrowth effect of financial
development as R&D changes, we use model (2) oleTab to calculate the partial

derivative of GROWTH with respect to FA given as:

%ﬂ 11857- 2582BERDINL (2.12)

where the evaluation of this derivative within ts@mple shows that the effect of
finance activity (FA) on GROWTH decreases as BERDINicreases. In other
words, at higher levels of innovation or R&D addimgpre financial development
reduces economic growth (see Figure 2.4). Agaimpaoing Figure 2.4 with Figure
2.2 or 2.3 suggest that the implications from thalgsis of this sub-section and

previous section remain unchanged.

Figure 2.3: Growth Effect of Finance Activity (FA) as BERDIND Changes
(One-Step System GMM)

Dependent Variable: GROWTH

Growth Effect of FA
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Table 2.4: Growth Effect of Finance Activity (FA) as Percentage of BERD
Financed by Industry (BERDIND) Changes, Two-Way Fixed Effects

Two-Way Fixed Effects

(1) (2) (3) (4)
VARIABLES All Obs. Excludes Ouitliers All Obs. Exales Outliers
LYO -13.316%** -14.759*** -13.950%*** -14.002***
(0.000) (0.000) (0.000) (0.000)
HCBL 2.818 -2.567 -0.630 -3.941*
(0.616) (0.421) (0.908) (0.087)
INV 5.463*%** 5.154%*** 5.780*** 5.389***
(0.000) (0.000) (0.000) (0.000)
OPEN 1.491 2.110% 2.240** 2.487**
(0.182) (0.065) (0.050) (0.019)
GOV -4.665 -1.895
(0.119) (0.386)
INF -0.895%*** -0.750*** -0.758*** -0.766***
(0.002) (0.004) (0.007) (0.005)
FA 6.253*** 6.276%** 6.974%** 6.801%**
(0.004) (0.000) (0.002) (0.000)
BERDIND 7.033% 7.941** 8.944** 9.274%**
(0.090) (0.011) (0.025) (0.002)
FA*BERDIND -1.384%** -1.368*** -1.562*** -1.476***
(0.005) (0.001) (0.002) (0.000)
Time Dummies
1986-1990 3.687** 2.191* 4,386%** 3.904***
(0.025) (0.033) (0.005) (0.004)
1991-1995 4.000** 2.841* 4.877%** 4,455%**
(0.024) (0.016) (0.004) (0.002)
1996-2000 5.190%** 4,096*** 6.426%** 5.654***
(0.006) (0.003) (0.000) (0.000)
2001-2006 6.409%** 5.448*** 7.671%** 6.784***
(0.002) (0.000) (0.000) (0.000)
Constant 76.621** 89.417*** 63.616* 69.804***
(0.033) (0.001) (0.065) (0.006)
Observations 120 114 120 115
R-squared 0.837 0.908 0.828 0.899
Number of Countries 36 36 36 36
F-test for country effects
(p-values) 0.000 0.000 0.000 0.000
F-test for time dummies
(p-values) 0.001 0.000 0.000 0.000

Notes: As for Table 2.1FA is finance activity. BERDIND is percent of BERiDanced by industry
FA*BERDIND is interaction term between FA and BERID.
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Table 2.5: Growth Effect of Finance Activity (FA) as Percentage of BERD
Financed by Industry (BERDIND) Changes, One-Step Difference GMM

One-Step Difference GMM

1) 2) 3)
VARIABLES All Obs. Excludes Outliers All Obs.
LYO -12.748%+* -11.341 %+ -12.330%**
(0.000) (0.000) (0.000)
HCBL -3.172 -2.651 -9.780
(0.792) (0.816) (0.113)
INV 6.941*** 6.158*** 7.117%*
(0.000) (0.001) (0.001)
OPEN 2.719 1.314 4.402*
(0.282) (0.589) (0.080)
GOV -4.880 -5.976
(0.537) (0.437)
INF -0.981*** -1.062*** -0.915%**
(0.004) (0.003) (0.006)
FA 8.228*** 7.180** 10.087***
(0.009) (0.035) (0.000)
BERDIND 6.450 3.535 8.571*
(0.268) (0.589) (0.098)
FA*BERDIND -1.918** -1.673* -2.380%**
(0.010) (0.038) (0.000)
1986-1990 5.798** 5.179* 7.248%+*
(0.038) (0.067) (0.006)
1991-1995 6.776** 5.891* 8.460*+*
(0.032) (0.066) (0.003)
1996-2000 8.280** 7.468** 10.345%**
(0.024) (0.046) (0.001)
2001-2006 9.706*** 8.700** 11.657***
(0.009) (0.022) (0.001)
Observations 84 83 84
Number of Countries 33 32 33
Number of instruments 31 31 28
F-Statistic (overall) 0.000 0.000 0.000
Hansen J-test (p-value) 0.24 0.33 0.36
Arellano-Bond AC(1)
Test (p-value) 0.93 0.67 0.70
Arellano-Bond AC(2)
Test (p-value) 0.87 0.72 0.43

Note: As for Table 2.2. FA is finance activity. BERDINB percent of BERD financed by industry.
FA*BERDIND is interaction term between FA and BERID.
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Table 2.6:

Growth Effect of Finance Activity (FA) as Percentage of BERD
Financed by Industry (BERDIND) Changes, One-Step System GMM

One-Step System GMM
All Excludes All Excludes All Excludes
VARIABLES Obs. Outliers Obs. Outliers Obs. Outliers
(15) (16) (17 (18) (19) (20)
LYO -1.478 -1.336** -0.990 -0.858 -2.797  -2.748"
(0.227) (0.047) (0.474) (0.271) (0.047 (0.032)
HCBL -1.326 -1.356 0.071 -0.024 -3.883 -2.038
(0.551) (0.310) (0.975) (0.990) (0.116 (0.249)
INV 0.466 -1.004 1.702 0.839 -0.208 0.926
(0.847) (0.647) (0.363) (0.702) (0.924 (0.690Q)
OPEN -0.252 1.010
(0.872) (0.236)
GOV -3.039 -2.562
(0.282) (0.196)
INF -1.473* -1.323*
(0.090) (0.077)
FA 12.094*** 11.857*** 11.832%** 13.320*** 7.050 8541 **
(0.001) (0.000) (0.001) (0.000) (0.176 (0.020)
BERDIND 16.739*** 13.858*** 14.057** 14.997*** 10.645 11.486*
(0.004) (0.000) (0.019) (0.000) (0.246 (0.058)
FA*BERDIND -2.625*** -2.582%** -2.550%** -2.874%** -1.514 -1.857**
(0.002) (0.000) (0.003) (0.000) (0.204 (0.028)
Time Dummies
1986-1990 2.858 2.675* 2.655 2.301 2.411 2.747
(0.351) (0.057) (0.145) (0.172) (0.329 (0.159)
1991-1995 1.599 1.073 1.486 1.166 1.059 1.584
(0.622) (0.462) (0.409) (0.535) (0.693 (0.449)
1996-2000 3.218 2.360 2.596 1.880 2.052 2.220
(0.426) (0.144) (0.234) (0.391) (0.535 (0.383)
2001-2006 2.580 1.697 1.969 1.000 1.430 1.920
(0.561) (0.347) (0.400) (0.668) (0.653 (0.439)
Constant -60.993** -49.148*** -53.107** -56.735** a911 -23.107
(0.021) (0.009) (0.027) (0.029) (0.822 (0.514)
Observations 123 107 125 119 122 118
Number of Countries 36 35 36 36 36 35
Number of instruments 33 33 33 33 33 33
F-Statistic (overall) 0.000 0.000 0.000 0.000 0.000 0.00Q
Hansen J-test (p-value 0.24 0.14 0.15 0.24 0.40 0.31
Arellano-Bond AC(1)
Test (p-value) 0.14 0.02 0.09 0.01 0.20 0.05
Arellano-Bond AC(2)
Test (p-value) 0.70 0.26 0.67 0.31 0.83 0.81

Notes: As for Table 2.3. FA is finance activity. BERDIND p&rcent of BERD financed by industr
FA*BERDIND is interaction term between FA and BERD.
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Moreover, we repeat Tables 2.2, 2.3, 2.5 and 2iBgusorresponding two-step
difference and system GMM estimation. These resultsreported in Appendix A2,
Tables A2.5-A2.8. These results are consistent authearlier findings; however the
significance of two measures of financial developt{&S and FA), BERDIND and
their interactions vary across models as well dd€ga

We also repeat the same analyses for a second maeasinnovation or
R&D, total number of applications per million of pdation (NPATA) and the two
measures of financial development (FA and FS). @hesults are reported in
Appendix A2, Tables A2.9 and A2.10. In most of ttases the coefficients on FS,
FA and NPATA are positive and significant, wherdaes interactions (FS*NPATA
and FA*NPATA) are negative but insignificant. Hoveey FS*NPATA is negative
and significant in model (4), Table A2.9; while RAPATA is negative and
significant in model (4), Table A2.10. Although #eeresults are not as strong in
terms of significance as those of Tables 2.1 totR&y support those findings.

Overall, our results show that the marginal effexftéinancial development
and R&D on economic growth are positive and sigatiifit, whereas their interaction
has a negative and significant effect. It meansr#iationship between financial
development and growth is not straight forwardheatt is conditional on the level
of innovation or R&D. Further, it indicates thataavery high level of innovation or
R&D, adding more financial development reduceseifect on economic growth;
this can even be negative. Further, our diagnassits confirm that the instruments
used in the analysis (except Table 2.1 and 2.4rewviirey are not required) are valid

and that there is no second order serial correlatio

2.4.2. Summary Comparison

Table 2.7 shows a comparison of our regressiommasts across three
methods of estimation and two measures of finartgaklopment. In all models we
include inflation (INF) as a control variable alowgh conditional variables because
it appears as a significant variable in most of r@sults in Tables 2.1 through 2.6. In
Table 2.7, models (1) through (3) report regres&stimates from three alternate
methods of estimation using finance size (FS) m&asure of financial development,
whereas models (4) through (6) use finance acti{i#y) as a measure of financial

development.
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In models (1) through (6) the coefficients of twceasures of financial
development (FS and FA) are positive and signifietept model (5) where it is
insignificant by a close margin (10.4%). SimilarlBERDIND is positive and
significant in all cases, except models (2) and KBwever, the interactions between
financial development variables and BERDIND areatieg and significant in all the
cases. We note that the coefficients on FS, FABEBRDIND obtained from one-
step difference GMM and Two-way Fixed Effects aoevér in magnitude as
compared to the estimates obtained from one-stsigrslyGMM estimation; where,
the estimates obtained from Two-way fixed effeasbletween those obtained from
one-step difference and system GMM methods. Howewer such pattern is
observed in case of the two interactions (FS*BERDIAhd FA*BERDIND). We
also note that our main estimates (FS, FA, BERDINESG*BERDIND and
FA*BERDIND) obtained from one-step system GMM anaioFway fixed effects
methods are very close in significance, whereasstere GMM estimation renders
FA and BERDIND insignificant.

Further, for robustness of our results we reprodliable 2.7 using the
number of patent applications per million of popwa as a measure of R&D
(NPATA). These results are shown in Appendix A2bl€a A2.11. Although weak
in significance, these results support our finding3able 2.7. Overall, these results
confirm that the effect of financial development economic growth decreases as
innovation increases and can even become negataveaay high level of innovation
or R&D. Although negative effect is insignificamt our analysis, our investigation
of these cases shows a mix of advanced and ti@meiteconomies that underwent
high investment in R&D during different time perstb enhance their productivity
growth.

126



Table 2.7:

Growth Effects of Finance Size (FS) and Finance Activity (FA) as

Percentage of BERD Financed by Industry (BERDIND) Changes; One-Step System
GMM, One-Step Difference GMM, Two-Way Fixed Effects

Comparison Table

FS asa measure of FD

FA asa measure of FD

1) 2 3 4) (5) (6)
System Difference Two Way System Difference Two Way
GMM GMM Fixed GMM GMM Fixed
VARIABLES (One Step) | (One Step) Effects (One Step) | (One Step) Effects
START -2.904** -11.521%** -12.496*** -2.748** -11. 5% | -12.325%*
(0.021) (0.000) (0.000) (0.032) (0.001) (0.000
SCHOOLBL -2.553 -7.894 1.911 -2.038 -10.090 0.417
(0.313) (0.195) (0.582) (0.249) (0.126) (0.907
INV -1.314 2.671 4.298*** 0.926 4.322** 4.370%*
(0.503) (0.104) (0.002) (0.690) (0.017) (0.002
INF -0.800 -1.242%%* -0.681** -1.323* -1.502** -BL7***
(0.197) (0.002) (0.019) (0.077) (0.001) (0.004
FS 33.510%* 19.111* 19.840***
(0.001) (0.039) (0.001)
FA 8.541** 5.457 6.404***
(0.020) (0.104) (0.001)
BERDIND 33.174%* 14.739 18.444%* 11.486* 0.877 8.61*
(0.004) (0.232) (0.005) (0.058) (0.911) (0.014
FS*BERDIND -7.319%* -4.432** -4.356***
(0.002) (0.042) (0.002)
FA*BERDIND -1.857** -1.279* -1.403***
(0.028) (0.100) (0.001)
Constant -114.005** 15.736 -23.107 64.202*
(0.040) (0.664) (0.514) (0.018)
Observations 117 80 117 118 82 118
R-squared 0.807 0.814
Number of
countries 35 32 35 35 33 35
Number of
Instruments 33 25 33 25
F-Statistic
(overall) 0.000 0.000 0.000 0.000
Hansen J-test
(p-value) 0.26 0.23 0.31 0.30
Arellano-Bond
AC(1)
test (p-value) 0.07 0.30 0.05 0.32
Arellano-Bond
AC(2)
test (p-value) 0.92 0.26 0.81 0.42

Notes: As for Tables 2.1-2.6. Models (1)-(3) exclude amiidentified in model (1). Similarly mode

(4)-(6) exclude outlying observations found in miodg.

Is
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2.5. Conclusion

This chapter investigates the conditional effedtirancial development on
economic growth, using innovation or R&D as a ctinding variable. In the light of
the recent literature that associates R&D with rimal innovation that may be
poorly regulated (see Gennaioli et al, 2010; Miopallos et al, 2010; Ductor and
Grechyna, 2011), we use this variable as a proxy stody its interaction with
conventionally measured financial development. @un is to combine financial
development, innovation and growth through two aelet hypotheses: first, the
relationship between financial development and eooa growth is not
straightforward, rather it is conditional upon tleeel of innovation or R&D; and
second, a high level of technological innovatiorR&D is associated with a weak or
negative effect of financial development on ecoreognowth.

We employ two measures of financial sector devekpmfinance size (FS)
and finance activity (FA), and two measures of R&btivity: R&D intensity
(BERDIND) and the number of patent applications ANR). Further, we use a
multiplicative interaction model to capture the dtional effects of financial
development on growth which is estimated by empigyhree estimation techniques
of panel data: two-way fixed effects, difference MMand system GMM estimators
that take into account the problem of endogeneityd acountry specific
characteristics. We take care of influential outliby applying théedampel Identifier
to the residuals obtained from each model.

Our regression results show that the marginal tffeof financial
development and R&D on economic growth are posaive significant. Further, the
relationship between financial development and ¢inae/ conditional upon the level
of R&D; that is, it decreases as the level of R&fixreases and even becomes
negative at very high levels of R&D. Thus, the rnegainteraction between financial
development and R&D suggests that at a very higellef R&D adding more
financial development may not be a growth promofoticy.

We provide two explanations for these findingsstficountries with a very
high level of innovation or R&D activities may haweghly deregulated financial
systems that promote financial innovations to nmtbet demands of innovators or

investors. In this situation adding more financdalelopment is likely to deteriorate
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credit standards, increase growth of non-perfornoags, generate credit booms and
increase the probability of bank crises. Consedyefrinancial crises have an
adverse impact on economic growth. In this sensgefindings are consistent with
the most recent literature (Michalopoulos et all@0Rousseau and Wachtel, 2011).
Second, as the sign of our interaction terms isating it suggests that financial
development and innovation are substitutes. Hermeth promoting policies should
be directed either to financial sector developnnnhnovation sector. In this sense
our results are consistent with the view that aolsgly given to either of the
financial and innovation sector is better thantiisi given to both (see Morales,
2003). Our study proposes that financial develognmemmore effective in those
countries whose investment in R&D, especially indasR&D, is low. This may be
an indication, though not a direct proof, that doies which have high R&D (e.g.
Japan, Korea, Turkey, Switzerland, Luxembourg, dfid| etc) may be those where
the financial systems are less regulated, spelijficam relation to financial
innovations, which may cause conventionally meabkunmeancial development to
loose its effectiveness to promote growth in theneey. This could be an agenda

for future research.
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Appendix A2

Table A2.1:

List of countries

This table contains the list of countries usechimanalysis.

Country Income Group Country Income Group

1 | Argentina Upper middle income 19 Mexico Upper adiédincome

2 | Australia High income: OECD 2D Netherlands Higbame: OECD

3 | Austria High income: OECD 2l New Zealand Highome: OECD

4 | Belgium High income: OECD 2P Norway High incon@ECD

5 | Canada High income: OECD 23 Poland Upper midaiere

6 | Czech Rep.| Highincome: OECD 24  Portugal Higloime: OECD

7 | Denmark High income: OECD 25 Romania Upper miditeme

8 | Finland High income: OECD 26 Russian Fed. Uppedia income

9 | France High income: OECD 27 Singapore High incamoa-OECD
10 | Germany High income: OECD 28 Slovak Rep. Higlome: OECD
11| Greece High income: OECD 29 Slovenia High incono&-OECD
12 | Hungary High income: OECD 30 South Africa Uppeddle income
13| Iceland High income: OECD 31 Spain High inco@&CD
14 | Ireland High income: OECD 32 Sweden High inco@ECD
15| Israel High income: non-OEC 33 Switzerland Higtome: OECD
16 | Italy High income: OECD 34 Turkey Upper middkeame
17 | Japan High income: OECD 35 United Kingdom Higtoime: OECD
18 | Korea, Rep| Highincome: OECD 36 United States ighlthcome: OECD
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Table A2.2: Definitions and Sources of Variables used in the Analysis

Variable Definition and Construction Source
Real per Log difference of real per capita GDP Author’s donstion using data
capita GDP from World Development
growth Indicators (WDI), World Bank
(GROWTH)
Initial real per | Log of Initial value of real per capita GDP WDI, Wb Bank
capita GDP
(LYO)
Average years| Educational Attainment of the Total Populatiom Author’s construction using dat
of schooling | Aged 25 and Over. Calculated as log of from Barro and Lee, 2010.
(HCBL) (1+average years of schooling)
Finance Measures the overall activity in the financial | Author’s construction using dat
Activity (FA) | sector and is constructed as the log of the from “A New Database on

product of Private Credit (value of private cred
by deposit money banks as percentage of GD
and Trading Value (value of the total shares
traded at stock exchanges as percentage of G
ratio).

itFinancial Development and

P$tructure (updated Nov. 2008),
World Bank”.

DP

Finance Size
(FS

Measures the overall size of the financial sect
and is constructed as the log of the sum of
Private Credit and Market Capitalization (valug
of listed shares as percentage of GDP ratio)

0Author’s construction using dat
from “A New Database on

> Financial Development and
Structure (updated Nov. 2008),
World Bank”.

Percentage of
BERD

Measures both innovation and imitating
activities and is equal to the log of percentage

Author’s construction using dat
dfom OECD-Main Science an

financed by Business Enterprise Expenditures on R&D Technology Indicators (MSTI)
industry (BERD) financed by industry. 2008.

(BERDIND)

Number of Measures innovation activities only and is equaluthor’s construction using dat
patent to the log of number of patent applications per from OECD-Main Science and

applications | million of population Technology Indicators (MSTI),

(NPATA) 2008.

Investment Log of gross fixed capital formation as WDI, World Bank

(INV) percentage of GDP

Openness Log of exports plus imports as percentage of | WDI, World Bank

(OPEN) GDP

Government | Log of general government final consumption| WDI, World Bank

Size GOV) expenditures as percentage of GDP

Inflation Percentage change in consumer price index WDI, d\daink

(INF)
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Table A2.3: Summary Statistics and Correlations

Variable N M ean Median SD Min M ax
GROWTH 183 2.1608 1.9849 2.3703 -9.5022 10.3767
LYO 181 9.2988 9.6534 0.9762 5.2281 10.7424
HCBL 182 2.2105 2.2695 0.2466 1.3634 2.5839
FA 142 6.6281 6.8509 2.2224 -1.4857 10.4676
FS 143 4.5755 4.6374 0.7811 2.1447 5.9914
BERDIND 156 4.4228 4.4611 0.1526 3.6771 4.6151
NPATA 174 2.7086 3.4484 2.2560 -3.4901 5.9129
FA*BERDIND 129 30.1571 30.7492 9.5526 -1.2809 4931
FS*BERDIND 130 20.4033 20.6198 3.4795 8.2162 27.085
INV 185 3.0930 3.0705 0.1965 2.7032 3.8236
OPEN 177 4.1285 4.1325 0.5602 2.7113 6.0202
GOV 182 2.8555 2.9266 0.3079 1.4267 3.6355
INF 175 1.7366 1.4955 1.3195 -1.1841 7.0830
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Table A2.3: Continued
Correlation
FA* FS*
GROWTH LYO HCBL FA FS BERDIND| NPATA] BERDIND | BERDIND INV OPEN GOV INF
GROWTH 1.0000
LYO -0.2003 1.0000
HCBL -0.1350 0.4846/ 1.0000
FA 0.2478 0.5918 0.4302 1.00Q00
FS 0.1865 0.701 0.337p 0.8286 1.0000
BERDIND 0.1131 0.3294 -0.1855 0.2269 0.3038 1.0000
NPATA -0.0333 | 0.8656| 0.5823 0.6794 0.7388 0.2109 00a0
FA*BERDIND | 0.2678 0.6276/ 0.3440 0.9959 0.8515 0B02 0.6770 1.0000
FS*BERDIND 0.1887 0.7726 0.2628 0.8317 0.9854 00456 0.7339 0.8467 1.0000
INV 0.3297 | -0.2387 -0.2234 0.0948 0.0807 0.3127 1648 0.0610 0.1285 1.0000
OPEN 0.1527 0.1530 0.1409 0.0088 0.1501 0.0132 9@.19 -0.0535 0.0256 -0.0380 1.0000
GOV -0.1260 | 0.3430 0.3120 0.2463 0.2769  -0.0694 4324| 0.1551 0.1438 -0.3300 0.2541 1.0000
INF -0.3450 | -0.5437 -0.336p -0.7163 -0.7993  -0.3660-0.7327| -0.7279 -0.8050| -0.07%7 -0.2601 -0.26570000
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Table A2.4: List of Excluded Outlier Observations

Tables 2.1 through 2.7 and A2.5 through A2.11 damzodels that exclude outlier observations from
their analysis using an ad hoc measurélafmpel Identifier Following is the list of excluded outlier
observations from that analysis.

Table2.1

Model (2) Italy 1905; Norway 1902; Slovak Repulli203, 1905.

Model (4) Ireland 1903; Italy 1905; Norway 19020@&k Republic 1903, 1905.

Table2.2

Model (2) Romania 1904.

Model (4) NA

Table2.3

Model (2) Ireland 1904; Korea, Rep. 1903; Norway)39Romania 1905; Slovak Republic
1903; South Africa 1905.

Model (4) Hungary 1903; Ireland 1904; Mexico 190803; New Zealand 1902; Slovak
Republic 1903; South Africa 1905.

Model (6) Ireland 1904; Norway 1903; Portugal 19BBmania 1905, Slovak Republic 1903,
South Africa 1905.

Table24

Model (2) Ireland 1903; Italy 1905; Norway 1902;rfagal 1901; Slovak Republic 1903,
1905.

Model (4) Ireland 1903; Italy 1905; Norway 19020@k Republic 1903, 1905.

Table2.5

Model (2) Romania 1904, 1905.

Model (4) NA

Table2.6

Model (2) Czech Republic 1903; Hungary 1903; Irdld®03,1904; Italy 1905; Korea 1903;
Mexico 1902, 1903; Norway 1903; Portugal 1905; Roimal905; Slovak
Republic 1903, 1905; South Africa 1905; Turkey 1:904ited Kingdom 1905.

Model (4) Ireland 1904; Mexico 1902, 1903; Romat#@5; Slovak Republic 1903, 1905.

Model (6) Ireland 1904; Portugal 1905; Slovak Rdpub903; South Africa 1905.

Table2.7

Model (1) Ireland 1904; Norway 1903; Portugal 19B5mania 1905; Slovak Republic 1903;
South Africa 1905.

Model (2) NA

Model (3) NA

Model (4) Ireland 1904; Portugal 1905; Slovak Rdpub903; South Africa 1905.

Model (5) NA

Model (6) NA

Table A2.5

Model (2) Romania 1904.

Model (4) NA

Table A2.6

Model (2) Czech Republic 1903; Hungary 1903; Irdldr®04; Korea 1903; Mexico 1902,
1903; New Zealand 1902; Norway 1903; Portugal 19R&mania 1905; Slovak
Republic 1903; South Africa 1905; Turkey 1904.

Model (4) Hungary 1903; Ireland 1904; Mexico 190803; New Zealand 1902; Slovak
Republic 1903; South Africa 1905.

Model (6) Portugal 1905; Slovak Republic 1903; &oifrica 1905.

Table A2.7

Model (2) Romania 1904.

Model (4) NA

Table A2.8

Model (2) Ireland 1904; Korea 1903; Mexico 1902;riNay 1903; Romania 1905; Slovak
Republic 1903, 1905; United Kingdom 1905.

Model (4) Ireland 1904; Mexico 1902, 1903; Romat#@5; Slovak Republic 1905.
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Model (6)

| Ireland 1904; Portugal 1905; Slovak Rdjoub903; South Africa 1905.

Table A2.9

Model (2) Czech Republic 1903, 1904; Ireland 1984rea 1903; Mexico 1901; New
Zealand 1902; Norway 1903; Poland 1903, 1904; Battd901, 1905; Romania
1905; Russian Federation 1903; Slovak Republic 19@8th Africa 1902, 1903,
1904, 1905.

Model (4) Hungary 1903, 1904; Norway 1903; Pola®®3, 1904; Portugal 1901; Russian
Federation 1903; South Africa 1902, 1903, 1904.

Model (6) Korea 1901, 1902; Poland 1903, 1904; Wit 1901, 1905; Romania 1905;
Russian Federation 1903; South Africa 1902, 1908411905.

Table A2.10

Model (2) Argentina 1905; Romania 1905; South Afri©02-1904.

Model (4) Norway 1903; Poland 1903; South Afric®29.904.

Model (6) South Africa 1902, 1903.

Table2.7

Model (1) Korea 1901, 1902; Poland 1903, 1904; @it 1901, 1905; Romania 1905; South
Africa 1902-1904.

Model (2) NA

Model (3) NA

Model (4) South Africa 1902, 1903.

Model (5) NA

Model (6) NA

Note: Five year averages over the period 1981-2006: -1985, 1986-1990, 1991-1995, 1996-2000,

and 2001-2006 are shown by 1901, 1902, 1903, 18@#1905 respectively.
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Table A2.5: Growth Effect of Finance Size (FS) as Percentage of BERD Financed
by Industry (BERDIND) Changes, Two-Step Difference GMM

Two-Step Difference GMM

(1) (2) 3)
VARIABLES All Obs. Excludes Outliers All Obs.
LYO -12.734%** -12.156%** -12.465***
(0.000) (0.000) (0.000)
HCBL -5.739 -5.202 -10.765
(0.772) (0.752) (0.173)
INV 5.208*** 4,767%** 5.258***
(0.002) (0.001) (0.000)
OPEN 3.564 2.774 6.057*
(0.424) (0.394) (0.062)
Gov -2.613 -3.767
(0.759) (0.616)
INF -0.830 -0.862* -0.852*
(0.137) (0.094) (0.077)
FS 24.256** 21.938* 28.406***
(0.038) (0.064) (0.000)
BERDIND 18.707 15.414 21.168*
(0.178) (0.242) (0.062)
FS*BERDIND -5.457* -4.976* -6.551***
(0.056) (0.076) (0.000)
Time Dummies
1986-1990 4.644* 4.364 4.972**
(0.065) (0.101) (0.020)
1991-1995 5.400* 4.987* 5.702**
(0.065) (0.093) (0.011)
1996-2000 6.740* 6.446* 7.150%**
(0.061) (0.071) (0.003)
2001-2006 7.784* 7.570** 8.108***
(0.031) (0.037) (0.002)
Observations 85 84 85
Number of Countries 33 32 33
Number of instruments 31 31 28
F-Statistic (overall) 0.000 0.000 0.000
Hansen J-test (p-value) 0.18 0.21 0.24
Arellano-Bond AC(1)
Test (p-value) 0.90 0.82 0.95
Arellano-Bond AC(2)
Test (p-value) 0.88 0.69 0.99

Notes: As for Table 2.2.
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Table A2.6:

by Industry (BERDIND) Changes, Two-Step System GMM

Growth Effect of Finance Size (FS) as Percentage of BERD Financed

Two-Step System GMM
(23) (24) (25) (26) (27) (28)
All Excludes All Excludes All Excludes
VARIABLES Obs. Outliers Obs. Outliers Obs. Outliers
LYO -2.941 -3.150* -2.202 -2.000 -3.516*F -2.549%
(0.175) (0.074) (0.312) (0.303) (0.012 (0.099
HCBL -1.261 -1.660 2.353 -0.053 -4.642 -2.619
(0.732) (0.592) (0.708) (0.988) (0.228 (0.657
INV -2.263 -1.814 -0.669 -1.956 -2.238 -1.398
(0.516) (0.462) (0.738) (0.512) (0.421] (0.687
OPEN -0.354 1.061
(0.823) (0.499)
GOV -3.876 -4.562
(0.424) (0.138)
INF -0.803 -0.883
(0.269) (0.436)
FS 37.146** 34.459*** 35.715* 36.837*** 19.374 3176
(0.018) (0.009) (0.053) (0.000) (0.275 (0.198
BERDIND 35.940** 31.547*** 31.223* 31.919*** 18.106 2599
(0.045) (0.005) (0.100) (0.004) (0.418 (0.397
FS*BERDIND -7.794** -7.309** -7.498 -7.808*** -3.703 -6.942
(0.033) (0.017) (0.105) (0.002) (0.356 (0.232
Time Dummies
1986-1990 3.554* 3.927 2.979* 3.809*** 3.359'1) 3.197
(0.064) (0.124) (0.079) (0.003) (0.059 (0.126
1991-1995 1.781 2.266 1.363 2.375* 1.65% 1.990
(0.385) (0.399) (0.455) (0.067) (0.413 (0.487)
1996-2000 3.306 3.248 2.518 2.993** 2.62 3.401
(0.104) (0.183) (0.143) (0.044) (0.249 (0.315
2001-2006 2.202 2.305 1.536 2.155 1.624 2.670
(0.300) (0.377) (0.345) (0.182) (0.405 (0.377
Constant -132.378* -114.818** -120.72 -113.784% 24318 -113.353
(0.086) (0.023) (0.192) (0.026) (0.681 (0.525)
Observations 124 111 126 119 123 120
Number of Countries 36 35 36 35 36 35
Number of instruments 33 33 33 33 33 33
F-Statistic (overall) 0.000 0.000 0.000 0.000 0.000 0.000
Hansen J-test (p-value) 0.28 0.15 0.12 0.11 0.24 0.11
Arellano-Bond AC(1)
Test (p-value) 0.43 0.02 0.29 0.05 0.34 0.13
Arellano-Bond AC(2)
Test (p-value) 0.64 0.64 0.55 0.63 0.55 0.73
Notes: As for Table 2.3.
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Table A2.7: Growth Effect of Finance Activity (FA) as Percentage of BERD
Financed by Industry (BERDIND) Changes, Two-Step Difference GMM

Two-Step Difference GMM

(1) (2) 3)
VARIABLES All Obs. Excludes Outliers All Obs.
LYO -12.932%** -11.604*** -14.025***
(0.000) (0.001) (0.000)
HCBL -7.346 -7.615 -9.841
(0.653) (0.561) (0.431)
INV 6.681*** 5.943%** 6.566**
(0.002) (0.004) (0.018)
OPEN 2.786 1.778 5.933%
(0.461) (0.565) (0.080)
Gov -1.873 -2.896
(0.844) (0.699)
INF -1.022** -0.970** -0.956**
(0.044) (0.041) (0.035)
FA 9.320** 9.416** 11.026***
(0.046) (0.035) (0.000)
BERDIND 8.328 7.275 11.560**
(0.282) (0.393) (0.030)
FA*BERDIND -2.207* -2.221** -2.663***
(0.054) (0.048) (0.000)
Time Dummies
1986-1990 7.387 6.979 9.340**
(0.101) (0.132) (0.013)
1991-1995 8.777* 8.269 10.763**
(0.079) (0.112) (0.011)
1996-2000 10.715* 10.295* 12.985%**
(0.067) (0.085) (0.006)
2001-2006 12.168** 11.583* 14.506***
(0.041) (0.063) (0.003)
Observations 84 83 84
Number of Countries 33 32 33
Number of instruments 31 31 28
F-Statistic (overall) 0.000 0.000 0.000
Hansen J-test (p-value) 0.24 0.33 0.36
Arellano-Bond AC(1)
Test (p-value) 0.68 0.89 0.20
Arellano-Bond AC(2)
Test (p-value) 0.59 0.84 0.60

Notes: As for Table 2.5.
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Table A2.8:

Growth Effect of Finance Activity (FA) as Percentage of BERD
Financed by Industry (BERDIND) Changes, Two-Step System GMM

Two-Step System GMM

~

~ OO~ O — O— W

(23) (24) (25) (26) (27) (28)
All Excludes All Excludes All Excludes
VARIABLES Obs. Outliers Obs. Outliers Obs. Outliers
LYO -1.369 -0.536 -0.616 -0.447 -2.854 -3.149%
(0.333) (0.708) (0.792) (0.706) (0.051) (0.026
HCBL -2.603 -0.702 -0.809 -1.904 -4.014 -3.11(
(0.293) (0.668) (0.807) (0.500) (0.198) (0.158
INV -0.466 0.420 0.828 1.877 0.318 0.781
(0.905) (0.924) (0.769) (0.410) (0.892) (0.707
OPEN -0.050 1.003
(0.975) (0.406)
GOV -3.395 -1.508
(0.431) (0.619)
INF -1.628* -1.638*
(0.064) (0.051)
FA 12.843*** 11.732%** 12.956*** 14.481** 6.110 8094*
(0.001) (0.005) (0.003) (0.000) (0.151) (0.059
BERDIND 16.189*** 11.572* 14.162* 15.884** 8.384 1166*
(0.008) (0.054) (0.055) (0.019) (0.459) (0.076
FA*BERDIND -2.786*** -2.568*** -2.820%*** -3.158*** -1.305 -1.770*
(0.001) (0.010) (0.008) (0.000) (0.178) (0.064
Time Dummies
1986-1990 2.849 2.273 3.060 3.102 2.206 3.06
(0.323) (0.436) (0.326) (0.147) (0.384) (0.144
1991-1995 1.351 0.653 1.665 2.050 0.522 1.71
(0.660) (0.834) (0.609) (0.391) (0.852) (0.478
1996-2000 2.978 2.089 3.128 3.232 1.545 2.34
(0.454) (0.567) (0.403) (0.235) (0.63Q) (0.392
2001-2006 2.211 1.152 2.288 2.160 0.892 2.03
(0.615) (0.774) (0.573) (0.440) (0.778) (0.458
Constant -54.633** -51.776* -51.206* -66.970*% -0P1| -16.555
(0.025) (0.068) (0.080) (0.043) (0.986) (0.665
Observations 123 115 125 120 122 118
Number of Countries 36 36 36 36 36 35
Number of instruments 33 33 33 33 33 33
F-Statistic (overall) 0.000 0.000 0.000 0.000 0.000 0.000
Hansen J-test (p-value) 0.24 0.14 0.15 0.27 0.40 0.31
Arellano-Bond AC(1)
Test (p-value) 0.32 0.07 0.29 0.02 0.22 0.08
Arellano-Bond AC(2)
Test (p-value) 0.75 0.14 0.70 0.35 0.91 0.79

Notes: As for Table 2.6.
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Table A2.9:

Growth Effect of Finance Size (FS) as Number of Patent

Applications per Million of Population (NPATA) Changes, One-Step System GMM

One-Step System GMM

(15) (16) 17 (18) (19) (20)
All Excludes All Excludes All Excludes
VARIABLES Obs. Outliers Obs. Outliers Obs. Outliers
LYO -1.453 0.615 -4.191* -4.475* -2.885 -8.321***
(0.671) (0.734) (0.053) (0.064) (0.482) (0.001)
HCBL -1.777 0.216 -6.485 -4.650 -10.612% -15.930**4
(0.804) (0.929) (0.186) (0.315) (0.057) (0.003)
INV 1.189 4.616 2.081 0.458 -0.425 -0.111
(0.710) (0.155) (0.499) (0.890) (0.865) (0.970)
OPEN 1.120 0.181
(0.379) (0.890)
GOV -5.625* -5.137*
(0.081) (0.057)
INF 0.313 -0.394
(0.694) (0.694)
FS 4.007** 0.717 2.507 2.372 3.364** 3.912**
(0.014) (0.631) (0.145) (0.164) (0.030) (0.044)
NPATA 2.972* 0.694 4.488*** 3.809** 5.034** 3.617
(0.025) (0.620) (0.009) (0.010) (0.027) (0.139)
FS*NPATA -0.710 -0.225 -0.604 -0.475* -0.851 -0.200
(0.104) (0.470) (0.124) (0.093) (0.205) (0.710)
Time Dummies
1986-1990 0.312 1.216 -0.779 -2.251 -0.411 -2.931
(0.882) (0.405) (0.715) (0.154) (0.867) (0.153)
1991-1995 -1.371 -0.203 -1.723 -3.564* -1.548 639
(0.562) (0.897) (0.480) (0.038) (0.569) (0.085)
1996-2000 0.401 1.626 -0.503 -2.575 0.624 -3.680
(0.851) (0.343) (0.827) (0.150) (0.810) (0.107)
2001-2006 -0.242 1.284 -0.729 -2.993 0.292 -4.201%
(0.909) (0.463) (0.756) (0.135) (0.914) (0.080)
Constant -5.112 -22.154 50.828 55.9007 36.358 957879
(0.916) (0.432) (0.110) (0.081) (0.445) (0.001)
Observations 130 112 132 122 129 118
Number of
Countries 36 35 36 36 36 35
Number of
instruments 33 33 33 33 33 33
F-Statistic
(overaII) 0.000 0.000 0.000 0.000 0.000 0.000
Hansen J-test (p-
Value) 0.45 0.14 0.76 0.36 0.41 0.79
Arellano-Bond
AC(1)
Test (p-value) 0.28 0.17 0.97 0.31 0.43 0.42
Arellano-Bond
AC(2)
Test (p-value) 0.56 0.65 0.32 0.50 0.33 0.63

Notes: As for Table 2.3. NPATA is the number of patent laggtions per million of population. FS

NPATA is interaction term between FS and NPATA.
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Table A2.10: Growth Effect of Finance Activity (FA) as Number of Patent
Applications per Million of Population (NPATA) Changes, One-Step System GMM

One-Step System GMM

(15) (16) (17 (18) (19 (20)
All Excludes All Excludes All Excludes
VARIABLES Obs. Outliers Obs. Outliers Obs. Outliers
LYO -3.766 -3.534 -4.751* -4,153** -5.858* -6.858**
(0.226) (0.168) (0.078) (0.041) (0.083) (0.009)
HCBL -4.504 -5.054 -6.525 -2.724 -11.072*y* -11.019**
(0.402) (0.208) (0.220) (0.624) (0.010) (0.005)
INV 0.373 -1.898 1.961 -0.524 2.822 1.981
(0.928) (0.464) (0.596) (0.863) (0.400) (0.504)
OPEN 1.444 0.335
(0.350) (0.751)
GOV -3.893 -5.233**
(0.224) (0.037)
INF -0.777 -1.668
(0.468) (0.111)
FA 1.386*** 1.347*** 1.125* 1.312%** 0.799 0.713
(0.005) (0.003) (0.046) (0.002) (0.165) (0.161)
NPATA 2.204%** 1.854* 3.506%** 3.453*** 3.018** 1.638
(0.008) (0.024) (0.000) (0.000) (0.021) (0.194)
FA*NPATA -0.192 -0.144 -0.232 -0.294** -0.128 0.034
(0.186) (0.288) (0.140) (0.041) (0.558) (0.835)
Time Dummies
1986-1990 -4.411* -3.878** -4.644* -5.509*** -3.06 -1.251
(0.044) (0.030) (0.067) (0.007) (0.305) (0.620)
1991-1995 -6.129** -5.826%* -5.778** -7.410%%* -050 -2.603
(0.014) (0.004) (0.042) (0.001) (0.194) (0.336)
1996-2000 -5.349** -4.852** -4,959* -6.311*** -3.46 -3.068
(0.048) (0.022) (0.096) (0.003) (0.241) (0.228)
2001-2006 -5.908** -5.772%* -5.129* -6.590*** -320 -3.648
(0.034) (0.008) (0.095) (0.002) (0.220) (0.160)
Constant 34.444 45.103 59.029 58.080** 66.713 80+19
(0.441) (0.147) (0.077) (0.045) (0.110) (0.005)
Observations 129 123 131 126 128 126
Number of
Countries 36 35 36 36 36 36
Number of
instruments 33 33 33 33 33 33
F-Statistic
(overaII) 0.000 0.000 0.000 0.000 0.000 0.000
Hansen J-test (p-
Value) 0.41 0.69 0.48 0.29 0.32 0.41
Arellano-Bond
AC(1)
Test (p-value) 0.37 0.25 0.59 0.25 0.87 0.40
Arellano-Bond
AC(2)
Test (p-value) 0.45 0.52 0.31 0.22 0.45 0.33

Notes: As for Table 2.6. NPATA is the number of patent laggtions per million of population. FA
NPATA is interaction term between FA and NPATA.
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Table A2.11: Growth Effect of Finance Size (FS) and Finance Activity (FA) as
Number of Patent Applications per Million of Population (NPATA) Changes; One-
Step System GMM, One-Step Difference GMM, Two Way Fixed Effects

Comparison Table

FS asa measure of FD FA asameasure of FD
@) 2 3 “4) ©) (6)
System Difference | Two Way System Difference | Two Way
GMM GMM Fixed GMM GMM Fixed

VARIABLES (One Step) | (One Step) Effects (One Step) | (One Step) Effects
LYO -8.321** | -12.395*** | -16.056*** -6.858*** | -14.455%* | -14.019***

(0.001) (0.007) (0.000) (0.009) (0.001) (0.000
HCBL -15.930*** -16.223* -3.688 -11.019%** -16.529 501

(0.003) (0.055) (0.438) (0.005) (0.100) (0.220
INV -0.111 3.057 2.224* 1.981 3.479* 2.978*

(0.970) (0.202) (0.090) (0.504) (0.053) (0.059
INF -0.394 -0.317 -0.289 -1.668 0.336 -0.401

(0.694) (0.679) (0.357) (0.111) (0.577) (0.233
FS 3.912** 2.502** 1.312

(0.044) (0.019) (0.165)
FA 0.713 0.843* 0.487*

(0.161) (0.086) (0.081)

NPATA 3.617 4.705*** 2.344** 1.638 3.930*** 2.538*

(0.139) (0.004) (0.021) (0.194) (0.000) (0.000
FS*NPATA -0.200 -0.542 -0.156

(0.710) (0.126) (0.431)
FA*NPATA 0.034 -0.220* -0.069

(0.835) (0.050) (0.302)

Constant 95.579%* 146.272***|  80.197*** 129.056*

(0.001) (0.000) (0.005) (0.000)
Observations 118 83 118 126 90 126
R-squared 0.811 0.790
Number of Countries 35 32 35 36 35 36

Notes: As for Table 2.7. NPATA is number of patent apgiicas per million of population
FS*NPATA is interaction term between FS and NPAFA*NPATA is interaction term between F
and NPATA.

142




Chapter 3

Inequality and the Process of
Economic Growth: Threshold
Effects of Human Capital to Physical
Capital Ratio

3.1. Introduction

Greenwood and Jovanovic (1990) is a pioneer sthdy ¢combines the two
prominent strands of literature on growth and dewelent: the link between
financial development and growth, and the relatigmdbetween income inequality
and growth. They predict a non-linear relationshgiween financial development,
income inequality and economic growth, and showt tathe early stage of
economic development, the financial systems are developed and only the rich
class benefit from it. Consequently, growth incesasat the cost of increased
inequality across the rich and the poor. Howevethe latter stage of development,
as the financial intermediaries expand and manyplpgoin them, income inequality
decreases and economic growth increases at a faséethan the early stage of
development. In this chapter, rather than investigathe direct role of financial
development for the effect of income inequalitygrawth as implied by Greenwood
and Jovanovic (1990), we explore the indirect fidinancial sector development
through its effect on human capital developmeninaglied by Galor and Moav
(2004).

An enormous theoretical and empirical literatures fi@en devoted to the
nature and extent of the relationship between iaktyuand growth. This literature
can be divided into three broad categories or amres: First, theclassical
approach according to which high initial income inequalithannels resources
towards those who already have higher marginal gorsipy to save and thereby
increases the aggregate saving, physical capitainaglation and growth (see Smith,
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1776; Keynes, 1920; Lewis, 1954; Kaldor, 1955, 1®aurguignon, 1981). Second,
the modern approact? which, opposite to the classical approach, explahst
equality alleviates the adverse effects of creditstraints on investment in human
capital and thereby enhances economic growth (s¢er @nd Zeira, 1993; Alesina
and Rodrik, 1994; Persson and Tabellini, 1994)rd,theunified approackprovides
the intertemporal reconciliation between the abtwe contrasting approaches. It
argues that a classical approach reflects the staie of development, whereas the
modern approach reflects the later stage of dewatop (see Galor, 2000; Galor and
Moav, 2004).

In the context of the classical approach, the ponempirical work is
Kuznets (1955) who started a continuing debate lom relationship between
inequality and economic development or growth. Hpias that causality runs from
economic development to inequality and stressesntleted U-shaped relationship
between inequality and growth famously known asKhbenets Hypothesis, where
initially inequality increases and then decreasdth veconomic development.
Subsequent studies, mostly based on cross-secaoablsis due to the shortage of
time series data for developing countries, tryest fand verify the inverted U-shaped
relationship of the Kuznets Hypothesis and comewifihh mixed results (see
Ahluwalia, 1976; Ram, 1988; Anand and Kanbur, 198@hion and Bolton, 1997,
Deininger and Squire, 1998; Barro, 2000; Lopez,&2®uang et al, 2009). These
mixed results may be mainly due to the problematedl to the quality of data,
econometric methodology, and model specification.

The second and third approaches are based on lbarafafted theoretical
models that try to identify the channels throughickhinequality may affect
economic growth, such as credit market imperfestionajority rule (political) and
technological innovation etc. In this context, Gadnd Zeira (1993) is a prominent
theoretical study that analyses the role of incodistribution in economic
development through investment in human capita@dicrmarkets being imperfect.
They show that the initial distribution of wealthfexts aggregate output and
investment in the short run as well as in the lomg because of multiple steady

states. However, the theoretical work of Alesind &wodrik (1994) and Persson and

% Also known as ‘Capital Market Imperfection Apprbadt combines the credit market imperfection
approach of Galor and Ziera (1993), political agoto of Alesina and Rodrik (1994), and other
related approaches (see Galor, 2000; Galor and Mx¥4; Iradian, 2005).

144



Tabellini (1994) suggest a negative effect of irafy on economic growth.
Empirical work again gives mixed results, where sostudies suggest a positive
effect of inequality on growth, while others showegative effect and ‘inverse U-
shape’ relationship (see Bandyopadhyay and Badib;2Partridge, 1997; Li and
Zou, 1998; Deininger and Squire, 1998; Barro, 2(f@rpes, 2000; Panizza, 2002;
Chen, 2003; Huang, 2004; Voitchovsky, 2005; Huahgle2009; Lin et al, 2009;
Chambers and Krause, 2010).

Galor (2000) and Galor and Moav (2004) are remdektieoretical studies
that combine the first two approaches and developified framework to analyse
the effect of inequality on economic growth. Thesgue that human capital
accumulation replaces, endogenously, physical @apitcumulation in the transition
from early stage (less developed) to the lateres(dgveloped) of development. They
argue that in the early stage of development ttee ofireturn on physical capital is
higher as compared to human capital which cause$gei presence of credit market
imperfection, inequality to channel resources tonems of capital with higher
marginal propensity to save (MPS) that results mereased physical capital
accumulation and growth. However, in the later stdmg return on human capital is
relatively higher, thus human capital accumulatimtomes the prime engine of
economic growth and equality reduces the adversetefof credit constraints on
human capital investment and increases economigtigrddence, their theoretical
work implies a nonlinear relationship between irediy and economic growth.

A few recent studies try to capture the nonlingabgétween inequality and
growth as implied by Galor and Moav (2004) usingegihold regressions and semi-
parametric techniques. For example, Lin et al (2Q3@ the initial level of economic
development as a threshold variable to study th@aahof inequality on economic
growth. They conclude that inequality reduces ghowt low-income countries,
whereas it stimulates growth in high income coestrithus suggesting a U-shaped
relationship between inequality and growth. Howeteeir finding is not consistent
with Galor and Moav (2004).

Another study by Chambers and Krause (2010) usagpaeametric methods
to investigate whether the relationship betweenuaéty and growth is affected by
physical and human capital accumulation. In tgeawth regression, the coefficient
of inequality depends on two arguments, physicdlfaiman capital, while all other

effects are linear. They show that fixing educatioattainment at the lower 90
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percentile level in their panel, an increase in papita physical capital stock is
associated with a steadily declining coefficientinoome inequality. However, in
nations with educational attainment at the mediahigher level the coefficient on
income inequality only decreases when per capijesipal capital stock is very low,
whereas it increases with larger values of thetabpiock. Although their results are
not fully consistent with the empirical predictions Galor and Moav (2004), they
are consistent with the terminal part of it; thathe overall effect of inequality on
growth is negative.

Addressing the same issue of nonlinearity in thequality-growth
relationship as implied by Galor and Moav (20048, imwvestigate the changing effect
of inequality on growth through two fundamentalges of development, an early
stage with low human capital as compared to phiysagaital and a later stage with a
relatively high level of human capital. To do thige construct a new measure which
is the human capital to physical capital ratio ¢edarth HK ratio). By explicitly
examining the ratio, we are able to be more precis@pturing the relative change
in human capital as compared to physical capitath@ process of economic
development. Further, we study whether the inetyjughowth relationship changes
across the values of our new measure (HK ratidnpeawith the model of Galor and
Moav (2004). Our approach that directly employs tHK ratio differs from
Chambers and Krause (2010), who examine this imiglicy considering the role of
physical capital for fixed levels of human capital.

Methodologically, we use the relatively new techugqof threshold
regression with instruments as suggested by CameHansen (2004). As suggested
by the model of Galor and Moav (2004), the HK rasoused as the threshold
variable for the effect of inequality on growthn&e the threshold variable needs to
be exogenous, lagged HK is used for this purpeseoinparison to previous studies,
this is a unique work in the following senses: fillsuses a new measure of human
capital to physical capital ratio (HK ratio) as tteeshold variable for the effect of
inequality on growth which is in line with Galor garMoav (2004). Second, it
employs relatively new econometric technique ofeshold regression with
instrumental variables, suggested by Caner and d#a(®04), which captures any
threshold effect endogenously in the inequalitywgho relationship without fixing
the threshold values. Third, it employs better adatancome inequality as assembled

by Iradian (2005), based on information from howd&lsurveys and consistent units
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of measurement (as far as possible), across 82treesufior the period 1965-2003
(see the details in Section 3.4.1).

Our empirical results show that there exists aineal relationship between
inequality and economic growth, where at low lewvafighe HK ratio the effect of
inequality on growth is positive and significantyile it is negative and significant at
high HK levels (above the threshold). These resrksconsistent with the theoretical
findings of Galor and Moav (2004).

This chapter is organized as follows. In sectio, 3ve discuss some
prominent studies from the huge literature of ire@fy and economic growth.
Section 3.3 outlines the theoretical model of Galnd Moav (2004). Section 3.4
discusses data and econometric methodology berwinsour analyses. Section 3.5
explains our empirical results and findings. Settto6 concludes the chapter. The
full list of dataset used, details of variables a&hnelir sources, descriptive statistics,

and tables of robust estimations are provided ipefolix A3, Table A3.1.

3.2. Literature Review

The current surge of theoretical and empiricalrdiiere on the inequality-
growth relationship can be traced back to the sehempirical work of Kuznets
(1955). He shows that this relationship follows @mverse U-shape’, where
inequality first increases and then decreases détlelopment. His analysis is based
on time series data for England, Germany and Un8tates, whereas he urges
caution in applying this proposition to developioguntries because of their data
issues. Due to the shortage of time series datdeeeloping countries, the literature
during the Seventies and Eighties is mostly basedcimss-sectional data and
confirms the Kuznets Hypothesis despite some ekaep(see Fields, 1981).

For example, Ahluwalia (1976) is a prominent cresstional study which
exploits the data of 20 developed and 40 developauntries. The results, based on
combined data and split data on developing cowstéee central to the literature on
inequality and development since they confirm th&zikets Hypothesis and have
been used for projections of inequality and povéxyylater studies including the
World Bank (see Anand and Kanbur, 1993). On therottand, Ram (1988) uses

cross-sectional data on 24 developing and 8 derdlapuntries; his results support
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the Kuznets Hypothesis if combined data is usedgreds there is very limited

support in the case of developing countries. Heclewies that the favourable results
in a combined sample may be due to the structufi@rences between developed
and developing countries or due to the use of dolleome variables that are based
on conventional exchange rates. Further, variounstional forms and larger data
sets may affect the results.

Being critical of Ahluwalia’s (1976) results, Anarahd Kanbur (1993) test
the robustness of his results to functional forrd data set by employing Pesaran’s
(1974) econometric methodology of comparing nortetegunctional forms. Their
results reject Ahluwalia’s (1976) log-quadraticrfom favour of a straight quadratic
form, where the latter exhibits a U-shape rela(opposite to Kuznets Hypothesis)
between inequality and economic development. Tlewntify the need to derive a
functional form based on the theory of the undedyprocess. The later studies,
although based on sophisticated econometric arsabyseé quality data of inequality
also exhibit mixed evidence on Kuznets hypothesee Oeininger and Square, 1998;
Barro, 2000; Savvides and Stengos, 2000; Huang})200

In this context, theoretical models try to identdiyannels that may explain
the nature of the relationship between income iaktyuand growth such as credit
market imperfections, majority rule (political) atethnological innovation etc. For
example, Galor and Zeira (1993) analyse the roleingbme distribution in
macroeconomics through investment in human capitaty develop a two period
overlapping generation model (OLG) model for opeorn®mies, where agents
receive education or work in the first period andrky consume and bequest in the
second period. By assuming that credit markets iamgerfect and individual
investments in human capital are indivisible (nomeex technology), they show
that rich countries have more equal distributiohévoome and their all generations
invest in human capital, work as skilled and letarger bequests; whereas in poor
countries people inherit less, work as unskilled #&mave less for their children.
Hence, initial distribution of income determineg tevel of aggregate investment in
human capital and economic growth. Their analysiplies an ‘inverse U-shape’
relation between inequality and growth along thele of income.

Besides credit market imperfections, some theaketwork calls in the
political process to study the link between ineduaand growth. They allow

majority rule or median voter's decision to affebe distribution of income by
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demanding more equalizing rates of taxation whicturn affect economic growth in
the future. For example, Alesina and Rodrik (198dyelop a simple endogenous
growth model to argue that an unequal distributadnresources causes society
members to start a political struggle for the retiation of wealth and income
resources. In their model, median voter demandgleehtax rate because the taxed
income provides a public good necessary for pripateluction, which in turn leads
to equalizing wealth and income resources. Furthevernment’'s decision is the
reflection of the median voter's decision, whichnsequently leads to lower
economic growth. Hence, their model implies an isgerelationship between
inequality and growth, that is, the higher the waddistribution of income and
wealth, the higher the tax rate and lower the egoa@rowth. They confirm their
theoretical findings by estimating growth regressiof income and land inequality
using a cross-sectional data of 70 developed awdl@@ng countries for the period
1960-1985. A similar conclusion is drawn by Persaod Tabellini (1994) whose
theoretical analysis uses tax revenues for redigive purposes only.

The above results are criticized by Li and Zou @98ho analyse the effect
of inequality on growth using a more general framdwin which the government
spending is divided into production services andsomption services, where the
former enters the production function while thédaenters the utility function. They
show that using majority rule on income taxatiorgrenequal income distribution
can lead to higher income taxation and lower growatid in general income
inequality has an ambiguous effect on economic growWowever, their empirical
results show that the relationship between incamequality and economic growth is
positive in all the cases and even significant emgncases which support the more
general theoretical result of their model.

A relatively new wave of theoretical literature fses on the improvement in
technology and its consequences to income ineguatit economic growth. This
literature shows that at the initial stage of tesbgical innovation the benefit of
growth goes to high-ability individuals, hence gtbwncreases inequality. However,
at the later stage of technological innovationrestechnologies become accessible
the negative impact of growth on inequality dimives. It suggests that inequality-
growth relationship is positive imdustrial countries who have lower barriers to
access new technologies, a greater redistributixetransfer scheme, and a more

equal distribution of income coupled with lowerestof economic growth, whereas
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it is negative for non-industrial countries witletbpposite characteristics (8alor
and Tsiddon, 199 Bandyopadhyay and Basu, 2005).

Recent empirical literature employs quality data inequality, mostly as
assembled by Deininger and Squire (1996), and moedeonometric techniques to
draw conclusions regarding the relationship betw@&sqguality and economic
growth, the evidence remains mixed. On the one litaskdows a positive effect of
inequality on growth which is partially consistemtith the above theoretical
predictions or findings. These studies criticize grevious literature on the basis of
using weak proxies of inequality, data quality, axlimation methodology. They
stress more careful examination of inequality-gtowlationship and the channels
through which it is affected (see Partridge, 1997and Zou, 1998; Forbes, 2000).
On the other hand it shows that the effect of iadiuon growth is negative which
is mainly driven by low income countries (see Paaj2002; Huang et al, 2009).

In this context, some empirical evidence shows tiiateffect of inequality on
growth switches sign across the levels of incomefilp of inequality, urbanization,
and time etc. For example, Deininger and Squir®@§)@nd Barro (2000) show that
the inequality decreases growth in poor countidgreas it promotes growth in rich
countries. Similarly, the profile of inequality g an important role in
understanding this relationship. Inequality at et parts of the distribution has
different implications for economic growth, that t®p end inequality positively
affects economic growth, whereas lower end inetjualinegatively related to it (see
Voitchovsky, 2005). Taking into account the urbatian factor, Fallah and
Partridge (2007) use United States county data dwer1990s to show that the
relationship is unstable for the entire data ségmas its nature varies if the data is
split into urban and nonurban sub samples. Theyrgbsa positive inequality-
growth relationship in urban subsample, whereasgrger relationship in nonurban
subsample. Similarly, Lopez (2006) observes a gtquwsitive and robust effect of
growth on inequality during 1990s, whereas no setdtionship is observed during
1970s, 1980s, and in overall data. He indicateged rto identify those potential
forces that might lead to this structural breakimyrl990s, trade liberalization and
technological change may be the candidates.

Recognizing the nonlinear nature of the relatiomdetween inequality and
growth, Banerjee and Duflo (2003) criticize theules of Forbes (2000) and Li and

Zou (1998) for using linear specification. They usenparametric methods and
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cross-section data to show that growth rate isnaerted U-shape function of net
changes in inequality (in any direction) and thas$ relationship is robust to control
variables and estimation methods. Their empiricadifigs are consistent with their
simple theoretical model of political economy. Sarly, Chen (2003) uses a cross-
country data to show that there exists an ‘invettedhape’ relationship between
initial income distribution and long run economi®gth. His results are consistent
with the Kuznets Hypothesis with the only differerthat the long run growth first
increases and then decreases with the initial méguHe finds no support for such
a relationship in the short run.

Despite of significant developments on the frontsgheory and empirical
analyses in understanding inequality-growth nexhe #tbove theoretical and
empirical studies do not provide a single framewtrat may reconcile the two
major strands of literature: First, shows the pesieffect of inequality on growth
via physical capital accumulatiooléssical approach Second, argues that the effect
of inequality on growth is negative using the chelarof credit market imperfection,
political process, and technological innovation étwodern approach

Galor and Moav (2004) are the first to provide aified theoretical
framework by developing a two period overlappingneration model which
combines these two fundamental approaches of thgoreship between inequality
and economic growth ufified approach They argue that human capital
accumulation replaces, endogenously, physical @lagpdcumulation in the transition
from early stage (less developed) to latter staigedloped) of development. They
make two main conclusions: first; given a highde raf return on physical capital as
compared to human capital, in the early stage géldpment, inequality enhances
economic growth by channelling resources towardsothiners of capital with higher
marginal propensity to save which leads to higlmenemic growth. Second, in later
stage of development, the rate of return on hunagoital is relatively higher, thus
human capital accumulation becomes the prime engfneconomic growth. As
human capital is inherently embodied in individualsd it exhibits diminishing
marginal returns, the aggregate return to investnmehuman capital is maximized
by equalizing the marginal returns across indivislu@iherefore, in the presence of
credit market imperfections, inequality leads terbwing constraints for the poor to
invest in human capital and decreases economictigrasvereas equality alleviates

the adverse effects of credit constrains on hunapital investment and increases
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growth. Their theoretical contribution leads togise channels and threshold effects
that may help us understand the complexity of #ationship between inequality
and economic growth.

There are only few empirical studies that look ittte relationship between
inequality and growth as outlined by Galor and M¢2004). For example, Lin et al
(2009) use threshold regression with instrumentsuggested by Caner and Hansen
(2004) to explicitly test whether there exists e#hold level of initial real per capita
income above and below which inequality may afsméinomic growth differently.
Their results show that there exists a signifitaréshold level and that the effect of
inequality on growth is negative in poor countrigd)ereas it is positive in rich
countries. They suggest that redistributive policgit alleviates income inequality
can increase growth in developing countries, wreredn countries need to keep a
balance between worsening inequality and improgirogvth.

Almost similar conclusion is drawn by another inpat study of Chambers
and Krause (2010) who examine inequality-growthtrehship across fixed intervals
of educational attainment coupled with steady iases in physical capital
accumulation using semiparametric methods. Thewstat in nations with low
levels of education (below median level in educaseries) the effect of inequality
on growth is negative as we increase physical agpithereas they observe opposite
behaviour in case of higher education levels (eqoabr greater than the median
level). Overall, they conclude that the effectrméquality on growth is negative. The

above findings are partially consistent with Galad Moav (2004).

3.2.1. Building Testable Hypotheses

Being consistent with Galor and Moav (2004), weuarthat there is need to
construct a precise measure that may capture keveechange in human capital as
compared to physical capital in studying the relahip between inequality and
growth contrary to Chambers and Krause (2010) wkesfthe education intervals
and then allow physical capital to change steaaliljoss these intervals. Hence, in
this chapter we construct a new measure of humpitat@o physical capital ratio
(HK ratio) that rises with an increase in humanitedpas compared to physical
capital, whereas it falls for relatively lower lésef human capital as compared to

physical capital. We use this measure to estinteethreshold of HK ratio below
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and above which inequality-growth relationship aesas predicted by Galor and
Moav (2004).

Thus, following Galor and Moav (2004) and using oew measure of HK
ratio we can argue that in early stage of econatenmelopment, the value of HK
ratio is low because of higher return on physicapial as compared to human
capital and the effect of inequality on growth @sjiive. However, in the later stage
of economic development, human capital replacesipalycapital due to relatively
higher returns on it and HK ratio is high, where #ffect of inequality on growth
becomes negative. Therefore, on the basis of tbigecture, we establish our

testable hypotheses as:

H1. There exists a threshold level of HK ratio in thelationship between
inequality and economic growth.
H2: The effect of inequality on economic growth is {pasibefore a threshold

value of HK ratio and it is negative after it.

We test our hypotheses using a relatively new tigcienof threshold regression with

instruments as developed by Caner and Hansen (20tidh endogenously captures
the threshold effects in the regressions with umsgnts. Further, we use the GAUSS
codes to implement this technique as provided bye€and Hansen (2004) and Lin

et al (2009).

3.3. An Outline of Galor and Moav (2004) Model

In this section we present a brief outline of Gadod Moav (2004) model
and then discuss its testable implications.

Galor and Moav (2004) develop a theoretical modebwth theory) where
human capital accumulation endogenously replacgsigdd capital accumulation in
the transition from an early stage (less develoged later stage (developed) of
development. They argue that in early stage of ldpweent when the credit markets
are imperfect and credit constraints are bindingguality favours physical capital
accumulation and thus enhances growth, physicédlatdgging the engine of growth.

However, in later stage human capital becomes mongortant and equality
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alleviates adverse effects of credit constraininrmestment in human capital and it
emerges as a prime engine of growth.

Further, the fundamental hypothesis of their redesemerges from the
recognition that human capital accumulation andspda} capital accumulation are
fundamentally asymmetric. This is because humairiatagzcumulation at individual
level is subject to diminishing returns and the raggte stock of human capital
would be therefore larger if its accumulation woulé widely spread among
individuals in society, whereas the aggregate prtwdty of the stock of physical
capital is largely independent of the distributafrits ownership in society.

Their theoretical model is based on three basioragsons in addition to
fundamental asymmetry between human and physigatataaccumulation: First,
preference structure is such that the marginal sy to save and to bequeath
increases with wealth. Second, credit market ingotidn leads to inefficient
investment in human capital which is consistenhwite empirical evidence. Third,
economy is characterized by capital-skill completagties, where physical capital
accumulation increases the demand for human capital

In their model, production takes place within ai@eraccording to a
neoclassical, constant-returns-to-scale produdiehnology. The output produced
at time ‘t’ (Yy) is:

Y, = F(Ky, He) = Hef (k) = AHKE; ke =755 ae(0,1) (3.1)

t

whereK; andH; are the physical and human capital accumulatspectively at
time ‘t" which are used as two factor inputs, andsAhe level of technology. The
production functionf(k.) is monotonically increasing and strictly concavkich

satisfies the conditions of profit maximization pkem. Assuming perfectly

competitive environment, the producers’ inverse alednfor factors of production is

given as:
re = f (k) = adkf" =1(ky); (3.2)
w = f(ke) — f/(kt)-kt = (1 - o)Ak = w(k); (3.3)
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where,r; is the rate of return to capital;; is the wage rate per efficiency unit of
capital.

It is assumed that all the individuals have idealtreferences and inherent
abilities. However, they may vary in their parentaalth and human capital that
may be due to borrowing constraints. Further, thedividuals live for two periods,
in first period they acquire human capital which ynacrease if their time
investment is supplemented with capital investmergducation. In second period,
they supply their efficiency units of labour antbehte their wage income including
their inheritance to consumption and transfershertchildren. Therefore, their

second period wealth is given as:
Ifi1 = Weprhppq + Xt (3.4)

wherel!,, is individual’'s second period wealthi , is the acquired efficiency units
of labour, w,,; is the competitive wage rate at which an individsiapplies his

acquired efficiency units of labour, anfl,, is the inherited amount of an individual.
The individual allocates this wealth between congtion, ci,, and transfers to the

children,bt, , i.e.
Cter + biyr S Ifyq (3.5)

It depicts two cases of human capital formatiomsti-when an individual's acquired
human capital in period one is supplemented withitahinvestment in education.
Second, when in the absence of real expendituresdoication he acquires one
efficiency unit of labour (basic skills). The firsase is shown as under:

hi1 = h(ef) (3.6)

hereht,, is strictly monotonically increasing and strictgncave function of real
expenditures of an individual ‘i on education ime ‘', e/.
Now, given the properties éfk), there exists a unique capital-labour rakd lfelow

which individuals do not invest in human capitatlfobasic skills), i.e.,
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=0if keyr <

_ lf (3.7)
>0if key1 >k

e = e(keyq) {

here, é(k,4,) > 0 for k.., >k, in case when there are no credit constraints.
However, if the credit constraints are binding thies expenditure on education of an

individual ‘i' in time ‘t’ is limited to his inheted amount (transfers):
e; = min [e(k¢41), bi] (3.8)

hereb} is the amount an individual ‘' receives from piarents in period”.

Suppose that in period ‘0’ the economy consistsmaf classes or groups of
adult individuals, rich (R) and poor (P). Rich adraction) of all adults in the
society who equally own the entire initial physicabpital stock, whereas Poor are a
fraction (1-1) of all adults in the society who have no ownersivpr the initial stock
of physical capital. All individuals and their desclents are homogeneous within
their groups, whereas heterogeneous across th@gyreiith respect to their initial
capital ownership. The optimization of groups P &ndf generations ‘t-1' and ‘t’ in
period ‘t' determines the aggregate level of phgfsicapital (K;;,;) and human

capital(H;,,) in period ‘t+1’:
Kevr = ASE+ (1 —D)sf = ABF — ef) + 1 — D)(bF —ef) (3.9)

wheresR ands! are savings by rich and poor in period ‘t’ respaty andk, > 0,

while

Hepy = AL h(ef) + (1 —1).h(eD) (3.10)
here in period zero there is no (non-basic) hunapital, i.e.h, =1, Vi=R,P
and thusH, = 1. Hence, given the initial values, the levels of gibgl and human

capital in period+1 are functions of transfe®Z?, b?) in each group and the capital-

labour ratio in the subsequent per@d,,), i.e.,
Hepy = H(E, b eiq) (3.11)
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Kiy1 = K(bR'bf; key1) (3.12)

Therefore, the capital-labour ratio in periad. is:

_ Kep1 _ KORDE kevr)

Kevr = Hevr  HOOEDE kerr) (3.13)
where the initial level of capital-labour rafti®,) is assumed to be,
ko € (0, k), (A1)

which assures that at the initial stage the retarphysical capital is higher than the
human capital and this assumption is consisterit thie¢ assumption of basic skills,
H, = 1. Hence, from (3.11), (3.12), and (3.13), the adpé@bour ratio in period

‘t+1' is determined by the level of transfers of gro&pand P in period ‘ti.e.
ki1 = k(bR,bD) (3.14)

wherex(0,0) = 0, since in absence of transfers and savings, thigatatock in the
subsequent period is zero. Further, intergeneratitmansfers within group ‘i’ in
period t+1,b},, are determined by the intergenerational transféttsin the group in
the preceding period and the rewards to factoaduction (capital-labour ratio) in

the economy, i.e.
bsr = O(b, Kev1) (3.15)

Let k be the critical level of the capital-labour ratielow which individuals who do
not receive transfers from their parents (hje= 0 and thereforeh(bl) = 1) do not

transfer income to their offspring, i(k) = 6 , whered is the threshold of wages

0

(H)A]% = k(0), which

or incomes. Using (3.3) and replacikg with k, k = |

implies that: ifk,,, <k thenw(k.,1) < 6, whereas ifk.,; > k thenw(k.,,) > 6.
Hence, intergenerational transfers within groum‘iperiod ‘t+1’, b, , are positive if

and only ifk,,, > k, i.e.
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=0if k1 <

_ k (3.16)
> 0if kpyy >k

b£+1 = 0(0,Ke41) {

Suppose once wages increase sufficiently suchntehbers of group P transfer
resources to their offspring, thatks,; > k , investment in human capital becomes

profitable, that is,,, > k, hence

&1
IA
=

(A2)

The evolution of transfers within each group, dtoWes from (3.14) and (3.15), is

fully determined by the evolution of transfers withoth types of dynasties,
bir1 = 0(bf kerr) = O(bf, k(bE, b)) = ¥ (b, bE); i =R, P (3.17)

Following the outcomes in period zero as discusseove, the intergenerational
transfers of Rich are higher than that of membégraup P (the poor) in every time
period, i.e.,

bR > bf for all 't (3.18)

Following (3.17) and (3.18), the dynamical systeruniquely determined by the
joint evolution of the intergenerational transfefsRich and Poor groups, where by
imposing some additional plausible restrictions ¢ékenomy endogenously evolves
through two fundamental regimes:

Regime I: In this early stage of development the rate afrreto human capital is
lower than the rate of return to physical capitadl ahe process of development is
fuelled by capital accumulation.

Regime I1: In these mature stages of development, the rateetafn to human
capital increases sufficiently so as to induce huroapital accumulation, and the
process of development is fuelled by human camtalwell as physical capital

accumulation.
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In Regime I, the level of real expenditures on edion is zero and members
of both groups acquire only basic skills. The inesmor wages of Poor are below the
critical level that would enable them to engagentergenerational transfers and
saving, same being true for their descendants. &neyn a temporary steady-state
equilibrium in which there is no investment in picgs or human capital. However,
Rich own the entire stock of capital in the econoamgl have enough income for
intergenerational transfers and capital accumulatibich increases over time. Their
physical capital accumulation gradually raiseswlage rate and the return to human
capital which in turn induces the human capitaluazglation and the economy
enters into Regime I, where the process of devet is fuelled by human capital
accumulation as well as physical capital accumuaati

Regime Il is subdivided into three sub-stages: &lagnvestment in human
capital is selective and it is feasible only foe tRich. The capital-labour ratio is
higher than Regime-I which generates high ratestifrn on human capital (wages)
that may justify investment in human capital busistill below the critical level at
which intergenerational transfer of resources leyPloor takes place, reasons being
the absence of parental support and binding ceedistraints. Stage-II, investment in
human capital is universal but is still sub-optirdake to binding credit constraints.
The capital-labour ratio in the economy generategevrate that permits some
investment by all members of the society. Poor'gestiment in human capital
remains suboptimal as compared to Rich becaudeeofgarental wealth constraint.
Consequently, their marginal rate of return on streent in human capital is higher
than the Rich. As human capital is inherently enddbah humans, its accumulation
is larger if it is shared by a larger segment @iety, thus equality in the presence of
credit constraints, stimulates investment in hurmapital and promotes economic
growth. As income further increases, credit comsisa gradually diminish,
differences in saving rates decline, and the ef¢ehequality on economic growth
ultimately becomes insignificant. Stage-lll, thevestment in human capital is
optimal since credit constraints are no longer inigénd the rate of return to human
capital is equalized across all the groups whiakseanequality to have no effect on
economic growth.

Therefore, above model implies that in the earlggst of development
(Regime-I) inequality between Poor and Rich is nyailue to the difference in their

ownership of physical capital. As physical capitatelatively scarce in this regime,
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the rate of return on physical capital is highemtithe human capital. Consequently,
inequality favours the owners of capital (Rich) lwhigher marginal propensity to
save (MPS) which results in increased physicaltahpiccumulation and growth,
thus economy enters in the later stage of develapfegime-Il). However, in later
stage of development as the wage rate of Poor gligdincreases they have
incentive to invest in human capital because dtraétly higher rate of return on it.
Thus, increased investment in human capital byRber induces further human
capital accumulation which gradually equalizes e of return on human capital
across all members of society in the presence wiinishing credit constraints.
Hence, equality leads to higher level of human teapiormation and growth,
physical capital being replaced by human capitamagor force behind economic
growth. Therefore, in later stage inequality isnhfal for growth as far as credit
constraints are binding otherwise it has no eféecgrowth.

Following the above line of argument, we constaiciew measure of human
capital to physical capital ratio (HK ratio) whichlow in early stage of development
(Regime-I) where physical capital is the main r@asb economic growth and the
effect of inequality on growth is positive. Howeyar the later stage of development
(Regime-Il) human capital accumulation graduallyplaees physical capital
accumulation and becomes the engine of growth. &@prently, HK ratio is
relatively higher in this stage and the effect méquality on growth is negative or
insignificant. Hence, our new measure of HK ratas lthe ability to capture more
clearly the message of Galor and Moav (2004) reggrithe replacement of physical
capital by human capital as the economy evolvesutiit two fundamental regimes
or stages of development.

3.4. Data and Methodology

3.4.1. Data

We use pooled data of 82 countries for the per@®b3t2003. Originally, the
data on real per capita GDP growth, initial real gapita GDP, inequality, secondary
school enrolment, government expenditures to GDi®, rpopulation growth, and
inflation is taken from Iradian (2005) which is fioer extended by including capital

stock per worker, average years of schooling, tigokenness and two measures of
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human capital to physical capital ratio; hence @ltof 216 pooled observations
available for our regression analysis.

While assembling his data, Iradian (2005) expartdedexisting World Bank
data by including comparable data on inequalitynftmousehold surveys included in
IMF staff reports and Poverty Reduction Strategpd?a (PRSPs). He attempts to
handle the issues of data quality and measuremeamtley ensuring that the statistics
are comparable across countries and over time ssmidar definitions of variables
for each country and year. As most of the data reeguality uses expenditure
measures, he argues that household surveys basexipenditure data are usually
more accurate and yield a lower estimate of inetyuab compared to income data
which faces higher chance of error due to undertiyp’.

This dataset well represents all the regions (Léttaes from Latin America,
12 from sub-Saharan Africa, 12 from South and Ba&, 11 from the former Soviet
Union, 6 from Central and Eastern Europe, 8 fromNhddle East and North Africa,
and 17 OECD countrie®) This data is constructed following the availafilof
household survey data on income inequ&lityhich is based on either expenditures
or income per person over time. The entire samptudes 380 observations and
290 intervals. The advantageeftending the data in the temporal dimension allows
us to use previous value of inequality as an imsémnt for the current value to control
for the potential endogeneity that may exist dudetdback effect of growth on
inequality.

In our threshold regressions with instruments, we teal per capita GDP
growth (GROWTH) as a measure of economic growtly bbinitial value of real
per capita income (LYO) is included to control tmmvergence, whereas population
growth (POP) is included to incorporate the demplgia effects. We use log of
GINI coefficient (GINI) as a measure of income inelity which is estimated from
the Lorenz curve and a larger value implies greateome inequality which is
instrumented by its lagged value (GINIO). The srgplots of income inequality and
growth show that their relationship is non-lineaspecially, it is more profound

when we plot initial income inequality (GINIO) agat economic growth (see

" For details of data issues see Iradian, G. (2008¢quality, poverty, and growth: Cross-country
evidence,” IMF Working paper, WP/05/28.

%8 |ist of all the data including our constructedightes is given in Appendix A3, Table A3.3.

% The time span between two survey years ranges ftwee to fourteen years. Consistent with
Iradian (2005), we construct our new variables dkirtg their averages over the time span between
two survey years.
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Figures 3.1 and 3.2). As we use initial inequal®NI0) as an instrument of GINI,
we are more interested in its relationship withvgio Hence, Figure 3.2 shows that
the initial and high levels of GINIO are associatedh lower growth; whereas,
growth is high for medium levels of GINIO. We useglof secondary school
enrolment (%) to capital stock per worker (HK) aluty of average years of
schooling to capital stock per worker (HKBL) as twooxies of our threshold
variable (HK ratio) (see detail in Section 3.4.1.1)

For robustness of our results we include certaimtrob variables like log of
trade openness (OPEN), inflation (INF) which islinied to capture the effects of
macroeconomic instability, and log of governmenpenditures percent of GDP
(GOV) that is included to incorporate the effectdiscal policy. Moreover, we use
initial values (lagged) of all other explanatoryiaéles including threshold variables
to avoid any further endogeneity. The definitiomsl a&ources of all variables used

and summary statistics of the data are given inefydp< A3, Tables A3.1 and A3.2.

Figure 3.1 Income Inequality (GINI) and GROWTH
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Figure 3.2 Initial Income Inequality (GINIO) and GROWTH
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3.4.1.1. Human Capital to Physical Capital Ratio (HK ratio)

Consistent with Galor and Moav (2004), we constraichew measure of
human capital to physical capital ratio (HK ratithat may capture the effect of
improvements in human capital relative to physicapital accumulation on the
relationship between inequality and growth. Thigorancreases along the relative
increase in human capital and decreases alongldieve decrease in human capital
as compared to physical capital accumulation wichontrary to the analysis of
Chambers and Krause (2010) where levels of educatie fixed and the capital is
allowed to increase steadily. Therefore, using tKorin our empirical analysis of
inequality-growth relationship as predicted by Gadod Moav (2004) can help us
understand whether there exists any threshold levélK ratio below and above
which the effect of inequality on growth changes.

As the level of education is low in developing ctigs as compared to
industrialized countries (see Son, 2010), we caqeeixthat HK ratio is relatively low
for developing countries as compared to developedndustrialized countries.
Hence, we can infer from Galor and Moav (2004) thiatow levels of HK ratio

physical capital accumulation is the main engineecbnomic growth and in this
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stage the effect of inequality on growth is pogiiwhereas this effect is negative
after a certain threshold level of HK ratio whenmtain capital replaces physical
capital accumulation and becomes the engine of auoan growth (case of
industrialized countries).

Keeping in view the available proxies for humanitdpwe construct two
HK ratios: First, based on secondary school enmtn{&) and capital stock per
worker data, where HK ratio is constructed by diwipthe former series by the latter
(HK). Second, based on average years of schoolmlcapital stock per worker
data, where HK ratio is constructed by taking thaiio as above (HKBL). The
significance of this new measure of HK ratio canrealized after looking at our
estimation results which are largely consistenhlie Galor and Moav (2004). The
scatter plots of our HK ratios (HK and HKBL) shohat there is a weak positive
relationship between these measures and econoowdlg(see Figures 3.3 and 3.4).
However, the nonlinear relationship between HKosaind inequality (GINI) is clear
in the scatter plots of Figures 3.5 and 3.6. Th@eés help us to understand the
threshold effects of HK ratio on inequality-growtdationship as mentioned in sub-

section 3.2.1.
Figure 3.3 HK Ratio and GROWTH
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Log of GINI

Figure 3.4 HKBL Ratio and GROWTH
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Figure 3.5 HK Ratio and Income Inequality (GINI)
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Figure 3.6 HK Ratio and Income Inequality (GINI)
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3.4.2. Methodology
3.4.2.1. Threshold Regression Analysis

We use a pooled data of 82 countries for the peli@gb—2003 to estimate
the econometric model of the form

GROWTH; = By + B,GINI; ¢ + B3HK; 1 + f4LY0; 1 + fsPOP; 1y +u;r  (3.19)

where GROWTH is the real per-capita GDP growth éncpnt, GINI is the log of
GINI index that is used to measure income inequalitd is instrumented by its
previous value, HK is the log of human capital tyysical capital ratio, LYO is the
log of initial real per capita GDP that is usectépture the issue of convergence, and
POP is the population growth in percent. We alsothe other control variables like
trade openness (OPEN), inflation (INF), and governiisize (GOV) for robustness

of our results. In our estimation only inequalit@INI) is treated as endogenous
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which is instrumented by its lagged value, whemhsther variables on right hand
side of equation (1) are treated as exogenous ansbses their lagged valus
To allow for nonlinearity in the relationship, wetend equation (3.19) into a

nonlinear two-regime threshold model,

GROWTH; = [ B11 + B21GINI; ¢ + B31HK; 1 + PaaLY0i 1 + P51 POP; 1 |.1.(HK; < 'y)
+[ 12 + B22GINI; ¢ + B3oHK; r g + PaalY0; g + BsaPOPi e q].L(HK; > 7) +uy
(3.20)
GINI;; = [ay; + ap1GINI; 4 + a3 HK; ;1 + a41LY0; 4 + a5:POP; 1 ].1. (HK; < 7)
Hayy + apGINI g + a3 HK e g + @gpLY 00 + a5y POP 4] L (HK; > ¥) + vy,
(3.21)

where, I(.) is the indicator function which takée tvalue unity when the expression
in parentheses is satisfiddK; is the threshold variable;is the threshold parameter
which is assumed to be same in equations (3.20&8d) andy € I, wherel" is a
strict subset of the support BiK;; andGINI; is instrumented by its previous value.
This model permits the regression paramet@s, (B2, @i1, 2iz; Vi =1,2,..,5) to
switch between regimes depending on whethiy is smaller or larger than the
(unknown) threshold value

Equation (3.20) can easily be estimated using argliteast square (OLS)
through concentration method as suggested by H428€0) when all the regressors
are exogenous. In this method, we estimate thatibteé valuey by minimizing the
concentrated sum of squared errors (SSE) funciibe. procedure searches for the
possible values of that minimize the SSE function. Once the estindte (7 ) is
obtained, we can estimate the regression coeffgigd},, fi,; Vi = 1,2,...,5) and
variances. Since the thresholdis not identified under the null hypothesis of no
threshold effect, we may encounter the ‘nuisaneeameter problem in the presence
of which the standard asymptotic tests become aodstd. In order to avoid this
problem Hansen (1996) provides a heteroscedastioitgistent Lagrange multiplier

(LM) test for the presence of a threshold and psepoa bootstrdp procedure to

%0 We also estimate our threshold regressions byguisitial values of GINI instead of using current
values with instruments. Comparing these resulth wur current specification, we observe minor
improvements in the significance of overall thrddhestimates. Further, magnitude of the coefficient
on inequality changes up to some extent, whersasgh remains unchanged.

% It is defined as follows: first, define the pseddpendent variable;¥ & (y).; whereg (y) is the
estimated residual under the unrestricted modelefrhy and n; is independent and identically
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obtain the p-values, showing that this procedumsipces asymptotically correct p-
values.

However, the threshold estimation methods propaséthnsen (1996, 2000)
are restricted to regression models where all 4ingimd side variables are exogenous.
Since the inequality variable (GINI) is endogenopsssibly because of feedback
from growth to inequality or because of the comneffects of omitted variables on
both growth and inequality, we implement the Cased Hansen (2004) threshold
regressions model with instruments to control folageneity.

According to Caner and Hansen (2004) the paramiteyguation (3.20) can
be estimated in a sequential way. First, we es@nemuation (3.21) using OLS
method and obtain the fitted values of our endogsna@riable (GINI). Second, by
substituting the fitted values of GINGINT;) back in equation (3.20) we estimate
threshold parameter using OLS through concentration method as discliabeve.
Third, based on threshold estimatg) (we split the whole sample into two
subsamples and employ the generalized method ofemisn{GMM) method on the

split subsamples to obtain the regression estimabés equation (3.20)

(Biv, Biz; Vi=12,..5).

distributed (i.i.d.) N(0,1). Second, replace orajirdependent variable with;'Yand obtain the
estimated variances of residuals under restrictellumrestricted models. Finally, calculate the Wald
statistic and its supremum (SupW?*). The resultamgremum (SupW*) has the same asymptotic
distribution as SupW which is calculated using imiad) dependent variable. Thus by repeated
simulation draws, the asymptotic p-value of thdist8upW can be calculated with arbitrary accuracy
(see Hansen, 1996; Caner and Hansen, 2004).
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3.5. Estimation and Results

In this section we discuss our threshold regressesults using different

measures of HK ratio and their robustness analysis.

3.5.1. Main Results

Our estimates of threshold level and regressiofficants are given in Table
3.1. Table 3.1 uses the HK ratio (HK) as a threshariable, where the human
capital is measured as secondary school enrolmmepeicer. Model (1) is our
baseline model which shows that the threshold esénaf -5.682 is significant at 1%
level. It validates the presence of threshold ¢ffieanequality-growth relationship.
Further, first column of model (1) shows the regi@s estimates when HK is below
our estimated threshold level of -5.682, wherea®rs#® column shows the results
when HK lies above the estimated threshold. Fiestran in model (1) shows that
the effect of inequality (GINI) on economic growsghpositive and significant at 10%
level, whereas it is negative and significant at |#%el after the estimated threshold
as shown in column two. The negative and positiveffecients on HK in columns
one and two respectively show that human capitiglsis important at the initial stage
and the growth is primarily driven by physical dapiaccumulation, whereas it
becomes important in the latter stage of developnsm has a positive and
significant impact on economic growth. We also nibi& population growth has a
negative and significant effect on growth irr