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Abstract
The HF band of radio frequencies, from 3-30 MHz, is unique in its property that it
is refracted by the ionosphere. This property allows long distance radio telecom-
munications around the world without requiring infrastructure. High frequency (HF)
communication has been largely superseded by satellite and cellular technologies
for day-to-day communications, due to the tight bandwidth constraints and technical
difficulties inherent in using it. However there is still a need for HF communications
devices where existing infrastructure is not available, such as in remote or polar lo-
cations, or in emergency situations due to natural disasters.

This research is aimed at the development of an asymmetric HF communications
link, with a battery-powered remote unit that transmits a small amount of data to a
mains-powered base station. New technologies are identified and evaluated for use
in the link, with the aim of reducing the power requirements of the remote unit.

Error correction techniques are investigated. Low-density parity check (LDPC) codes,
which are powerful codes used for forward error correction, are suggested for use
in the link. Quasi-cyclic LDPC codes allow the low-power transmitter unit to use a
computationally simple encoder based on feedback shift registers for generating the
LDPC block codes cheaply. Semi-blind LDPC turbo equalisation is a powerful tech-
nique that can be used at the base station which utilises the structure of the LDPC
code to encode the data stream. This equalises a received signal with a minimal
amount of training data required, reducing the duty cycle of the remote unit. Hybrid
automatic repeat request (HARQ) techniques are also investigated, which increase
the throughput of a link when data repeats are required. A novel HARQ technique
was created and proven to increase throughput in links with noise.

As the proposed system may be deployed in remote locations, or locations where it
might be difficult or undesirable to erect a proper HF antenna, a selection of buried
antennas are characterised.

A design for a remote unit is suggested. This unit was manufactured and used to
test the capability of inexpensive, low power hardware to implement the proposed
remote unit algorithms.
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Chapter 1
Introduction
The problem of long distance communication is one ubiquitous to all of human civil-

isation, from ancient smoke signalling to modern radio and wireless infrastructure.

Communication today is conducted mostly through a well established wired, wireless

and satellite infrastructure which allows near instantaneous communication between

any countries in the world. This infrastructure includes wired and fibre-optic tele-

phone and cable connections to buildings, cellular communications infrastructure,

radio and television broadcast services and the internet. Ad-hoc radio networks are

used where reliance on established infrastructure is undesirable or impossible, such

as for the emergency services or the military.

1.1 Project Description
The aim of this project is to design a digital communications system suitable for long

range, over-the-horizon transmission of information from a remote unit to a base

station, where data transfer will predominantly take place from the remote unit to

the base station. The system must not rely on any external infrastructure such as

satellites or mobile communications infrastructure to aid it in transferring data. This

necessitates operating in the HF (high frequency) band of radio frequencies, from 3-

30 MHz, because this band of frequencies refracts off the ionosphere allowing over

the horizon radio communications. Chapter 2 provides a brief discussion of the HF

channel and speculative channel conditions likely to be encountered.

The communications link will consist of a remote unit and a base station. The remote21



unit will transmit data from a remote location to a base station with a range in the

order of hundreds of miles. The remote unit will be a small, battery powered device

which will be opportunistically placed in a potentially hostile environment. As such,

the antenna is likely to be rudimentary and of poor design, construction and loca-

tion. The receiver station will be a larger unit, mains powered and probably located

within a building. There are as such few limitations to its design and the receiver

will be assumed to be based on powerful hardware or software radio with a high

gain, directional antenna. The remote unit, base station and possible antennas are

discussed in more detail in chapters 10, 11 and 9 respectively.

Due to the nature of the transmitter unit, being battery operated and with a poor

antenna, the system must be designed to work in very low signal-to-noise ratio con-

ditions. This necessitates careful consideration of error detection and correction

techniques. Forward error correction (FEC) will be used to encode redundancy into

the transmitted data to reduce the bit-error rate (BER) of the decoded data at the

receiver. This will be paired with automatic repeat-request (ARQ), in which resends

of any erroneously received data from the receiver to the transmitter are requested

by the receiver. Chapter 7 discusses modern FEC and ARQ techniques suitable for

the system.1.1.1 Project motivations
Most of the recent product development of HF-band radio systems has focussed

upon providing wide bandwidth systems capable of supporting high data rates (in

the region of 9,600-19,200 bps). There is also currently a lot of interest in the estab-

lishment of secure communications networks, monitoring of the HF spectrum, and

performing direction finding on detected signals for defence and national security es-

tablishments. Most of the modern standards, such as the forthcoming United States

military standard MIL-STD-188-110C and the Digital Radio Mondiale [6] reflect this.

Due to the practical difficulties associated with using HF communication links, to-

gether with the well established worldwide communications infrastructure, less em-

phasis has been placed on developing smaller, portable and power efficient sys-

tems. Such devices may, however, prove useful for a range of applications where

the established communications infrastructure is either difficult to use or unavail-

able. Remote monitoring stations, for example meteorological or seismic detection

systems may be located out of cell phone range. In the north and south poles, it22



becomes difficult to establish communication links with satellites, and impossible to

do so at latitudes further north or south than 82Æ. Such applications are unlikely to

require high bandwidth bi-directional links. However they are unlikely to be mains

powered therefore power efficiency is of high priority.

As mentioned in the previous paragraph, the applications for which a low-powered

link would be useful may typically be asymmetric, with a remote, unmanned unit

sending data back to a base station. The amount of data sent is unlikely to be a

large amount, perhaps simple readings from a variety of sensors that are compiled

and sent in a burst every few days. The base station would most likely be manned

and, as such, have access to mains power supplies. This project therefore focussed

upon the development of such a system. The work performed was mainly research

into techniques that allow the implementation of a remote unit that transmits data

to a base station, keeping the remote unit’s power requirements to a minimum by

using more complicated, processor intensive algorithms at the base station. The

remote unit hardware is based around a low power DSP (digital signal processor)

microcontroller. The design of the remote unit is important in the respect that over-

complicating its design is likely to increase the power requirements. The base station

was based around a software radio platform. This allows a high-performance, scal-

able solution whereby the computational and signal processing power of the base

station can be increased by using a more powerful computer system, or even a net-

work of computers, to perform processing of the received data after receiving the

transmission.1.1.2 System Block Diagram
Figure 1.1 shows a system block diagram for the proposed communications link.

Data to be sent is represented by the top left block, this is then encoded with FEC

code to add redundancy to the signal. The block after this is a repeater block which

will arrange for repeats of the transmitted data to be sent on request from the re-

ceiver via the feedback link. The next block on the path is modulation, which repre-

sents the transform of the string of data bits to symbols suitable for sending through

the channel. The channel block is representative of all the effects of the HF chan-

nel including multipath Rayleigh fading, Doppler spread, Doppler shift and additive

noise. The equaliser block represents a section of the receiver station that attempts

to compensate for the channel’s effects on the received signal to optimise demod-23



ulation. The next block, demodulation and clock recovery, is representative of the

process of demapping the channel symbols back to a string of data bits. The origi-

nal data clock must be recovered from the received signal to perform this operation.

FEC decoding removes the redundancy from the data signal, this block is also as-

sumed to detect errors in the decoded signal (i.e. detect a decoding failure) in which

case a repeat request is issued via the feedback link to the transmitter. The feedback

link is depicted separate from the channel because, although the physical conditions

are likely to be similar, the modulation techniques are likely to be different, due to

the low bandwidth nature of the feedback link (a minimum of one signal is required

to acknowledge valid data decoded at the receiver).

Tx Data FEC Encode Data Repeat Modulation

Channel

Clock
Recovery/

Demodulation
FEC Decode

Repeat
Request

Channel
Equalisation

Feedback
Channel

Rx Data

Ionospheric channelFigure 1.1: Block diagram of the proposed system
1.2 Synopsis of original work
A number of techniques suitable for use in a modern HF modem were developed

and implemented using the GNU (GNU’s not Unix - a collaboration of open source

developers) Radio software radio application programming interface (API) and the

Ettus technologies universal software radio peripheral. They were developed to im-

plement the base station test unit for the system. It is intended to release the source

code for these to the public domain in the future. The development of the base

station is described in chapter 11.

The GNU Radio platform was used to realise a software radio based Watterson24



channel model which is capable of operating at RF frequencies. The design and

implementation of this system is discussed in section 2.7.

A novel type II hybrid-ARQ (HARQ) technique has been devised which increases

the throughput of a system over that expected from conventional chase combining

of random bits which requiring the same simple acknowledge/negative-acknowledge

(ACK/NAK) capable feedback link. This is discussed in section 7.10 and a perfor-

mance evaluation is given in section 12.5.

A software radio system based capable of receiving and performing channel equali-

sation on low density parity check (LDPC) coded data corrupted by AWGN (additive

white Gaussian noise) and the ITU-R (international telecommunication union - radio-

communication sector) recommended HF channels using semi-blind turbo equalisa-

tion was developed. The technique is described in section 8.3. A performance

evaluation was performed and the results are presented in section 12.3.

A number of buried antennas were designed and there performance was evaluated.

The design and evaluation results are presented and discussed in chapter 9.

A printed circuit board (PCB) was developed and manufactured to implement the

remote unit of the proposed system. This was intended as a proof of concept to

prove that a serial tone modem that encodes data using the modern LDPC forward

error correction technique could be implemented on a low power fixed point DSP

controller. The design of this board is described in chapter 10.
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Chapter 2
The HF channel
The frequency band between 3-30 MHz, known as the high frequency, or HF band

has interesting properties that allow beyond line of sight (BLOS) communications. In

this frequency band, the radio signals will ’reflect’ (or, more accurately, refract) from

an electrically charged layer of the atmosphere known as the ionosphere. Below this

band of frequencies radio signals tend not to be reflected sufficiently to reflect back

to earth, and above these frequencies signals will tend to be absorbed more read-

ily by the atmosphere, attenuating the signals too much for effective long-distance

communications.

2.1 Ionospheric Reection
The ionosphere is the upper region of the Earth’s atmosphere, starting at an alti-

tude of approximately 80 km. In this region the atmosphere is ionised strongly by

solar radiation and it is so sparse that electrons ejected during the ionisation pro-

cess can exist freely for a substantial length of time before they are reabsorbed by

an ion. These properties result in a high free electron density in this region, up

to approximately 1011 electrons/m3 [7]. These areas of high electron density have

the effect of reflecting (or more accurately, refracting) incident radio signals back to

earth, which allows for long distance, over the horizon radio communications in the

frequency band associated with the reflections. The frequency band used for iono-

spheric communications through a given channel is a function of the electron density

of the ionospheric layer upon which it is reflected and the incident angle of the sig-26



nal. The electron density is dependent on the amount of ionisation taking place from

irradiation by the Sun; seasonal changes and the sunspot number, which is closely

correlated with solar activity, are as such also factors influencing the ionospheric

channel.

The composition of the ionosphere, coupled with the effects of height variation on

the pressure-sensitive ionisation process, manifests distinct layers of high electron

density at different altitudes. These are described in the following subsections.

D

E

F1

F2

Figure 2.1: The HF channel layers
2.1.1 The D layer
The D layer is the lowest layer of the ionosphere, forming between the altitudes of

60 to 90 km [7]. It is only seen during daylight hours and mainly absorbs HF signals.2.1.2 The E layer
The E-layer sits from approximately 90 to 130 km above the earth’s surface and

reaches its maximum ionisation when the sun is at its zenith at noon [7]. This layer

discharges slower than the D layer, reaching its minimum ionisation at midnight. It

reflects signals of less than 10 MHz in frequency but can contribute to absorption

losses of higher frequency signals. Its location closer to the surface makes it useful

for short range or near-vertical incidence skywave transmissions where the trans-

mitter and receiver are less than 500 km apart.

Occasionally patches form in the E-layer with a higher ion density than the sur-

rounding atmosphere, due to pressure effects such as wind shear. These patches27



can reflect much higher frequencies. They are known as sporadic-E (Es ) and are

most pronounced in the summer months.2.1.3 The F layer
The F -layer forms at altitudes between 130 to over 500 km, where ions recom-

bine slower than the other layers [7]. At night time it is roughly homogeneously

distributed, but at daytime two distinct layers are formed; the F1 layer lower than

250 km and the F2 layer higher than that. The F1 layer is more pronounced over the

summer months and during periods of high solar activity. The F layer can reflect

frequencies from between approximately 10 MHz to 30 MHz and is responsible for

most skywave broadcasts.

2.2 Maximum and minimum usable frequencies
The changing properties of the ionosphere, including the daily and seasonal vari-

ations of the layers give rise to a definable range of frequencies within which a

transmission can theoretically take place at a given signal to noise ratio (SNR). The

range is defined by a maximum and minimum usable frequency, which are generally

referred to in the literature as the maximum usable frequency (MUF) and lowest us-

able frequency (LUF). It is important that a reasonable estimate of these parameters

is known before communications are attempted, and they rely on a number of factors

such as geographical locations of transmitter and receiver, date and time. Programs

such as VOACAP [8][9] (voice of America coverage analysis program) automatically

estimate these parameters from an internal model (discussed in section 5.6.1).

2.3 E�ects of the ionosphere on skywave signals
The ionosphere is not uniform and is constantly in motion. This, combined with its

multiple layers, result in many different forms of distortion including Doppler shift and

spread, multipath and fading.

28



2.3.1 Doppler shift
The properties of the ionosphere are constantly in flux; daily and seasonal varia-

tions, and changes in solar activity cause the electron density of the ionospheric

layers, as well as their heights, to change dramatically. These changes result in a

Doppler shift on a reflected signal as the layer shifts in altitude over the course of a

transmission.2.3.2 Doppler spread
When a signal bounces off a layer in the ionosphere, the signal seen at the receiver

is an ensemble of reflections reflected from different positions around the mean point

that the signal is reflected. This is due to the fact that the ionosphere is not perfectly

uniform. A good analogy to this is watching a sunset reflected on the sea. The small

perturbations in the water (the waves), cause the reflection of the sum to be spread

out over a wider area. This process introduces Doppler spread into the signal, as the

ionosphere is constantly moving (like the waves in the ocean). The Doppler spread

of a signal is the amount by which the received components of the signal differ in

frequency, this can also be described by means of a Doppler spectrum, which is in

essence the probability density distribution of the received signal frequencies. The

bandwidth of a Doppler spectrum is the Doppler spread. Doppler spread is closely

related to fading, which is discussed in the next section.2.3.3 Fading
Interference between the components of a Doppler spread signal, which will have

different time of flights with respect to each other, manifests as a random phase

and amplitude change of the received signal. When the received signal is in flux

(for example when the signal is bounced off a moving reflector) it gives rise to fad-

ing [10], which is observed as random fluctuations of the received signal’s phase and

amplitude. Two common fading models used in communications systems analysis

are Rayleigh fading and Rician fading. The former assumes that a signal received

through a channel is subject to amplitude variations given by the Rayleigh distri-

bution, this assumes a large number of scatterers (originating in the ionosphere).

The latter is similar but assumes an additional strong line-of-sight signal with no29



such distortion. The Rayleigh fading model is typically used for HF systems analy-

sis and channel models such as the Watterson model [1] because the typically long

distances involved cause Doppler spreading of all received signals.

Fading channels can be sub-categorised by the characteristics of the fading with

respect to the signal. If the bandwidth of the signal is less than the channel’s co-

herence bandwidth, i.e. the amplitude and phase change can be assumed constant

through the whole bandwidth of the signal, then the term flat fading is applied. This

might not happen in wideband signals, in which case the term frequency selective

fading is used. If the fades happen quickly compared to the sampling frequency of

the signal, such that a deep fade might begin and end within a symbol period, then

this is known as fast fading. This is typically more difficult to compensate for than

the converse, slow fading, which happens more slowly and has an effect over the

course of many data symbols. These properties have implications for the design of

the equaliser used to receive the signals.2.3.4 Multipath distortion
In addition to the Rayleigh spreading mentioned above, another related distortion

seen in the HF channel is multipath. Multipath is a phenomenon seen when a signal

takes more than one path to get from the transmitter to the receiver. Different paths

will, in general, be of different lengths and correspondingly impose different delays

on their signals, therefore a received multipath signal is the superposition of multiple

time-delayed images of the original transmitted signal. Multipath can occur in a HF

context with two skywave paths, one of which refracts once off the ionosphere and

the other which refracts twice or more, reflecting off the ground between. In addition

to these, ground waves are also present, which result from diffraction of radio waves

around the earth surface. Each of these paths will result in a different image being

seen at the receiver. Multipath exists in all communication systems but in long range

HF systems the distortion is particularly severe as the long distances involved result

in delays in the order of milliseconds from when the first image is received to the

last.

Figure 2.2 shows four different types of multipath, clockwise from the top left, these

show the signal refracting from two different layers simultaneously, i.e. not all of

the power is reflected at the E-layer and some passes through to be reflected by

the F-layer. A similar type of multipath to this can occur when a high incidence30



component of a transmitted signal is reflected in the ionosphere slower than a lower

incidence component, resulting in a longer path for the former. The second diagram

shows a skywave and ground wave combining at the receiver to form multipath,

where the ground wave has a shorter path. The bottom right diagram shows a

phenomenon known as magneto-ionic splitting whereby a signal being transmitted

into the ionosphere is split by the earth’s magnetic field into two oppositely polarised

signals known as the ordinary and extraordinary components of the original signal.

The paths of these two components can differ in length resulting in multipath. The

last diagram on the bottom left is the case of multiple hops discussed above, where

a transmitted signal can bounce multiple times off the ground and ionosphere.

Doppler shifts imposed upon the signals travelling through different paths by the

altitude shifts of the ionosphere may be different for each path. A groundwave is

likely to have a very low (or non-existent) Doppler shift, due to the signal not scatter-

ing as it would when reflecting off the ionosphere, whilst paths taking multiple hops

may have much higher Doppler shifts. This is because Doppler shifts from the iono-

sphere at each reflection are likely to be correlated. When two paths are received

with different, varying Doppler shifts, frequency selective fading can act on a part of

the signal. As the Doppler shifts of the paths change relative to each other, fades

can move across the bandwidth of the signal.
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Figure 2.2: Possible paths that a HF signal can take
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2.3.5 Compensating for ionospheric distortion
The Rayleigh fading and multipath distortions observed in a received signal will re-

duce the performance of many radio receivers as phase distortions cause symbols

to be decoded incorrectly and amplitude fades cause the signal-to-noise ratio (SNR)

to decrease sharply. To compensate for these effects radio receivers use channel

equalisation, which implements techniques designed to correct the phase and am-

plitude of the received signal using prior knowledge of the signal and channel prop-

erties, which may be a intrinsic in some encoding scheme used on the signal at the

transmitter, or by known training data that is sent alongside the unknown data pay-

load of the transmission [3]. To help correct for deep amplitude fades, which cause

the SNR to dip to a level so low as to make any data transmitted during that fade

effectively unrecoverable, a combination of forward error correction (FEC) and inter-

leavers can be used. The interleaver has the effect of spreading a burst of errors,

resultant from a deep fade, evenly across a much longer length of the transmission.

This gives the FEC mechanism a greater chance of faithfully recreating the original

data.

Chapter 8 gives a description of the FEC coding and equalisation techniques which

were decided upon for integration into the final system. A family of low density parity

check (LDPC) codes was chosen. An LDPC encoder has the effect of spreading the

information from the original data bits throughout a generated codeword, somewhat

negating the requirement for an interleaver. Also the properties of an LDPC coded

signal can be used to build an estimate of the channel from which the data was

received and can therefore be used to equalise the received signal.

2.4 Noise
Noise seen in the HF channel comes from a variety of sources and can be broadly

categorised as from Gaussian noise sources, narrowband interferers and impulsive

sources [2].

Gaussian noise sources include both man made and natural sources such as galac-

tic noise, originating from outside our planet, thermal noise generated within all

electronics hardware as a function of its temperature and man made noise. In highly

populated areas there is obviously generally a higher magnitude of man made noise33



than observed in rural or remote areas.

Narrowband interference is generally a result of other radio transmissions being

attempted at similar frequencies, the magnitude of narrowband noise observed is

dependent on both the geographical location and the time of day; highly populated

areas such as central Europe see a congested spectrum as many users attempt are

attempting to utilise the HF channel simultaneously [2][11], and usage patterns are

liable to change during the course of a day as people go to bed and the range of

available HF frequencies changes.

Impulsive sources, which can be modelled as filtered Dirac delta functions, can be

either man made or natural. Lightning strikes from nearby storms are a common,

natural source of such noise.

2.5 Modelling the HF Channel
Modelling of a communications channel, in the context of a digital, discrete time

system, can be accomplished by assuming that the channel transfer function can be

instantaneously modelled by a finite impulse response (FIR) filter, h[nT ] (where T is

the sampling period and n is an integer) with N taps, where N = tc :fs , tc denoting the

settling time of the channel when fed an impulse and fs = 1=T denoting the sampling

frequency (or symbol frequency) of the received (or demodulated) signal. The taps

of h[nT ] correspond to the impulse response of the channel. A noise function � is

then added to the output of h[nT ], and is often assumed to be white Gaussian noise

with an amplitude sufficient to model the observed SNR of the signal at the receiver.

Communications channels, such as the HF channel, can be time variant. Long term

variations, i.e. those that do not effect any significant changes over the course of

a packet transmission, such as changes in the maximum usable frequency (MUF)

and lowest usable frequency (LUF), can be assumed to be static when modelling a

channel. However short term variations that can appreciably change the parame-

ters of a channel over the course of a packet’s transmission time must be accounted

for. A common example of such a short term variation is the phase and amplitude

variations in the channel resulting from Rayleigh fading and multipath in the received

signal. To simulate these short term variations, it is generally required that the taps

of h[nT ] change during the course of a transmission. In simple terms, each tap of34



h[nT ] can be considered a separate path seen at the receiver (it is possible to have

‘padding’ taps with a value of zero if the time delay between received multipath com-

ponents is large compared to its symbol rate), each tap will have a complex value

which defines the instantaneous phase and frequency distortion of the received sig-

nal component from the corresponding path.

In addition to changing the channel model parameters, Doppler shift of the received

signal ought also to be modelled. This is an effect resultant from the time varying

altitude of the ionospheric layers and manifests as a frequency shift of the received

signal [12]. This can typically be accomplished by multiplying the received signal

with a complex frequency.2.5.1 The Watterson channel model
In his 1970 paper [1] Watterson proposed an ionospheric HF radio channel sim-

ulator based on the fact that the properties of a band-limited HF channel change

slowly enough that they can be assumed to be invariant over short periods of time

(less than ten minutes). The model uses a delay line, tapped at intervals corre-

sponding to multipath delays of a simulated channel. Each tap is multiplied with

a complex, normally distributed, random process with a bi-variate Gaussian power

spectrum; that is the sum of two Gaussian curves corresponding to the ordinary

and extraordinary magneto-ionic components of the path. Figure 2.3 shows the tap

gain spectrum of a Watterson model tap gain function, where �si and �si denote the

standard deviation and centre, respectively, of each Gaussian function. The random

processes can be modelled by filtering white Gaussian noise through a Gaussian

filter. Suitable tap values are found by taking the inverse Fourier transform of the

Gaussian function. When these taps are convolved with a signal in the time domain,

a Gaussian Doppler spread is applied to the signal. See equation 2.1 [13] where the

desired Doppler spread dj is twice the standard deviation.

Figure 2.4 shows a block diagram of the Watterson model. The incoming signal is

fed into a tapped delay line, each tap is multiplied by an independent complex tap

gain function, and the result is added together giving a multipath Rayleigh faded

output. It is necessary to input an analytical (complex) signal into the system, which

for real signals requires a Hilbert transform filter placed in series before the input to

generate the imaginary part. 35
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Figure 2.3: Spectrum of Watterson tap gain functions [1]fj(t) = p2e(�tdj )2;�1 < t <1 (2.1)
This equation represents a Doppler spectrum for each tap, where the signal’s spec-

trum is ‘smeared’ over a range given by the width of the Doppler spreading function.

As it is randomly time variant, complex multiplying (mixing) it with an incoming signal

results in Rayleigh fading [10]. This results in amplitude fades, phase disturbance

and inter-symbol interference in the affected signal. It is a common model for nar-

rowband communication signals without a dominant line of sight component. In the

context of HF, it adequately models the atmospheric scattering of a signal on a single

path over long distances.

2.6 ITU HF Channel Recommendations
The CCIR (Comitee consultatif international pour la radio, later inaugurated into the

international telecommunications union) recommended parameters for a Watterson

channel simulator to simulate good, moderate and poor quality HF channels (ITU-

R recommendation F.520-2 [4]). These are defined as multipath channels with two

paths separated by a given differential time, the parameters of which are given in

table 2.1. Both paths have equal mean gains and equal frequency spreads. Additive36
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Figure 2.4: Block diagram of the Watterson model
white Gaussian noise (AWGN) is added before the output of each path. The bit

error rate of a tested communication system is taken against the ratio of the energy-

per-bit to the noise density (Eb=No). These parameters provide measures for the

qualitative analysis of HF communication systems and are popular enough to allow

for quantitative comparisons against other techniques. Figure 2.5 shows the gain

characteristics with respect to time of the three recommended channels, the good

channel exhibits the longest periods of time between deep fades, in the order of tens

of seconds, the poor channel in comparison fades quickly and often, with multiple

deep fades a second. Parameter Good Moderate PoorDoppler Spread (Hz) 0.1 0.5 1.0Path Delay (ms) 0.5 1.0 2.0Table 2.1: The channel model parameters from ITU recommendation F.520-2 [4]
A later ITU recommendation, F.1478 [14], has superseded the F.520 recommenda-

tion, adding parameters for high, low and mid latitudes each in quiet, moderate and

disturbed conditions. Equivalences to the F.520 document are, however, noted in

the document and therefore the F.520 defined channels are still quite adequate for

most applications.
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Figure 2.5: Gain over time characteristics of ITU recommended HF channels2.7 Development of an RF frequency HF channel sim-ulator
A Watterson model was implemented using GNU Radio and a Universal Software

Radio Peripheral (USRP) [15] to create an affordable, versatile channel simulator

capable of real time channel simulation at HF frequencies. The system’s principle

of operation is to use the USRP to receive an incoming HF signal and convert it

to baseband, apply the channel function at baseband and mix back up to HF fre-

quency for transmission at the output. The USRP architecture allows for full-duplex

communications and signal processing is performed in real time on a PC.

Figure 2.6 shows a functional block diagram of the GNU Radio implementation of a

Watterson model. It is functionally equivalent to the block diagram given in Figure 2.4

with two paths. The implementation of the complex taps is also shown, which is

described in the next section.
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Equation 2.1 gives values for the taps of a Gaussian filter such that the elements hn
of the vector of taps h are given by the equationhn(t) = ke�(�fjnTs)2;�N < n < N (2.2)
where Ts is the sample time of the system, the constant k maintains a power gain

of 1 through the filter, and N denotes the length of the filter, where N must be suf-

ficient to allow the tails of the Gaussian function to reduce to an arbitrarily small

value, recommended as at least 0.01 of the value of the largest tap [13]. For a given

Doppler spread of fj the required value of N therefore increases proportionally with

the sampling frequency fs . To avoid excessively long filter lengths and their asso-

ciated processing power overheads a lower sampling frequency fd is used, wherefs = Dfd , with the resultant Doppler spectrum up-sampled to the baseband sam-

pling frequency. The decimation parameter D must be chosen low enough to fit the

bandwidth of the filtered signal within its Nyquist limit.

The constant k is used to maintain a noise power gain through the tap function of39



1; to find this value it is necessary to find the power, Pn of the noise signal out of

the Gaussian filter, which is the power of the white noise signal multiplied by the

power gain of the filter. The transfer function of the Gaussian filter, equal to the taps

function, generated by GNU Radio isH(f ) = fdp�fs e�(�fd f )2 (2.3)
and its power gain is found by integrating its square between -infinity and infinity.Gn = ∫ 11 jH(f )j2 df= fd√�2f 2s (2.4)
The white Gaussian noise generated by GNU Radio is of the form n(t) = nr (t) +ni(t)j , where nr(t) and ni(t) are normally distributed random numbers with a vari-

ance of one. Therefore it has a constant power spectrum ofPn = 2fs W:Hz�1: (2.5)
The power of the signal at the output of the Gaussian filter is thereforePnGn = 2fd√�2fs : (2.6)
To maintain a constant power gain of one through the tap gain function, the following

gain must be placed at the output of the Gaussian filterk =√ 1PnGn =√√√
√

√

fs2fd√�2 : (2.7)
2.8 Veri�cation of the GNU Radio channel simulator
The channel simulator was designed in accordance with Furman’s recommenda-

tion for an improved HF simulator specification [13] and all requirements are met or

exceeded. 40



2.8.1 Output statistics
The output of the simulator, when fed with a single tone input, with one path and no

AWGN, should be Rayleigh distributed which means its probability density function

should be given by pr(y) = 2Ps exp(�y2Ps) (2.8)
where Ps is the power of the scattered signal.
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Figure 2.7: Single path output distribution
To perform the test the simulator was set up to execute with a long vector of ones

as the baseband input and a single channel with 50 Hz of Doppler spread, output

was recorded as a .wav file and subsequently imported and analysed in Matlab.

Figure 2.7 shows the probability density function of the sampled output with the

ideal theoretical response as given in equation 2.8.2.8.2 Veri�cation of Discrete Delay
When the channel simulator is simulating a multipath channel its output is the sum

of two independently Doppler spread and time delayed versions of the input. It is

important that this metric be accurately controllable to simulate a wide variety of

channel conditions. The path delay functionality is controlled by a tapped delay line,

which was implemented as a signal processing block in the simulator written in the

C programming language. 41



The multipath delay times were verified by sending a known wide spectrum signal

through the simulator and then correlating it with the output of the simulator. A

random noise source was chosen as the wide band test signal. Figure 2.8 shows

the results obtained from the test for the good, moderate and poor CCIR channels.

The result shows obvious spikes at the correct path delays, showing that the delay

line in the simulator is working as expected.

(a) CCIR Good

(b) CCIR Moderate

(c) CCIR PoorFigure 2.8: Cross correlation of input and output signals
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2.8.3 Veri�cation of Frequency Spread
The Doppler spread is controlled by the tap gain functions which multiply the signals

from the tapped delay line by a Gaussian low pass filtered normally distributed ran-

dom process. To test their functionality a sine wave was fed into the USRP simulator,

and the result was captured on a spectrum analyser. Figure 2.9 shows the output

of the simulator with spreads of 25 Hz, 50 Hz and 100 Hz. Figure 2.9(a) shows

the results of a sine wave control test. This is essentially the result of programming

GNU Radio to feed the input of the USRP straight back into its output. It should be

observed also that these simulations are conducted in the HF frequency band (at

RF), demonstrating that the simulator is capable of simulating at these frequencies.

The tests were all performed using two simulated paths.

The results show that the frequency spread from the simulator is accurate, it is clear

from Figure 2.9 that the 3 dB bandwidth of each simulated channel is equal to the

programmed spreading frequency. The frequency distribution is also correct, follow-

ing a Gaussian distribution. There are some spurious peaks visible on Figures 2.9(a)

and 2.9(b), the source of these was not discovered.

2.9 Further Work
The channel simulator at present has been tested with a maximum of two paths

but this number can theoretically be increased indefinitely (computer processing

resources allowing). The Doppler spread was correct for the values tested but fur-

ther verification of the simulator could take place at very low spreading frequencies

(<1 Hz). This will require the use of a very high resolution spectrum analyser. The

spreading function itself can be examined and the Gaussian low pass filter improved

to give bi-variate Gaussian output (as described by Watterson [1] and seen in Fig-

ure 2.3).

The GNU Radio platform itself should be able to support more complicated channel

models that may be more suitable for wider band communications system. At wider

frequencies the Watterson channel model becomes less representative of a real HF

channel, due to it not modelling frequency selective fading, and therefore could be

replaced in preference of a more appropriate model. The processing power, adapt-

ability and useable RF bandwidth of a GNU Radio platform makes it a compelling43



choice for the implementation of such wide band channel models.
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(a) Sine Wave Control (b) 25 Hz spread

(c) 50 Hz spread (d) 100 Hz spreadFigure 2.9: Spectrum Analyser Plots of Simulated Doppler Spreads
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Chapter 3
HF Standards
This chapter describes the common standards used by amateur and military com-

munications systems. There are a multitude of standards that have been defined,

which typically have a low data rate and high robustness to poor channel conditions

and noise compared to other wireless standards (such as IEEE 802.x). This is due to

the low available bandwidth and availability in the HF band, and the difficult channel

conditions encountered.

3.1 Historical and amateur standards
Some of the first HF communications systems were radio teletype (RTTY) type de-

vices, which uses a binary data modulation technique, encoding characters as 5-bit

codes and transmitted data on two tones, one for a ‘1’ and another for a ‘0’, effec-

tively a simple frequency shift keyed (FSK) system. The tones are typically spaced

170 Hz apart. The baud rate is typically 45.45 symbols/s, allowing approximately

one word a second, the spectral efficiency of this technique is, however, very poor

for its data rate. The frequency tones are spaces 170 Hz apart, resulting in a signal

bandwidth of approximately 200 Hz. The 5-bit codes allow only a limited number

of characters to be transmitted, but a ‘shift state’ is used to double the number of

available characters by sending a special code. There is no error correction used as

standard with this technique.

Hellschreiber is a technique introduced in the 1920s [16]. Known as facsimile-RTTY

(FAX-RTTY), it encodes data into pixels, in a similar way to how a fax machine works.46



It is capable of sending text and pictures and originally used the standard RTTY

waveform for sending pixel values. In the 1990s Hellschreiber began to be used

over different modulation formats such as phase shift keying (PSK) and multiple

frequency shift keying (MFSK).

Multiple frequency shift keying (MFSK) [17] was introduced in the 1960s, originally

as ‘Piccolo’ by the UK government. It is a variation of FSK which uses multiple

frequencies to represent the bits of a data transmission. The tones are used to

generate orthogonal symbols, such that for M frequency tones each symbol can

typically carry log2M bits of data. For this reason M is normally chosen to be the

square of an integer. MFSK8 and MFSK16 (which use 8 and 16 tones respectively)

were introduced for use by the amateur radio community. Later, ‘Olivia’ MFSK was

introduced which was optimised for use in very poor channel conditions, at SNRs as

low as -10dB. Olivia is currently one of the more popular standards used by radio

amateurs in very poor SNR conditions.

Simplex teletype over radio (SITOR, referred to by the amateur radio community

as amateur teleprinting over radio, or AMTOR) [18], is a technique introduced in

the 1980s, but has been out of use since the 1990s, having been superseded by

packet teletype over radio (PACTOR) [16]. It uses 7-bit codes which are sent at 100

baud, using the same 170 Hz spacing as RTTY, and uses error correction on the

transmissions.

PACTOR was developed from SITOR and packet radio, which packetises transmitted

data. It uses the same FSK modulation as RTTY, but the packetisation process pro-

vides increased bandwidth efficiency. It also uses the error correction techniques

used with SITOR/AMTOR. When PACTOR was released in 1991 it quickly super-

seded SITOR/AMTOR. The PACTOR II and PACTOR III [16] variants are faster,

enhanced modes which utilise data compression. They are licensed by SCS, the

German company which initially introduced the standard.

Clover and G-TOR are two standards that were introduced to compete with

PACTOR [16]. They use phase shift keyed modulation and are both faster than

PACTOR, with better error correction, allowing them to perform well even under poor

HF conditions.

PSK31 is currently one of the most popular standards used by the HF amateur radio

community [16][19]. It uses binary phase shift keying (BPSK) at a data rate of 31

baud, hence the name. Its popularity stems from its very narrow bandwidth com-47



pared to most other standards, which allows many users to use the limited available

HF bandwidth and allows very low power operation. It has, however, a relatively

slow data rate. There is no error correction as standard on PSK31. There are a

number of other PSK standards, all denoted by PSKN, where N denotes the baud

rate. These include PSK5, PSK10, PSK63 and PSK125. There are variants of these

standards with 1/2 rate forward error correction added, which are denoted by adding

an ‘F’ onto the end of the name. PSK63F, for example, uses error correction and

has approximately the same data rate as PSK31.

Multi-tone 63 (MT63) [16] is an amateur radio standard which uses orthogonal fre-

quency division multiplexing (OFDM) to modulate data onto 64 parallel tones. For-

ward error correction is added to the data as standard. It is very fast compared to the

other HF standards, and resistant to poor channel conditions. However it also uses

a much wider bandwidth, and can drown out other transmissions. For this reason it

is not commonly used by radio amateurs, and is more suited to live operations that

require a high data bandwidth.

3.2 ITU-R radio recommendations
The International Telecommunications Union (ITU) is an international body which

is responsible for standardising, disseminating and overseeing the development

of telecommunications technology worldwide. The radiocommunications sector is

known as the ITU-R, and originates from the Comit Consultatif International pour la

Radio (Consultative Committee on International Radio or CCIR), which became the

ITU-R in 1992. The ITU-R publish recommendations for the design and simulation

of radio communications systems, including those for use in the HF band.3.2.1 Ionospheric channel simulation recommendations
The ITU-R (formerly CCIR) recommendation F.520-2 [4] is a well cited document de-

tailing recommendations for the design and implementation of a HF channel model

to simulate narrow-band ionospheric channel conditions. Watterson channel

model [1] parameters such as duration, depth and frequency of fades, suggested

Doppler shifts and multipath delay times of a channel simulator are suggested, and48



a number of channel models are defined, including the ITU-R ‘good’, ‘moderate’

and ‘poor’ channels, which are widely cited and used to benchmark the throughput

of modulation, equalisation and error control techniques in the literature. The ex-

istence and wide use of these channel models provides a good basis for deriving

performance comparisons between such techniques, and also provide a reasonable

estimate of how they might be expected to perform in various real channels.

In 2000 ITU-R recommendation F.520-2 was officially withdrawn and replaced by

recommendation F.1487 [14] which expands upon the former publication. In this

document values are defined for channel models representative of disturbed, mod-

erate and good conditions in each of low, medium and high latitudes. Three of these

models are equivalent to the original ‘good’, ‘moderate’ and ‘poor’ channels defined

in recommendation F.520-2. This document additionally provides expected perfor-

mance surfaces of simple modems using the described simulators.

Another interesting recommendation, useful for the design of simulated channel

models, is P.372-8 [2], which describes and characterises radio frequency noise

in links, and provides average measured values. Many sources of noise are consid-

ered including man-made interference, atmospheric and galactic noise, and compre-

hensive descriptions of and models for these noise sources are postulated. Noise

Figures are given as functions of frequency and for different geographic locations.

3.3 MIL-STD-188-110
The US military standards section 188 (MIL-STD-188) are interoperability standards

defined by the US military for compatibility between radio communications devices.

Of particular interest to the this project is the standard for interoperability between

data modems, MIL-STD-188-110B [20]. This is a very widely used standard for

digital communications systems and is widely cited in the literature for performance

testing of new techniques.

MIL-STD-188-110B defines a number of waveforms including defining packet for-

mats, modulation techniques, interleaver lengths and other parameters of interest.

Waveforms are defined which support bit-rates from 75-12800 bps. Single-tone

modulation techniques chosen include frequency shift keying (FSK), phase shift key-

ing (PSK), quadrature amplitude modulation (QAM). A 39-tone modulation format is49



also proposed for using parallel tone techniques. The standard has been designed

for a 3 kHz (voice channel) bandwidth.

Forward error correction coding is defined for use with each bit rate, this ranges from

a code rate of 1/16 for the lowest bit rates to no coding on the transmitted data. The

suggested codes to be used in the standard are tail-biting punctured convolutional

codes, although other codes can be used.

MIL-STD-188-110C is an updated standard, and at the time of writing it is still in

the process of being developed. It is expected that this standard will build upon the

current (110B) standard by expanding maximum channel bandwidths up to 24 kHz,

and correspondingly increasing supported bit rates.3.3.1 Packet format
The following describes the packet format used for the serial tone waveforms of

MIL-STD-188-110B as it relates directly to some of the work performed during this

project. Figure 3.1 shows the MIL-STD-188-110B single-tone packet structure. At

... ...
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Figure 3.1: The MIL-STD-188-110B single-tone packet structure
the start of a transmission, a 287 symbol preamble is transmitted, then transmission

of ‘frames’ commences. One frame consists of 256 data symbols and a ‘mini-probe’

of 31 symbols. After 72 frames have been transmitted, a 72 symbol subset of the

initial preamble is inserted into the transmission. The combination of the mini-probe

at the end of the 72nd frame and these extra 72 symbols forms a 103 symbol probe

sequence. This probe is inserted every 72 frames. The preamble, probe and mini-

probe features of the packet are used by the receiver to detect, synchronise and

equalise the packet and thus maximise the probability of successful receipt of the

data. 50



3.4 NATO HF STANAGs
The North Atlantic Treaty Organisation (NATO) maintains and releases a number

of documents that define common properties and parameters that various military

devices require. They are termed ‘standard agreements’ or STANAGs for short.

For radio communications devices they typically define standards for interoperability

of devices such as modulation techniques and waveform definitions. Some of the

relevant STANAGS are detailed below.

STANAG 4197 [21] defines the required characteristics for a modem used to trans-

mit digital voice data at 2.4kbps. It defines a 39-tone parallel tone waveform be

used for data with a subset of 16 tones used to transmit a 240-bit transmission syn-

chronisation preamble. Each tone transmits two bits per frame (QPSK encoding). A

coding specification is defined based on Golay codes. The document concludes with

an evaluation of the performance of the modem in noise and with varying Doppler

shift.

STANAG 4205 [22] defines technical standards for hardware used in military HF

communications devices. It covers minimum acceptable performances of various

subsystems such as the stability and phase noise of local oscillators and the linearity

of amplifiers. This standard could form a good design basis for any HF hardware.

STANAG 4285 [23] defines characteristics for serial tone modems operating at 1200,

2400 and 3600 bps. The waveforms are all identical save for the type of modula-

tion that is used (binary-PSK, quadrature-PSK and eight level-PSK respectively). A

frame structure is defined for a packet length of 256 symbols, where 128 are data

symbols, 80 are synchronisation symbols and 40 are reference symbols (equiva-

lent to the mini-probe symbols observed in the MIL-STD-188-110B waveform). Fig-

ure 3.2 shows the details of the packet structure. It is evident with this packet that

the overhead for transmitting the preamble is 50%, which is higher than that of the

MIL-STD-188-110B packet structure.

STANAG 4285 continues to perform a thorough evaluation of the error performance

of an example modem in AWGN and using the ITU-R moderate and poor chan-

nels without any forward error correction coding. Further to this, the relationship

between the error rate of the waveform and the Doppler spread of the channels is

also graphed. 51
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Figure 3.2: The STANAG 4285 single-tone packet structure
STANAG 4415 [24] defines waveform standards for HF modems operating in very

poor channel conditions. It is designed for 75 bps data transmissions and is, in fact,

identical to the 75 bps mode of the MIL-STD-188-110A specification. The waveform

is specified to give low bit error rates at low SNRs of approximately 0dB even with

very high values of Doppler spread within the channel (40-50 Hz). Helpfully this

document provides an appendix with the code required to implement this waveform

in the C programming language.

STANAG 4538 [25] defines characteristics of a standard automatic link establish-

ment (ALE) system for use to ensure interoperability of military HF communications

devices. Its scope is set at a somewhat higher level than the remainder of this

project, which primarily investigates lower level modem functionality such as error

control coding and equalisation.

STANAG 4539 [26] defines general non-hopping HF waveforms for links from 75 to

12,800 bps. The waveforms inside are designed to be interoperable with the MIL-

STD-188-110B standard described above, and the two documents are very similar.

The STANAG 4539 serial waveform is identical to the MIL-STD-188-110B waveform

given in Figure 3.1. The document gives a performance evaluation of the differ-

ent combinations of parameters possible for a modem system, these data are very

similar to those presented in [20].

3.5 Digital Radio Mondiale
Digital radio Mondiale (DRM) [6] is a recent digital radio standard that provides stan-

dards for digital radio transmissions up to 174 MHz, using typical channel band-

widths of 9 to 10 kHz, but with support for narrower bandwidths of 4.5 to 5 kHz and

wider bandwidths of 18 to 20 kHz. It is positioned to overtake analogue AM and FM

radio signals by providing much better sound quality for the same bandwidth.52



DRM uses coded orthogonal frequency division multiplexing (C-OFDM) [27] which

is a modern, robust modulation technique that provides a good spectral efficiency

and resistance to noise and channel conditions. The OFDM technique is discussed

in section 6.3. The coding technique used is multilevel coded modulation (MLCM),

which is similar to trellis coding and effectively maps data to symbols by means of a

trellis, whereby each symbol is determined by the current data bit and a number of

previous symbols.

DRM specifies four different modes for different channel conditions. Mode A, spec-

ifying 19.6 to 30.8 kbps in 9kHz, is for high speed transfer with benign channel

conditions and line of sight links. Mode B, specifying 11.6 to 14.5 kbps for 16-level

quadrature amplitude modulation (QAM) modulation and 17.4 to 27.4 kbps for 64-

QAM modulation in 10 kHz, is for longer range single hop paths typical of interna-

tional European links. Mode C, specifying 9.1 to 11.4 kbps for 16-QAM and 13.7 to

21.5 kbps for 64-QAM in 10 kHz, is for multi-hop transcontinental links. The most

robust is mode D, which specifies 6.9 to 7.5 kbps for 16-QAM and 9.1 to 14.3 kbps

for 64-QAM in 10 kHz, is suitable for very long multi-hop paths and near vertical

incidence skywave (NVIS) use. Modes A and B are suitable for use at all frequen-

cies and can carry high definition audio, while modes C and D are used solely at

short-wave frequencies and with their higher level of protection, lack the capacity

to carry audio of sufficient quality to rival AM broadcasts and are more suitable for

lower speed data links.

The DRM specification additionally specifies source coding techniques for encoding

audio streams such as advanced audio coding (AAC) and MPEG (motion picture

experts group - responsible for a number of well-known video standards), which

provide different levels of audio service. Multiplexing is also specified, such that

a transmission can embed extra information such as signal descriptors and text

messages.
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Chapter 4
System Requirements
This chapter defines the system requirements for the remote and base station units

that would be used in the final system. These are largely based on some roughly

defined specifications from the sponsor, inferences based on these requirements,

and the assumed application of the project results.

4.1 Project Aim
The main aim of this project was to conduct an investigation into modern digital HF

radio communication techniques with a view to identifying suitable, modern tech-

niques and designing a radio communications system suitable for transmitting data

from a battery powered device at a remote location to a mains powered device res-

ident in a base station without reliance on existing infrastructure. The system is

proposed to work for over-the-horizon links at ranges of hundreds of kilometres.

It was desired that a broad range of modern communication techniques be exam-

ined and evaluated, and that techniques suitable for the purposes of the specified

link be identified, performance tested, and integrated into a communications sys-

tem. The nature of the project has meant that a wide range of possible research

directions were available, and time constraints necessitated that the project focus

on a few, promising techniques that are pertinent to the particular requirements of

this project; namely power efficiency of the remote unit, system performance in low

signal-to-noise ratio (SNR) conditions, and the asymmetry of the link in terms of

data throughput. To this end the project has focussed on error control techniques54



and compensation for the effects of the HF channel on the signal, and how they

can be used to maximise link performance under the particular specifications of the

modems.

It was decided that a demonstration unit be designed and manufactured to show

the techniques discussed in the project working in the real world. By moving from

simulations into the real world problems that may not otherwise be considered are

found, and real links can be used to evaluate the system performance. The test unit

was designed and manufactured to conform to the specifications given below.

4.2 Remote unit requirements
The remote unit is the battery powered hardware which will be deployed at a remote

location. Its main purpose is to transmit data to the base station. A low data-rate

receive chain will be required, which will be used for receiving instructions and data

repeat requests sent from the base station to the remote unit. Following is a list

of requirements described by the sponsor in a meeting held in the first year of the

project [28]. The specifications were kept deliberately vague so few restrictions were

imposed on the direction of research.

- Size: Physically Small.

- Power Source: Low power operation from 4 alkaline D cells.

- Operating schedule: Opportunistic, with a minimum operating period of

1 week, with 1 month being highly desirable.

- Antenna: Operating with a poorly matched, low gain antenna (short or

even buried wire).

- HF waveform: Designed for low probability of detection.

- Data: Five A4 pages of text per day.

The following subsections analyse these requirements and attempt to quantify them,

wherever possible, to metrics to be used in the research and design of the system.

Figure 4.1 shows a block diagram of the remote unit showing the functional blocks

that were designed during the course of this project. It shows the basic transmit55



chain, which includes forward error correction (FEC) and automatic repeat request

(ARQ) subsystems. Suitable algorithms for these blocks are discussed in chapters 7

and 8
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Figure 4.1: Remote unit functional block diagram.
4.2.1 Size
The field unit is specified to be ‘physically small’, from which it can be inferred that the

unit ought to be easily portable, with room to accommodate the electronics and the

battery power supply. The four alkaline D cells specified for the power source gives

an idea that this piece of equipment ought to be about the same size and weight

as a standard battery powered desktop radio that could be purchased from a high

street retailer. To tentatively quantify this requirement; dimensions of approximately

20x20x10cm ought to be the maximum allowable size.4.2.2 Power source and data rate
The power source is specified as 4 D-type alkaline cells. This configuration is capa-

ble of providing 15 Ah at 6 V [29], which provides metrics for the expected energy

and voltage available at the power source. While alkaline batteries are specified,

in the finished system it may be desirable to use lithium-ion cells instead, for their

higher energy density (Li-ion cells have been announced with energy densities ap-

proaching 675 Wh/l [30] compared to alkaline D-cells at 322 Wh/l and AA-cells at56



420 Wh/l [29]).

The data rate of the system is given as five A4 sheets of text per day. The capacity

of one A4 sheet in this report is approximately 3000 characters including spaces.

Assuming 8 bits per character the total data to be sent is approximately 15kB per

day. This corresponds to approximately 100 kB of information transferred per week,

or 400kB for a month of operation.

As the requirements define both the energy available to the remote unit from the

batteries and the total required data to be transmitted after deployment (five A4

pages a day for one week minimum for up to a month if possible), a target data rate

can be inferred if a metric is available to quantify the energy required per transmitted

bit. It is not an unreasonable assumption that the transmit power amplifier (PA) will

draw in the region of 5 W of power during operation as this Figure is commonly used

by the QRP community for HF transmissions [31]. Assuming the rest of the circuitry

will consume 2 W, the total power draw of the system will be in the region of 7 W.

The energy contained in the specified batteries is given in [29] as 15 Ah at 6 V,

or 90 Wh, this corresponds to approximately 13 hours of continuous transmission.

To transmit 400 kB in this time with a 1/2 rate error correction code would require a

continuous data rate of less than 100 bps. This estimate neglects the power required

by the modem when it isn’t transmitting (i.e. when it is sleeping or listening), and the

margin required to retransmit data in the event of an error in its receipt at the base

station. Additionally, the 5 W transmit power Figure might prove to be too low when

attached to a poor antenna. While the theoretical required data rate specification is

low enough to seem easily achievable, only testing of a real-world system will prove

the feasibility of the project. A provisional target data rate of 1 kbps was kept in mind

during the design of the system.4.2.3 Receive chain requirements
There is a requirement to implement a feedback communications path from the base

station back to the remote unit. This link will not be required to transmit any data,

only instructions from the base station, for example to initiate a transmission, or

repeat requests during communications. As such the receive chain could be con-

Figured to receive a large number of different signals. Chirps or pseudo-random

signals could be used to encode instructions from the base station. This opens up

the possibility that the transmitter could derive a channel estimate during receipt of57



these commands and adapt its transmission characteristics to suit. The channel

characteristics are likely be similar in either direction (as the path the signal takes

is likely to be geographically similar). For example, if the received SNR is detected

below a certain threshold the rate of any FEC coding can be increased to provide

further redundancy to protect against data errors. This idea was not explored further

during the project.

There has been little work performed in designing the feedback link, the techniques

discussed in later chapters that require it (such as ARQ) have been based on the

assumption that a simple feedback link will be available. The remote unit hardware

as presented in chapter 10 includes a receive chain design and discussion.4.2.4 Antenna Requirements
The antenna has been specified to be have a low gain and poor electrical match.

Given the nature of the project and speculating on the environment in which it is to

be deployed, the antenna can be assumed to be opportunistically placed and have

a low visual impact (it would be undesirable to erect a large antenna in a national

park, for example). This might mean the antenna may be deployed in a tree or even

underground. A requirement of the system, and in particular the transmitter elec-

tronics, including the power amplifier, must be developed to account for a possibly

very poor match at the antenna. A poor match will result in signal energy being

reflected back into the input of the amplifier, which has implications for the design of

the power amplifier.

Following from the assumed very poor quality antenna and transmit power limita-

tions, the signal strength at the transmitter can be assumed to be poor and therefore

the signal to noise ratio at the receiver will be low. This impacts the signal detection,

equalisation and error correction techniques chosen for use at the receiver, which

must be optimised for low SNR conditions.

To gain an idea of the properties of a poor antenna a simple underground antenna

assembly was constructed and characterised in a variety of ground conditions, the

results of these tests and a discussion are presented in chapter 9.
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4.2.5 Processing requirements
The remote unit requires a processing unit to perform baseband processing of the

received and transmitted signals. The processor is required to have the computa-

tional capacity to perform the functions required to generate the output data signal,

including forward error correction (FEC) encoding, repeat packet encoding, data

modulation, re-sampling and filtering of the output signal. It should also have suf-

ficient capacity to receive commands sent from the base station (which imposes

requirements on the techniques used to encode these commands). The low power

requirement of the board entails that the algorithms used in the remote unit for per-

forming the above operations be a computationally simple as possible. By keeping

the required processing capacity of the remote transmitter to a minimum, the low-

est possible processor clock speed can be used at the remote unit which minimises

power consumption. Throughout the project algorithms have been chosen so as

to minimise the demands put on the transmitter without compromising on system

performance.

4.3 Base station requirements
Similarly to section 4.2, some provisional requirements for the base station were

also specified during the meeting with the sponsor [28]. These are listed below.

- Size: Not an issue, can be housed in a 19” rack if necessary.

- Power source: Mains supply.

- Operating schedule: Always on.

- Antenna: Good (directional) antennas.

These specifications are not limiting in terms of imposing requirements on the de-

sign, but rather define the base station as a computationally powerful device with no

limitations on power. This allows it to stay on permanently, allowing it to sit dormant,

waiting for a signal from the remote unit to initiate communications.

The antenna attached to the base station is likely to be a permanent structure, and

therefore may be directional with a high gain, such as a log periodic antenna. These59



antennas can typically provide a gain of around 6 dBd. A high gain antenna and

high transmit power will increase the SNR of the signal received at the base sta-

tion, offsetting the poor performance of the remote unit’s antenna somewhat, and is

discussed in the link budget in chapter 5.
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Figure 4.2: Base station functional block diagram.
A functional block diagram of the base station is presented in Figure 4.2 which shows

the receive and transmit chains, and describes which modules are implemented as

software running on a PC and the RF interface with the PC.4.3.1 Processing requirements
The assumption of arbitrarily high processing power at the base station is acceptable

when designing algorithms to offset the limited resources of the remote unit with the

high resources of the base station. It is required, however, to implement the sys-

tem in practice, so a suitable processing system must be found. To this end it was

decided that PC-based software defined radio (SDR) be used. Modern PCs have

relatively large processing capacities compared compared to embedded systems,

consequently they are a good choice for implementing very computationally inten-

sive algorithms. The base station software and GNU Radio [32], the SDR platform

upon which it was developed, is discussed in chapter 11.

In practice, there will be limits to the processing power of the bast station hardware.

The semi-blind low density parity check (LDPC) turbo equalisation algorithm espe-

cially (discussed in chapter 8) requires a very high amount of processing resource to

run. Increasing the processing power results in a shorter length of time required to

equalise and decode a received data codeword. As the noise increases and more60



iterations are required for this technique, the required processing time increases.

Also, as the channel response time modelled by the equaliser increases, the pro-

cessing time increases geometrically. This is obviously worst on poor channels with

a very long response time. This is manifest in the problems that were encountered

performing simulations of the equaliser with the ITU-R poor channel, it was impos-

sible to perform these simulations due to running out of resources on the simulation

PC. It should be possible to implement the LDPC turbo equaliser in parallel over

multiple processor cores, however the mechanism by which this might be realised

has not been explored as part of this project.

4.4 The asymmetry of the link
The proposed communications system is specified to be asymmetric in design, with

the primary communications link sending data from a low-complexity, battery op-

erated remote unit to a high-complexity base station. There is no requirement for

substantial amounts of data to be sent from the base station back to the remote

unit. These asymmetries in the power available to each end of the link and the

one-directional nature of the link were important when choosing techniques to incor-

porate into the system.

The high computing power of the base station allows complex algorithms to be im-

plemented at the base station to increase the throughput of the link by reducing the

bit error rate and the amount of probe data that is required to be sent with the data

payload. This amounts to less time required to be on air for the transmitter to trans-

fer a given amount of data and thus helps conserve its battery life. LDPC coding

is a modern FEC technique which provides performance close to a communication

channel’s Shannon limit. This requires a high complexity decoder to be implemented

at the receiver. Quasi-cyclic LDPC (QC-LDPC) codes are a subset of LDPC codes

which can be generated at the transmitter side of the link by a simple encoder based

on feedback shift registers. These techniques allow for high quality FEC encoding to

be applied to the signal sent from the remote unit at minimal computational expense,

while minimising errors at the receiver and thus the number of repeat requests re-

quired. These techniques are discussed in chapter 7. A further refinement of LDPC

which is particularly well suited to difficult channels with fading and multipath, such

as typical HF channels, uses prior knowledge of the structure of the LDPC codes

to allow for ‘blind’ estimation of the channel from the received data signal (without61



prior knowledge of the channel as can be provided by comparing received probe

data with a local copy). This technique, known as blind LDPC turbo equalisation

is discussed in chapter 8. It requires a very large amount of processing and mem-

ory resources, but the reduction in required probe data required to be sent with the

transmitted signal gives tangible improvements to the throughput of the system over

typical, contemporary systems as evaluated in chapter 12.

The low complexity of the transmitter unit requires that any error control techniques

that are implemented on it be computationally simple enough to fit in the limited pro-

cessor and memory resources of a low power processor. Chapter 10 describes

the implementation of a quasi-cyclic LDPC (QC-LDPC) encoder on a Microchip

dsPIC30F6022A DSP microcontroller, which provides performance sufficient to im-

plement a 2 kb/s link with a processor clock speed of 64 MHz (which can be further

increased on this processor). The system evaluation in chapter 12 shows that the

error correction performance of the QC-LDPC code is very high, especially consid-

ering the low complexity of the hardware used to implement it. The technique used is

fully compatible with the high performance blind LDPC turbo equaliser implemented

on the base station.

Additionally to the processing capacities, the power requirements of the transmitter

unit make it desirable that transmissions are kept as short as possible. Factors

affecting the time taken to transmit a given length of data through a communications

system include;

• The signal data rate,

• The redundancy added to a signal during forward error checking encoding,

• The time taken to service repeat requests from the receiver,

• The length of supplementary signals added to the transmitted signal, such as

training data and packet structure.

It is desirable to minimise the latter three items, and increase the data rate of the

signal to minimise the on-air time of the remote unit. There are a number of de-

pendencies within the items. For example, as the coding rate increases (and less

redundancy is added to the signal) the data rate of the transmitted data also in-

creases but at the expense of noise performance, which may entail a large number

of repeat requests from the receiver to be serviced, again reducing the performance

of the system. 62



4.5 Locations
There were no predefined specifications given regarding the geographic locations of

the remote unit or base station. The location will, however, have an impact on the

performance of the devices for a few reasons.4.5.1 Latitude
The ionosphere has different properties at different latitudes, with channel condi-

tions typically becoming worse at higher latitudes [14]. Various studies have been

performed to characterise the HF channel at high latitude, notably the DAMSON

(Doppler and multipath sounding network) project [33]. At auroral latitudes, the

Doppler spread of an ionospheric HF channel can become very high, reaching the

order of 10 Hz [14][34]. Doppler spread of this magnitude becomes very difficult to

compensate for, and requires special consideration to be given to the design of the

error control coding, modulation and equaliser algorithms used in the communica-

tions devices. This is due to frequent fades of the received signal and fast, random

changes to its phase and frequency. If the devices are to be used at high latitudes,

a robust modulation technique such as BPSK or DQPSK (differential quadrature

PSK) will most likely be required to encode the signal. High Doppler shift at these

latitudes will cause problems with OFDM techniques, breaking the orthogonality be-

tween subcarriers and causing interference between them [12]. Additionally there

may be issues implementing the turbo equaliser techniques described in chapter 8,

as the simulations performed in chapter 12 show poor performance on channels with

wider Doppler spread. A robust waveform designed for use in poor quality channels

such as STANAG 4415 [24], may be the best choice for implementing high latitude

digital communications.

At lower and mid latitudes, nearer the equator, the HF channel conditions are typi-

cally better, with lower Doppler spread and shift [14]. The techniques discussed and

tested in chapters 8 and 12 are probably more applicable to these situations, and

should improve throughput and reduce the energy required to send a given block of

data.
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4.6 Scheduling the communications
As the proposed system integrates FEC, ARQ and a complex blind equalisation

algorithm which can take a substantial length of time to complete, a means for

scheduling the transmissions from the remote unit must be devised. The remote

unit must know when to send a new packet and when to send a repeat. This re-

quires that the base station send acknowledgement packets back to the remote unit,

telling it when it has successfully decoded a packet and when it requires further

information.

As it is undesirable to leave the remote unit in receive mode for a long time as it waits

for an acknowledgement from the base station, which may take a variable length of

time up to a few seconds per packet to respond, it may be best to have ‘windows of

activity’ defined a given length of time after the packet has been sent to check for

acknowledgements. Then if the base station successfully decodes a packet quickly,

it will wait a predefined length of time to send an acknowledgement back to the

remote unit.

The case where a packet is not successfully detected by the base station, or an

acknowledge is not detected by the remote unit, must also be allowed for. In this

case a predetermined number of windows of activity could be used, these will be

known to both the remote unit and the bases station. For example, if the remote

unit sends a packet that is not detected by the base station, it will wait for n windows

of activity before simply resending the entire packet. The number n should be set

large enough that if the packet was indeed detected by the base station, that there

is a low chance that all of the acknowledges sent back from the base station to the

remote unit each time are not detected.

4.7 Channel occupancy
The availability of a HF channel at a given time is dependent upon the atmospheric

conditions, but also upon the current spectral occupancy, i.e. the other users com-

municating on the channel. The occupancy of the HF spectrum is highly depen-

dent upon the geographic location, with western Europe seeing the highest oc-

cupancy in the world. Various studies have been carried out to model the occu-64



pancy, which provides insight into the power of the man made noise which will be

encountered [11][35][36]. The spectral occupancy changes over different times, with

evening to night times seeing peak use of the HF spectrum. It would be worth inte-

grating such a model into the proposed communications device prior to deployment,

based on observed spectral occupancy Figures of the target area (if such Figures

are available). This would allow the communications system knowledge on when

the best time to transmit, to minimise man-made noise might be.

4.8 Requirements Conclusion
The above gives a list of requirements and suggestions for consideration prior to

deploying the proposed system. It is by no means an exhaustive list, and a further

requirements analysis would be required once a better knowledge of the final lo-

cation of the modems is acquired. The hardware requirements given are sufficient

to run the algorithms described later on in this document, and should suffice as a

starting point for implementation of communication systems based upon these algo-

rithms. The requirements for the remote unit are based on providing the most data

transferred per Joule of battery energy, while the base station requirements mainly

specify that as much processing power as possible be requisitioned to implement

highly processor intensive algorithms for receiving and decoding data received from

the remote unit. These requirements ought to be refined to suit the requirements of

any particular applications used in practice.
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Chapter 5
Link budget analysis
A link budget analysis is produced to quantify the parameters of a link with a view to

defining performance limits of a communications system. Such parameters include

required signal to noise ratio (SNR) and the definition of required transmit power and

maximum allowable noise (which affects the bandwidth of the receiver, architecture

of the amplifiers and components used), maximum data rates, range of the link,

antenna gains and frequency.

Due to the unknown nature of the link in which the proposed system will be used, it is

difficult to perform a thorough link budget analysis. This chapter therefore describes

the various parameters which must be considered when creating a formal link bud-

get. The end of the chapter provides simulation results for a number of links, with

parameters chosen to reflect the given specifications of the system, as described

and derived in chapter 4.

5.1 Overview of the link
The proposed communications link has been quite broadly defined without many

particular requirements. The specifications for the base station are consequently

nonrestrictive; section 4.3, which gives the base station requirements, states that

the base station will not be a limiting factor in the design of the system and can be

assumed to be of high performance, with a good quality, directional log periodic type

antenna and mains powered hardware with a high computational capacity for imple-

menting complex algorithms. The remote unit’s specifications, detailed in section 4.266



are, however, much more restrictive.

The requirements for the remote unit will be briefly reiterated here. They are a

requirement that the unit transmit approximately 3 kB of data per day for at least two

weeks (ideally a month or more) with the limited amount of energy available from

four alkaline D-cells which corresponds to approximately 15 Ah at 6V DC [29]. The

antenna used to transmit this data will be of poor quality in terms of its gain and

efficiency, chapter 9 discusses using a buried antenna as a suitable model for the

antenna. The 3 kB Figure for data does not include overheads for error correction,

which itself includes redundancy from forward error correction (FEC) coding and

repeat transmits from the automatic repeat request (ARQ) system. Chapters 7 and 8

discuss FEC and ARQ error control techniques and chapter 12 includes results of

bit error rate simulations for LDPC encoded data.

5.2 Path losses
The channel represents the path from the transmitting antenna to the receiving an-

tenna. The transmitted signal is attenuated by the channel with respect to the fol-

lowing losses [7];

• Ground loss (Lg) is caused when the signal reflects off the ground in multi-

hop systems, and is dependent on the conductivity of the ground. Reflecting

off low conductivity surfaces will result in lower losses than high conductivity

surfaces such as the sea, for example.

• Free space propagation loss (Lsp) describes the loss of signal power as the

signal travels from the transmitter to the receiver. The signal spreads out as

it travels away from the transmitter, the electromagnetic flux and field strength

therefore falls as a function of distance and this is manifest as a loss at the

receiver. The path loss due to signals propagating through free space is given

in terms of the wavelength �, and path length, D, in dBs by [10]Lsp = ( �4�D)2 : (5.1)
which represents the attenuation of a signal due to the combination of dis-

persion as it passes through free space (which is given linearly as 1=(4�D2))67



and the effective aperture of an isotropic antenna (which is given linearly as�2=(4�)). Assuming a path distance of approximately 4000km and a frequency

of 10MHz the propagation loss can be calculated as Lsp � 64 dB.

• Ionospheric absorption (La) is similar to the ground loss, except that it oc-

curs in the ionosphere and represents the power losses due to a portion the

signal passing through or being absorbed by the ionosphere. Absorption is typ-

ically strongest through the D-layer, which is the lowest layer of the ionosphere.

The losses are proportional to the inverse of the frequency and typically reach

20 dB [37]

• The fade margin (Lf ) is an extra loss integrated into a link budget to account

for variations in the received power of the signal due to fading effects in the

channel. This term is added to ensure reliability of the link in the presence of

fading.

• Polarisation mismatch losses (Lp)are caused by the polarisation of the sky-

wave and the polarisation of the receive antenna not being perfectly matched.

As the polarisation of the skywave is liable to change randomly this is diffi-

cult to compensate for at the receiver side without using multiple antennas.

Polarisation mismatch losses are, on average, 3 dB [37].

The total loss of the link is the sum of all the associated path losses,Ltot = Lg + Lsp + La + Lp: (5.2)
Determining these parameters for a long range HF link is non-trivial, involving such

factors as the properties of the ionosphere which are affected by the time of day,

season, sunspot number, and geographic factors which affect the incident angle of

the signal. As these parameters are typically difficult to calculate by hand, computer

programs have been written to aid the development of a link budget. One of the

more popular of these programs for modelling the HF channel, VOACAP [8], can

perform all the requisite calculations to give a good estimate for the path loss. This

program is used below to find channel conditions for various paths.
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5.3 Noise
The capacity of the channel is defined as the maximum sustainable bit rate achiev-

able through the channel. The equation describing the channel capacity was derived

mathematically by Shannon [38];C = Blog2(1 + SN) (5.3)
where C is the channel capacity in bps, B is the bandwidth, S is the band limited

signal power and N is the band limited noise power. While this limit is theoretically

achievable given an optimum channel coding scheme with an infinite block length,

in practice this limit can not be achieved. However, recent LDPC coding techniques

have been shown to achieve bit error performance approaching this limit [39].

The channel additionally adds noise, which reduces SNR at the receiver. The

sources of noise include;

• Thermal noise is the radiation that all matter with a temperature above abso-

lute zero emits and is therefore pervasive in all systems. It is the noise that is

generated by thermal action within the receiver itself. It can be described by�t = 10log10(kTB) (5.4)
where �t is the noise power in dBW, k = 1:38 � 10�23 J=K is Boltzmann’s

constant, T is the temperature in Kelvin and B is the bandwidth within which

the noise is measured in Hertz.

• Man made noise which is radiated by electronic devices such as spark gaps in

car engines and power lines. This includes other RF communications devices.

Although these are generally limited to a particular band, or channel, of the

electromagnetic spectrum, they typically radiate a small amount of out-of-band

power which can affect users using nearby frequencies. The receiver itself

uses a band pass filter to select the channel of interest. As no filter is perfect,

noise from signals in nearby bands will pass into the receiver. A complex, filter

with a high pole number is required to mitigate this noise.

• Atmospheric noise is generated by electrical storms in the atmosphere, and

will vary according to the weather in the vicinity of the link path.69



• Galactic noise is generated by the Sun and other sources of radiation origi-

nating from outside our planet.

The magnitude of man made, atmospheric and galactic noise (�m, �a and �g respec-

tively) have been measured and documented by the ITU for a range of conditions

and frequencies [2]. A graph of noise sources in the HF frequency band is repro-

duced in Figure 5.1. In this graph the left axis shows the metric Fa, which is the noise

factor of the channel, that is, the ratio of noise seen at the receiver to the expected

thermal noise given a noiseless channel. In equation form,Fa = 10log10(fa); (5.5)
where fa = Pn=(kt0B), Pn is the noise power, k is Boltzmann’s constant, t0 is the ref-

erence temperature of the system (typically taken as 290K) and B is the bandwidth

of the signal.

The different noise sources have different properties which affect the capability of

the receiver’s algorithms to compensate for them. Atmospheric noise has a large

impulsive component, being generated predominantly from lightning storms world-

wide which emit pulses of wide spectrum interference. Thermal and galactic noise

is more homogenous and can better be described or modelled as Gaussian noise

sources. Man-made noise includes interference from other users of the RF spec-

trum. The ensemble of signals from these users will have both impulsive, Gaussian

and ‘coloured’ (where power changes with frequency) noise properties, and is liable

to change over time as users start and stop transmitting at different times and in

different locations over the course of a day.5.3.1 Compensating for noise
It is worthwhile mentioning the noise mitigation algorithms employed in the proposed

communications system. Two types of error correction will be used, namely, forward

error correction (FEC) and automatic repeat request (ARQ). These techniques en-

code the transmitted data with redundancy to allow successful decoding of noise-

corrupted packets at the receiver and send requests back to the transmitter upon

unsuccessful receipt of a packet, respectively. Chapters 7 and 8 give a more in

depth discussion of the different techniques proposed for use with the system.70



Figure 5.1: Graph of various noise sources in the HF band (from [2])

71



The code proposed for inclusion in the system is a 2044-bit quasi-cyclic low density

parity check (QC-LDPC) code with a codeword length of n = 2044. This code per-

forms well as can be seen from the BER tests performed in section 12.2, requiring

only 3dB of Eb=N0 for a low error rate of 10�6 (the definition of Eb=N0, the SNR per

bit, is given below in section 5.5).

The channel equaliser is also subject to decreased performance with channel noise.

The equalisation technique chosen for use with the system is a semi-blind turbo

equaliser, described in section 8.3. The evaluation suggests that a bit error rate of10�2 is observed at an Eb=N0 of approximately 14 dB (which for BPSK with a code

rate of 1/2 translates to a SNR of 11 dB in the bandwidth of the signal) for the ITU-

R good channel [4] and an Eb=N0 of approximately 20 dB for the ITU-R moderate

channel. It is assumed that this noise performance could be increased by sending

more probe data, section 12.3.4 further discusses this.

5.4 Receiver Hardware
The receiver hardware consists of a high gain receive antenna, band pass filter

and a low noise amplifier (LNA). The signal is received and out of band signals are

attenuated using a band pass filter. The resulting signal entering the LNA, which can

amplify the received signal to the required power for the hardware down the chain, is

the combination of the transmitted signal and additive noise from the channel. The

ratio of signal received compared to band-limited noise is the signal to noise ratio

(SNR), which is expressed in dBs.

The noise Figure of the receiver is dependent upon the combination of the low noise

amplifier, band pass filter and universal software radio peripheral (USRP), as the

front end electronics for the receiver has not been considered as part of this project.

It is difficult to define what this Figure is likely to be. It will however have an effect on

the link budget and should be taken into consideration in any further, more formal

link budget.
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5.5 Bandwidth considerations
From the constraints identified above and equation 5.6, the signal bandwidth is seen

to have an effect on the received signal. When increasing the bandwidth, the trans-

mit power must also be proportionally increased to maintain the same SNR at the

transmitter, if the signal power is not increased then the SNR falls due to the band

limited noise power increasing. It is obvious that a higher bitrate entails a higher sig-

nal power for maintaining the same SNR as the bandwidth of the signal is increased.

Two proposed modulation techniques, BPSK and QPSK, are known to have null-to-

null bandwidths of 2fb and fb respectively [3]. These Figures assume that perfect

raised-cosine filtering is used at the transmitter output. It is possible to transmit

twice the data in the same time and signal bandwidth with QPSK as it is with BPSK.

The BER curves from Figure 12.2 in the evaluation chapter 12 are given in terms ofEb=N0 (the SNR per data bit before FEC coding), a normalised noise figure related

to SNR by Eb=N0 = (SNR):B=fb (5.6)
where Eb is the energy of one bit of data, N0 is the noise spectral density and B is

the signal bandwidth. The energy per symbol bit is given by the following equation.Eb = EsnmRc (5.7)
Where Es is the received energy per symbol, nb is the number of bits modulated

onto one symbol and Rc is the code rate. In terms of the energy requirements of

transmitting a given number of bits via these two techniques, they are equivalent;

BPSK will take twice as long to send data at a given symbol rate, but the Eb=N0
Figure is doubled compared to QPSK meaning that BPSK need only be sent at

half the power, alternatively BPSK can be sent at twice the symbol rate of QPSK.

Spectral efficiency is the main difference between the two techniques. Given a band

limited channel for communications, QPSK is generally a better choice as it uses the

available bandwidth more efficiency.

Another consideration with regards to bandwidth is the width of the receiver’s chan-

nel filter. This is a band-pass filter which ideally should be as narrow as possible to

maximally attenuate any out-of-band noise sources. Noise is typically given in the

units dB/Hz, representing the noise power per Hz of bandwidth seen at the receiver.

This is also apparent from equation 5.6. By decreasing the bandwidth of the filter,73



and by increasing the number of poles (and therefore the roll-off), the received SNR

is increased resulting in a more sensitive receiver. Filters with a large number of

poles generally require special design considerations such as splitting into multiple

stages where each stage is independently grounded and shielded.5.5.1 Simulation of the channel on Matlab
A simple Matlab model was written to simulate the SNR at the receiver for various

communications link configurations.

Figure 5.2 shows the results of a simulation which plots the expected SNR observed

at the receiver against the background noise Figure (-140 dBW/Hz represents a

noisy, industrial environment and -160 dBW/Hz is representative of a very quiet

environment [2]). The channel simulated was a 100 km path of 3kHz bandwidth. The

transmitter power was set at 5 W (37 dBm), and the transmit and receive antenna

gains were both set at 0 dBi.
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Figure 5.2: Graph of received SNR variation with noise for a 100 km path
Figure 5.3 shows the results of a simulation which plots received SNR versus path

length. The parameters are as above and the noise is set at -150 dBW/Hz for all the

simulations.

Figure 5.4 shows the result of a simulation which plots received SNR versus band-

width for a channel of the same parameters as the previous simulations (with a

100 km path length and noise power of -150 dBW/Hz).74



0 100 200 300 400 500 600 700 800 900 1000
0

5

10

15

20

25

30

35

40

45

Path Length (km)

R
ec

ei
ve

d 
S

N
R

 (
dB

)

 

 
5 MHz
10 MHz
20 MHz
30 MHz

Figure 5.3: Graph of received SNR variation with path length
The above Figures show the typical performance Figures achievable with a 5 W

transmitter at various bit rates (which correspond to bandwidth). It is important to

remember that these Figures do not take antenna gain or attenuation due to fad-

ing into consideration, which must be accounted for in the process of developing a

formal link budget.
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Figure 5.4: Graph of received SNR variation with channel bandwidth

76



5.6 Link availability
The properties of the ionosphere (such as its height and free electron density)

change over the course of a day, and over the longer term, as the seasons and

sunspot index change. Due to this, there may only be a few windows of opportu-

nity for successfully communicating at a given radio frequency over the course of a

day. For communications systems that are required to be available all the time, this

requires operation over a wide range of frequencies, such that a suitable frequency

for trans-ionospheric communication can be chosen at any time. For the proposed

system, however, which is required to send a small amount of data infrequently (for

example once every day), this is of less concern. It can wait until the communica-

tions over the operating frequency is possible and transmit at only those times. Due

to the limitations of the antenna (as described in chapter 9), there will likely only

be a narrow range of frequencies which it is possible to transmit at with practicable

efficiency.

There are a few ways in which opportunistic transmission of radio signals could be

accomplished. The system could keep a database of suitable times resident on its

internal memory, and use that to inform it when to transmit. The suitable times could

be generated prior to the remote unit being deployed using HF channel propagation

prediction software such as VOACAP (Voice of America Communications Analysis

and Prediction program) [8] or REC533 [40] (based on the ITU-R recommendation

P.533 [41]). VOACAP predictions of the maximum usable frequency (MUF) have

been recently verified to be accurate to within a few MHz for mid-latitudes [42]. Al-

ternative techniques have also been proposed for predicting propagation at high

latitudes [43] and using the extraordinary wave [44]. This option is attractive due to

its low power requirements. The channel availability data could be used to program

a watchdog timer to activate the remote unit only when the channel is likely to be

available.

There are two other options which rely more on a ‘trial-and-error’ technique, where

either the remote unit could transmit data and listen for a response, or the base

station could transmit data constantly and the remote unit could listen for it. The first

of these options, with the remote unit transmitting, is not especially power efficient,

due to the power required to transmit requests to the base station then listen for

a reply. However it is likely to be more accurate than the second option, where

the remote unit listens for requests from the base station. Both of these options are77



more accurate than simply guessing based on channel predictions, but require more

power to keep the remote unit on-air either transmitting or listening.

In practice, it would probably be most beneficial to combine all three techniques

together. Channel predictions could be used to tell both the transmitter and base

station when to start sounding the channel. When the channel becomes available,

the base station could start sending requests that the remote unit listens for. If

the remote unit successfully receives one of these requests, it will then send out a

confirmatory message which the base station would then reply to. This describes

the beginning of a formal handshake protocol.5.6.1 Prediction of the channel on VOACAP
VOACAP is a free channel prediction application which is an updated version of the

older IONCAP (Ionospheric Communications Analysis and Prediction program) for

Voice of America [8]. It has the capacity to estimate the conditions of a HF channel

between any two locations on earth, at a given time, date and noise level. It can be

used to generate tables of data or graphs, the data from which can include a number

of parameters including maximum and minimum useable frequencies.

Four paths were predicted using VOACAP;

• London to Barcelona is a path with a length of 1135 km through mid latitudes.

• London to Stockholm is a path with a length of 1436 km through high lati-

tudes.

• London to Manchester is a path with a length of 263 km representing an

NVIS link through mid to high latitudes.

• London to Rhodes is a long path with a length of 2794 km through mid lati-

tudes.

Each path was predicted with a log periodic receiver antenna with a gain of 17.15 dBi

(which is the default gain of the log-periodic type selected) directed at the transmitter,

the transmitter antenna was modelled as an omni-directional with a gain of -30 dBi,

which is set low to represent an inefficient, poorly matched antenna. Noise on the

channel was set at 155 dBW/Hz which is representative of a quiet rural area. The78



Figure 5.5: VOACAP SNR results for London-Barcelona
transmit power was set to 5 W which is in line with the specifications of the system.

Each path was simulated for a summer’s day in 2011. For each path, both the

expected SNR at various times and various frequencies was found and the expected

percentage of days that skywave propagation is possible at a given frequency.

The SNR and percentage of days in which communication is possible at a given

frequency are shown respectively for the London to Barcelona path by Figures 5.5

and 5.6, for the London to Stockholm path by Figures 5.7 and 5.8 and the London

to Manchester path by Figures 5.9 and 5.8.
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Figure 5.6: Percentage of days with communication possible at MUF for London-Barcelona

Figure 5.7: VOACAP SNR results for London-Stockholm80



Figure 5.8: Percentage of days with communication possible at MUF for London-Stockholm

Figure 5.9: VOACAP SNR results for London-Manchester81



Figure 5.10: Percentage of days with communication possible at MUF for London-Manchester

Figure 5.11: VOACAP SNR results for London-Rhodes82



It is clear from the above Figures that there is a high degree of variability in the HF

channel which is dependent upon path length and geographic location. Given the

parameters set out above it appears that observed maximum SNRs throughout the

day will vary from 20 dB to 70 dB for a single path. This is sufficient to allow reliable

communications using the turbo equalisation technique described in section 8.3 and

evaluated in section 12.2. The long path length from London to Rhodes, with the

current configuration of poor antenna and low transmit power has too low an SNR

at the receiver to be of any practical use in this system.

5.7 E�ects of the transmit antenna
The transmit antenna will have an obvious effect on the capabilities of the radio

system in the respect that a lower efficiency antenna will have a lower gain, resulting

in a lower SNR seen at the receiver. Additionally to this, the takeoff angle of the

antenna is likely to have an effect on the quality of the link. It is required that a short

distance near vertical incidence skywave (NVIS) link has an antenna with a high

takeoff angle of the main radiating lobe. For medium distance paths such as those

of approximately 1000 km a main lobe takeoff angle of 10o to 15o is preferable. The

takeoff angle of buried antennas is further discussed in section 9.4.2.

5.8 Concluding remarks
As the path length and conditions have not been well defined in the specification

for this project (see chapter 4), and due to the high variability of possible HF chan-

nels (as evidenced by the Matlab and VOACAP simulations performed above), it

is difficult to generate a formal link budget. However the results of the simulations

presented above give an indication of the expected performance of a 5 W transmit

power system over a variety of channels. The higher performance of lower frequen-

cies and shorter path lengths suggest that a 5 W system would be suited to shorter

path lengths such as NVIS.

From the results given in section 12.3.3, it is required that at least 20 dB of SNR

is seen at the receiver for a BER of less than 10-2 using semi-blind LDPC turbo

equalisation in the ITU-R good channel. The Matlab simulations show that these83



performance requirements should be easily attainable on a real link of 500 km or

less. The VOACAP predictions show that these performance Figures are seen on

each of the simulated channels, at least at a few hours during the morning and

evening hours in each day. For the ITU-R moderate channel, 30 dB is required. The

VOACAP predictions show that this Figure may be more difficult to achieve using

the poor quality -30 dBi antenna used in the simulations, and the BER will suffer as

a result.

The interference from other users of the HF spectrum has not been discussed. This

magnitude of interference exhibits a wide range of magnitudes in different conti-

nents and at different times of the day, with higher interference typically seen in the

evenings over other times of the day, and in Europe over other, less well populated

areas [11].
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Chapter 6
Modulation techniques for HFcommunications
To transfer information using a radio communications device, it is required that the in-

formation to be transferred is encoded onto a radio signal of the desired frequency.

This generally entails the manipulation of one or more carrier waves, which are

radio-frequency sinusoidal waves. The information to be transmitted can be ana-

logue, continuous data such as voice, or digitised data.

RF modulation techniques can be broadly classified into two main categories: single-

tone techniques use a single local oscillator frequency which is mixed with the base-

band signal, and multi-tone techniques which use a number of carrier frequencies

(typically regularly spaced over the bandwidth of the transmitted signal). The carri-

ers in multi-tone modulated signals are typically mixed with low bandwidth baseband

signals, for each carrier the time taken to transmit a bit is relatively long (the data

rate is recovered by transmitting on multiple carriers simultaneously). Conversely,

single tone signals are mixed with higher bandwidth baseband signals (comparable

to the entire bandwidth of a transmitted multi-tone signal) and it takes a relatively

short time to transmit a single data bit. Figure 6.1 shows a conceptual diagram of

the differences between single- and multi-tone modulation techniques.

This chapter provides an analysis of the described techniques and a discussion of

the reasons that a serial tone modulation technique was chosen for the communica-

tions system being developed as part of this project.
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Figure 6.1: Serial tone (top) versus parallel tone (bottom)6.1 Single tone modulation
The earliest radio techniques, which are still in use prolifically today, involved mod-

ulating data onto a carrier wave, which is a locally generated sinusoidal signal at

a given radio frequency. Modulating data onto a carrier is performed by changing

one or more of its properties, such as amplitude, phase or frequency, this can be

achieved by multiplying the carrier wave with symbols which are defined by the data

it is required to transmit. A ‘symbol’ is nomenclature used to describe the transfor-

mation the radio signal undergoes to represent a given pattern of data bits. Symbols

can include real values such as amplitudes, complex values which can change car-

rier phase and/or amplitude, or sine waves which, when multiplied with the carrier

shift its frequency.

A single tone system is a system which uses one such carrier wave, modulating

all of the data to be transmitted onto it, this is in contrast to multi-carrier systems

which shall be discussed in section 6.2. The total bandwidth of the signal is then

entirely determined by the data modulated onto that one carrier, and the modulation

technique used. 86



6.1.1 Phase shift keying
Phase shift keying (PSK) is a single-tone modulation technique whereby data bits

are represented by the phase of the carrier wave. In its simplest form, binary PSK

(BPSK), a 0-bit is represented by transmitting the basic sine wave (0o phase shift)

and a 1-bit is represented by transmitting the sine wave in anti-phase (180o phase

shift). By multiplying the resultant wave with a phase coherent copy of the carrier at

the receiver, the original data can be recovered.

Higher-order types of phase shift keying are also possible, the most common types

are quadrature PSK (QPSK) and 8-PSK, which transmit 2 and 3 bits per symbol re-

spectively. For these techniques each symbol is represented by a different phase of

the carrier, and the symbols are generally equally distributed in phase. So, for exam-

ple, QPSK uses the symbol set {0o , 90o , 180o , �90o} which can also be represented

by the set of complex numbers {1, j, -1, -j}.

Differential phase shift keying (DPSK) is a modification of the above described tech-

nique whereby data is transferred based on the phase change of two sequential

symbols. The data capacity of such a signal is the same as its non differential equiv-

alent, but noise performance decreases. There is a 3dB increase in required SNR

at the receiver to ensure the same error rate as with the equivalent non-differential

PSK technique. This is due to noise being found on both symbols instead of one,

thus doubling its effective amplitude at the demodulator. DPSK is useful for chan-

nels with large amounts of phase distortion, due to the invariance of the technique

to common phase distortions between subsequent symbols. This makes it a good

choice for poor HF channels.

As phase shift keyed symbols only modulate information onto the phase of the car-

rier, the technique is invariant to amplitude changes caused by poor channel condi-

tions or noise. This makes it a suitable choice for HF channels, where wide Doppler

spread causes frequent fades and rapid changes in the amplitude of a received

signal.6.1.2 Quadrature amplitude modulation
Quadrature amplitude modulation (QAM) is similar to the higher order PSK tech-

niques described above, the difference is that the amplitude is also used to encode87



data. QAM constellations, for this reason, can be a lot larger and can transfer many

more bits of data per symbol than PSK techniques. For example, 64-QAM, which

can be used in good HF channel conditions [20] can transmit 8 bits per symbol.

Quadrature amplitude modulation is not invariant to amplitude variation, unlike PSK.

This makes it less suitable for poor channels or low SNR conditions than PSK tech-

niques. High order QAM signals also possess a higher peak to average noise ratio

than lower order techniques which has ramifications for the power requirements of

the receiver as described in section 6.4.6.1.3 Gray coding
Gray coding is a method for mapping symbol values to symbols which maps similar

data to close symbols [3]. If symbols are adjacent, or otherwise as close as possible,

the Hamming distance between the digital values of these symbols is minimised

(ideally adjacent symbols’ values would have a Hamming distance of only one).

The reason for this is that if a symbol is demodulated incorrectly, it is most likely

to be incorrectly detected as a symbol close to the correct one. By minimising the

Hamming distance between these close symbols using Gray coding then bit errors

due to incorrectly decoded symbols is minimised.

Gray coding is generally used in practical systems due to the decrease in errors

seen when using it. With turbo equalisation techniques however, as described in

chapter 8, it is often desirable to map symbol values so that adjacent symbols have

values with as large a Hamming distance as possible. Turbo equalisation techniques

use an iterative algorithm to simultaneously converge upon the most likely sequence

of symbols that was sent and decode the codeword represented by this sequence.

By maximising the Hamming distance between adjacent symbols this iterative pro-

cedure becomes likely to converge upon the most accurate sequence of symbols

and therefore the error rate from the decoder is decreased [45].

6.2 Multi-carrier systems
Multi-carrier (or parallel-tone) systems are parallel in operation, they modulate data

onto a series of sub-carriers using simple, low bandwidth modulation schemes such88



as quadrature phase shift keying (QPSK). The carriers are then sent in ensemble,

each symbol then represents the number of bits modulated onto each carrier times

the number of carriers. The symbols can then be transmitted at a much lower rate,

reducing inter-symbol interference (ISI) on fading multipath channels. Figure 6.1

shows bandwidth over time characteristics of symbols in conventional single carrier

(single-tone) and parallel-tone systems. The serial tone system sends symbols se-

quentially in time, in this case the bandwidth of each symbol is equal to the total sig-

nal bandwidth. Parallel tone systems, however, send blocks of symbols sequentially

in time, where each block consists of multiple symbols arranged in the frequency

domain. The sum of the bandwidth of every symbol in the block is equal to the total

bandwidth of the signal and each symbol is transmitted for a correspondingly longer

time to maintain the same data rate.

In a conventional parallel-tone system, it is generally required that a band pass filter

be implemented to guard each sub-carrier against crosstalk from the other carriers,

if a large number of carriers are desired, this complicates the modem design.

6.3 Orthogonal Frequency Division Multiplexing
Orthogonal frequency division multiplexing (OFDM) [46] is a multi-tone technique

which chooses sub carrier frequencies fi = fc + i�f0 spaced �f0 = k=Ts from one

another, where k is an integer (normally 1) and Ts is the OFDM symbol duration.

A message vector X[n] is modulated into symbols using QPSK (or any other sim-

ple modulation technique), resulting in a set of channel symbols, which would be

transmitted sequentially in a conventional continuous wave system. The signal is

then split into blocks of M symbols, which are zero-padded and fed into an N-point

inverse fast Fourier transform (IFFT), resulting in an OFDM symbol x[n] which when

serialised represents a signal of frequency components given by the equation [46]:x [n] = 1pN N�1
∑i=0 X[i ]e j2�ni=N ; 0 � n � N � 1 (6.1)

from which the baseband carrier frequencies can be found to befi(f ) = iNTs (6.2)
where Ts is the sampling time of the IFFT.89



A cyclic prefix is added to each OFDM symbol which consists of its last � samples,

where Ts� is chosen to be longer than the length of the channel’s impulse response.

This allows previously transmitted signals to fully propagate through and clear the

channel before sending the next, therefore preventing any inter-symbol interference

between sequentially transmitted OFDM symbols [46].

To receive an OFDM signal, an N-point IFFT is performed on the incoming symbols.

This rebuilds the original block of sent QPSK symbols which can be demodulated

as usual.6.3.1 Advantages of using OFDM
The use of OFDM entails many benefits. Channel equalisation is very simple as

the cyclic prefix added to the OFDM symbols mitigates any sequential inter-symbol

interference caused by a long channel response time, requiring only a single tap

equaliser (to correct for phase and amplitude) at the receiver [46]. Spectral effi-

ciency is high, approaching the Nyquist rate for a given bandwidth (due to the over-

lapping spectra of the sub-carriers), and the spectrum of an OFDM signal is very

flat, presenting interference similar to white noise to other users of the channel.

OFDM is known to be an effective technique for use in HF systems, providing simpli-

fied system and equaliser design and good data throughput rates. This is evidenced

by the fact that it was chosen for inclusion as part of the Digital Radio Mondaile

(DRM) specification [6].6.3.2 Peak to Average Power Ratio
The peak to average power ratio (PAPR) is the ratio of the maximum power of a

signal to its average power, it is an important attribute as it affects the efficiency

and performance of transmitter and receiver equipment. A low PAPR is desirable

as it allows the use very power efficient amplifiers [47][48]. High PAPR signals re-

quire back-off to ensure linear amplification, which reduces transmitter efficiency

[49]. Also the high dynamic range of high PAPR signals pose problems at the re-

ceiver’s ADC, which is required to have a high dynamic range, increasing receiver

complexity. 90



As an OFDM signal is the sum of a number of independent carrier waves, construc-

tive and destructive interference between them will cause high PAPR of the output

signal. It also follows that the PAPR increases as the number of carriers increases,

placing a limit on the amount of data it is possible to encode on one symbol. This

is the principal drawback to using OFDM, and is especially relevant in a low power

radio system due to the requirements of keeping such signals linear in output power

amplifiers.

Numerous different techniques have been developed for reducing the PAPR of an

OFDM signal. Block coding techniques have been developed which use a subset of

the available OFDM symbols with the lowest PAPR as codewords [50][51]. Wilkin-

son [50] suggests a computer search for appropriate codewords by examining the

PAPR of every possible OFDM symbol and discarding all symbols above a desired

threshold. Van Nee [51] expands on this idea, but generates codewords by finding

complementary sequences, which while not as optimal as a full computer search is

a lot quicker. He also examines the minimum distance of his generated code set,

showing that a 1/2 rate code will provide a processing gain of 3 dB. Neither tech-

nique provides an adequate solution to finding sets of codewords for large numbers

of carriers, where computer searches become too long to be practical, Van Nee

suggests splitting the OFDM carriers into multiple sets of fewer number and apply-

ing coding to each set [51]. This compromise however increases the code overhead

and decreases the coding gain.

Performing phase rotation on subsets of the carriers has also been examined. Friese

proposes a transmitter scheme where an optimizing iterative algorithm is used to

phase rotate subsets of carriers to provide a PAPR arbitrarily close to the theoretical

minimum [52]. The PAPR improvement is however, again offset by a cost in over-

head, as a number of carriers must be used to declare the phase rotation of the

blocks to a receiver. The algorithm itself is computationally intensive at the trans-

mitter, which makes it quite unsuitable for this project, where transmitter complexity

must be kept to a minimum with arbitrarily high complexity allowed at the receiver.

Thompson suggested a method of generating an OFDM signal with constant enve-

lope, that is, with a PAPR of 0 dB [53]. Constant envelope OFDM (CE-OFDM) as

it is called, feeds the output of a conventional OFDM modulator through a phase

modulator, resulting in a constant envelope signal. This requires that the complex

baseband OFDM signal be converted into a real signal by modulating it with, for

example, pulse-amplitude modulation before phase modulation.91



More recently, Slimane [54] has suggested precoding the message vector to reduce

its PAPR when OFDM modulated. The theory is presented here. An N�L precoding

transformation matrix, P, is defined to transform a length N message vector Xm into

a length L coded vector Y that when modulated with OFDM has a low PAPR. X andY are related by Yi = N�1
∑m=0pi ;mXm i = 0; 1; :::; L� 1 (6.3)

and the low-pass equivalent form of the OFDM signal isx(t) = L�1
∑i=0 Yie j2�i tT 0 � t < T= N�1
∑m=0Xm(L�1

∑i=0 pi ;me j2�i tT) 0 � t < T (6.4)
where T is the OFDM block length and the guard interval is ignored. The definition

of PAPR is

PAPR = maxjx(t)j2E fjx(t)j2g (6.5)
which the transformation is designed to minimise. Combining equations 6.4 and 6.5

gives an upper bound for the PAPR in terms of the elements pi ;m of the transforma-

tion matrix [54]

PAPR(t) � 1N (N�1
∑m=0 ∣∣∣∣∣L�1∑i=0 pi ;me j2�i tT ∣∣∣

∣

∣

)2 : (6.6)
Here it is convenient to define a set of N time limited complex functionspm(t) = { pi ;me j2�i tT for 0 � t < T0 otherwise

(6.7)
which reduce equation 6.6 to

PAPR(t) � 1N (N�1
∑m=0 jpm(t)j)2 (6.8)

which shows that the PAPR ratio is related to the sum of set of N functions pm(t).
It is apparent here that this set of functions must be chosen to minimise PAPR,

and Slimane suggests using cyclic shifts of a seed function with only one amplitude

peak. The cyclic shifts ensure that no amplitude peaks are overlapping within any

linear combination of the functions, which results in reduced PAPR when compared
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to normal OFDM. The matrix elements are found to bepi ;m = pi ; 0e�j2� imN= e�j2� imN 1T ∫ T0 p(t)e�2�i tT dt: (6.9)
It is further shown that the matrix P is required to be orthogonal to maintain the sep-

arability of the N transmitted sub-carrier symbols per block without causing ISI [54].

It is shown that to fulfil this criterion the seed function p(t) must satisfy the Nyquist

criterion, such as for example the raised cosine function.

Slimane’s technique requires an overhead of Np = L � N carriers, but has shown

great improvements to OFDM PAPR. It also allows the definition of a matrix for any

size N, results given in [54] show less than 5 dB PAPR with 512 QPSK modulated

carriers and an overhead of Np=N = 0:2.

The PAPR of the transmitted data is obviously a major issue as the remote unit,

which is tasked with transmitting data through the main communications link will

be battery powered, and therefore using transmit power amplifier back-off is very

undesirable.6.3.3 E�ects of Doppler shift on OFDM
Doppler shift has a detrimental effect on OFDM signals as it causes the sub-carriers

to lose thier mutual orthogonality, which causes inter-carrier interference and a

marked reduction in performance [12][55]. This is obviously an issue when using

the HF channel, as Doppler shift is commonly observed in the channel (section 2.3).

6.4 Selection of a modulation technique
The selection of a modulation technique for the finished system is dependent on a

number of factors. The system requirements from chapter 4 dictate that the system

be composed of a small, battery operated remote unit which will transmit data to a

complex, mains powered base station. Data transfer will take place primarily from

the remote unit to the base station (but a simple feedback path from the base sta-93



tion to the remote unit will also be available). These specifications bring an innate

asymmetry to the communications link as described in section 4.4.

It is desired that the signal to be transmitted be as easy as possible to modulate

at the remote unit, and that the PAPR of the output signal be as low as possible,

to maintain a high efficiency output power amplifier. As discussed above a high

PAPR requires a large ‘backoff’ of the output amplifier to maintain the linearity of an

outputted signal, where the backoff is effectively a reduction of the power gain of the

amplifier. With a class A linear amplifier, any reduction in gain entails an associated

reduction in efficiency due to the bias current which flows at all times through it.

Ideally a constant envelope modulation technique would be used, which allows the

possibility of using very efficient, but non-linear amplifiers such as class D types.

As the data signal is to be received at the base station, which is of arbitrarily high

computational complexity, there is no need to attempt to reduce the complexity of

the equaliser. One of the strengths of OFDM is that the equaliser required at the

receiver need only be a single-tap type, with low complexity and easy to implement

at the receiver. In the context of the requirements of the communications link being

designed, however, these advantages are ultimately not required.

For the reasons discussed above, it has been decided that a single-tone modula-

tion technique will be used at the remote unit. Using a phase-modulated technique

such as BPSK or QPSK should be robust to interference from noise in the channel

and require a relatively low SNR at the receiver, which is advantageous given the

transmit power constraints and poor quality of the transmit antenna. As mentioned

above, ideally a constant modulus modulation technique will be used for allowing

increased efficiencies of the transmitter power amplifier, to this end, BPSK or offset

QPSK (OQPSK) [3] are both candidates for inclusion into the final system.6.4.1 Implications for modem performance
There currently seems to be little consensus within the HF community upon whether

single-tone or parallel tone techniques provide higher performance (in terms of max-

imum sustained bit rate under HF channel conditions). The two techniques seem

similar in performance, but with different hardware requirements at the transmitter

and receiver. The Digital Radio Mondiale specification [6] uses OFDM primarily due

to the fact that equalisation of an OFDM waveform is much simpler and less proces-94



sor intensive than a single tone signal equaliser. As one of the main intended uses

of DRM is for radio broadcasting, the simplicity of the OFDM equaliser implementa-

tion is suitable for the cheap, small and possibly battery operated receivers of such

broadcasts. Companies like Harris, however, release hardware based around single

tone waveforms. This hardware is generally complex and expensive enough that the

implementation of a high complexity, single tone equaliser is not a problem.
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Chapter 7
Error control techniques
The reduction of errors in a transmission over a noisy channel can be performed

using two main techniques. The most straightforward, automatic-repeat request

(ARQ), alternatively known as backwards error correction, is a process where the

transmitted message vector m has a parity check sequence added, which the re-

ceiver uses to validate that the packet received is free of errors. If this is not the

case, it issues a repeat request to the transmitter which asks it to send the failed

packet again. Obviously, to achieve this in practice a full duplex system is required.

The alternative technique, forward error correction (FEC), involves a process where

the transmitter applies a transformation to the message vector before transmitting

(a process called channel coding), resulting in a coded message vector c, which

serves to add redundancy so that the receiver can rebuild m error-free even in the

presence of errors in c.
7.1 Data Redundancy
To ensure accurate receipt of data sent from a transmitter to a receiver over a noisy

channel it is necessary to add redundancy to the data. For a vector of binary data,

the noisy channel is liable to flip some of the bits resulting in an incorrect received

vector. If there is no redundancy placed on the data then it is impossible to detect

or correct these errors in the received vector. To detect these errors it is necessary

that extra data be sent, such as parity check bits, that can be used at the receiver to

check that the received data is correct. Parity check bits are generally the linear com-96



binations of the constituent bits of the message vector. The process is performed at

the transmitter and the results are appended to the sent data vector. At the receiver

the same equations are performed on the received vector and the results are refer-

enced with the received parity check bits, any differences are indicative of an error

in the received vector.

The entropy of a length m vector, x of symbols with probabilities p = p0; p1; :::; pm is

given by the equation [56] H(x) =∑i pi log2 1pi : (7.1)
This is a measure of the actual information content of the vector and can be seen to

be a maximum when 8i : pi = 0:5, meaning that every bit within the vector is equally

likely to be a one or a zero. A vector of data which satisfies this criterion would be

completely uncorrelated, perhaps having been subject to perfect compression. It is

apparent from equation 7.1 that as the length of the vector increases, its entropy

also increases so long as 8i : pi = 0:5 still holds. Transmitting a vector through

a noisy channel entails an increase in entropy as errors are randomly added to

it. If that vector is already of maximum entropy it is impossible for these errors to

be corrected. To aid the receiver in recovering the correct information from noisy,

received vectors it is therefore necessary for the entropy of the outgoing data to be

reduced. By adding redundancy (for example in the form of parity checks) to the

outgoing data, the length of the vector can be increased while the entropy of the

vector remains the same. If this increase in entropy is less than that which the noisy

channel adds it is possible to recover the original data from the corrupt received

vector [56].7.1.1 Shannon's noisy channel coding theorem
Following from the previous section and equation 7.1, if the entropy added by a given

channel is known, then the minimum required redundancy to add to a signal can be

inferred, resulting in a maximum channel capacity which can be defined for the given

channel. The channel capacity is a term which defines the maximum sustained data

rate through that channel, exclusive of redundancy, which is required to be added to

allow error free reception of the transmitted signals.

Claude Shannon mathematically derived the channel capacity of any given chan-

nel [38]. The representation of this theory, in the form of a mathematical equation,97



is given as [38][56] C = Blog2(1 + SN) (7.2)
where C is the channel capacity in bits per second, B is the bandwidth of the signal

in Hz and S=N is the linear signal to noise ratio seen at the receiver. The channel

capacity is often referred to as the Shannon limit of the channel.

The Shannon limit imposes a maximum bit-rate that can be reliably transferred

across a channel with given bandwidth and SNR, which it is impossible to exceed.

It can therefore be used as a benchmark for testing the performance of error correc-

tion techniques. The very best techniques will come close to the maximum channel

capacity.7.1.2 Hamming distance
The Hamming distance of two binary numbers is defined as the number of bits dif-

ference between them [10]. For instance, for the two 8-bit numbers 01001010 and

11001000 the Hamming distance is two, as there are two bits (bit 7 and bit 1) differ-

ent between them. The Hamming distance is used as a measure of separability, by

quantifying how two binary sequences differ. As a simple example of the application

of the Hamming distance to digital communications, consider Gray coding, which

differs from binary coding in that two adjacent points in a constellation will only differ

by one bit (Hamming distance of one), this reduces the bit error rate of the system.

The Hamming distance is also be used as a means to determine the effectiveness of

a forward error correction system. Take, for example, a block-coded error correction

system where messages of length k are encoded onto a new set of length n code-

words. The set of all possible message vectors has 2k elements, that is one entry

per k-bit binary number and the shortest Hamming distance between any two num-

bers in the set is 1. Therefore the number of codewords is the same as the number

of possible message vectors but uses n� k more bits to encode the data. The code

rate is therefore k=n and there is a coding overhead of n � k bits. This overhead

is used to make the codes more separable, which entails increasing the Hamming

distances between them. Then when a received codeword has few errors, that is,

too few to make it closer to a different codeword, the original data can be rebuilt by

choosing the codeword that is the closest match; the codeword with the shortest

Hamming distance from the received word. For this reason it is clearly desirable to98



choose a set of codewords that differ from each other as much as possible. The

measure used to define the effectiveness of a set of codewords is the minimum dis-

tance, which is defined as the minimum Hamming distance between any two of the

codeword vectors in a set.

7.2 Convolutional Codes
Convolutional coding is a channel coding technique that outputs multiple modulo-2

convolutions of the input stream, resulting in a higher rate output stream. It works

by maintaining a first-in first-out (FIFO) memory buffer of the last M input samples,

taking the modulo-2 sum of two or more different sets of taps from this buffer and

outputting the result. The sets of taps used are given by n generator polynomial

functions in terms of the unit delay variable D. (D is commonly used for the unit

delay variable when talking about convolutional codes, in block coding X is more

often used.) The optimum polynomials have previously been found by computer

search and can be found in tables [3]. Take for example the generator polynomials

for a rate 1/2 encoder with degree 3;g1(D) = 1 +D +D2 +D3g2(D) = 1 +D +D3 (7.3)
D DD

+

+Figure 7.1: 1/2 Rate Convolutional Encoder
Figure 7.1 shows a block diagram of a convolutional encoder that corresponds to the

polynomials given in equation 7.3. The message to be encoded comes in from the

left into a three stage shift register which is tapped by two sum functions (equivalent99



to XOR functions in binary). The output is at twice the rate of the input (assuming

one bit is fed in at a time) and it is composed of the concatenation of the two sum

functions. The switch is flipped twice every cycle to feed both of the sum functions

to the output. The code rate is the number of bits fed into the shift register divided

by the number of tap-sum functions.

The constraint length, K, of a convolutional code is equal to one more than the de-

gree of the polynomial, and is a measure of how long a particular input bit remains

in the shift register. The number of bits shifted into the register every cycle is repre-

sented by k . The code rate is k=n; for every k bits shifted into the encoder, one bit

of output is generated by each of the n polynomials.

Decoding of a convolutional encoded signal was studied by Viterbi. His algorithm [57]

describes a message passing decoder that finds the most likely sequence of input

bits that reproduces the received signal (having been corrupted by noise). This al-

gorithm is described below.7.2.1 The Viterbi Algorithm
The Viterbi algorithm decodes a noisy, convolutional encoded signal by attempting

to separate the noise from the signal, using the Markov properties of the encoded

signal. A graph can be drawn charting the state of the last two channel outputs over

time. Such a graph is known as a trellis diagram, due to its similarity with a trellis

fence. Figure 7.2(a) gives an example of a trellis. At each step through the trellis

a relative likelihood value is assigned to the possible paths that the signal could

have taken and unlikely paths are removed from consideration. The path eventually

converges to one path of maximum likelihood. Comprehensive discussion of the

Viterbi algorithm can be found in [57][10][3].
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The Viterbi decoder is an example of a message-passing algorithm. This refers

to the way that the most likely path is found. Instead of assessing every possible

output for a convolutional encoder and finding the one that best matches the channel

output, an iterative procedure is adopted in which messages are passed up each

path with the weight metric of that path and its generating input sequence. When two

paths cross these messages are compared and the less suitable one is discarded.

Convolutional codes are simple to generate, requiring a shift register and multiplexer.

The process of decoding is, however, more complex. As the constraint length in-

creases the length of the paths required to be stored in the decoder increases,

which entails a geometrical increase in the number of paths being tracked and com-

pared. The constraint length of a convolutional code is therefore decided by the

computational power available at the receiver. This is generally much lower than the

codeword length of modern block coding FEC techniques.

7.3 Block Codes
Block codes are another method of encoding redundancy into a stream of message

bits whereby the stream is split into blocks of m bits and redundancy is added to

each block individually. The transformation from an m-length message vector to ann-length codeword, where n > m, is normally performed by a m�n generator matrix,G. The n�m redundant bits are typically parity check bits which are appended to the

original message vector to make the codeword. For this reason the generator can

usually be split into two sub-matrices; an m�m identity matrix, Im, which copies the

message vector to the codeword, and a m� (n�m) sub-matrix, A which represents

each parity check equation to perform on the message vector, which adds the parity

check bits to the codeword. The generator matrix can then be defined as G = [ImjA].
To check the received codeword for errors, and to aid in the correction of such errors,

it is necessary to define a parity check matrix, H, where GHT = 0, where XT denotes

the Hermitian transpose of the matrix X. The parity check matrix can be defined from

the components of the generator matrix as H = [AT jI(n�m)].
One of the earliest block codes invented was the Hamming code, which was a short

code capable of detecting up to two errors in a block or correcting one. Further

information on this and other simple block codes can be found in [56][3][10].101



7.4 Sparse graph codes
Sparse graph codes are a class of channel codes that have seen great success in

recent years, with empirical performance levels coming arbitrarily close to the Shan-

non capacity of a channel. Such codes can be described using sparse bipartate or

Tanner graphs [58]. A Tanner graph is a graph with two rows of nodes; the bottom

row represents codeword bits, and the top represents parity checks. Each codeword

bit node connects to a number of parity checks and each parity check node connects

to a number of codeword bits. The graphs are called sparse because, in general,

the number of connections for each node is far less than the total number of parity

check or codeword bit nodes in the graph.

Parity Checks

Codeword BitsFigure 7.3: Simple example of a tanner graph
Figure 7.3 shows an example of a Tanner graph with six codeword bits and three

parity checks. There are four codeword bits in each parity check and each codeword

bit participates in two parity checks. This graph is representative of a linear block

code with parity check matrixA = 


1 1 1 0 1 00 0 1 1 1 11 1 0 1 0 1  (7.4)
where each row represents a parity check and each column a codeword bit. It is

apparent that the column and row weights (the number of ones in each) correspond

to the number of connections per each parity check node (for row weights) and each

codeword bit node (for column weights). This example can not truly be called a

sparse graph as the number of connections per node is high compared to the total

number of nodes and the parity check matrix is clearly not sparse.102



Turbo, Low-density parity check (LDPC), repeat-accumulate and fountain codes are

all sparse graph codes, the first three families are used on a standard binary sym-

metric channel whilst the last technique, fountain coding is an interesting code with

good performance on the erasure channel. Information on these codes can be found

in [56], for the purposes of this project it is only necessary to elaborate on the LDPC

family of codes, as these have been selected for use with the proposed commu-

nications system for a variety of reasons (see chapter 8). In summary, they have

been chosen because they provide high performance, and further techniques can

be used to both reduce the computational complexity of the encoder and use the

code structure to aid in equalisation at the receiver.

7.5 Low density parity check codes
The low density parity check (LDPC) code was first suggested by Gallagher in his

1963 thesis [59]. At the time of Gallagher’s thesis, there was nowhere near suffi-

cient computational power to realise a practical LDPC system, and little further work

was performed in the field until the 1990s. The technique uses a very sparse matrix

(i.e. composed mostly of zeros) as a parity-check matrix, and hence the name. A

construction method of such a matrix is discussed in [59], and has been rediscov-

ered and improved upon by Mackay [39], who suggests a method of semi-randomly

generating matrices. The basic algorithm for creating an LDPC generator matrix is

as follows: First a very sparse matrix A is generated by randomly picking n columns

of length n � k with tc ones randomly inserted in each. The variables n and k are

the codeword length and message length respectively and tc is the column weight

of the code, that is, how many ones exist in each column. The next step involves

swapping the location of bits to try to get the row weights as uniform as possible.

If the weight of every row is equal to tr , where tr is the average row weight of the

matrix, then the resultant code is known as a regular LDPC or Gallagher code. A
can be shown as the concatenation of two matricesA = [A1jA2] (7.5)
where A1 is a (n � k) � (n � k) square matrix and A2 is a (n � k) � k rectangular

matrix. Gauss-Jordan elimination [60] is used on A to get it into the systematic formHT = [Ik jP] (7.6)103



where Ik is the k � k identity matrix, and P is the k � (n� k) coefficient matrix whereP = [A2A�11 ] [39]. The generator matrix is thusH = [ IkPT ] = [ IkA2A�11 T ] : (7.7)
In addition to finding the nearest codeword for a given received, LDPC encoded

block, the LDPC decoder also outputs the posterior probabilities of each bit of the

codeword. This information is useful for a number of other techniques such as turbo

equalisation and hybrid-ARQ (HARQ). These techniques have been explored and

are discussed in sections 8.2 and 7.7.1 respectively.7.5.1 Generating LDPC codes
LDPC codes are generated using a generator matrix, G, which is defined as the

null space of a very sparse parity check matrix A. Many techniques have been

proposed for the generation of A, including pseudo random [61][59] and algebraic

techniques [62]. In general, the design aims are to create a sparse N � M ma-

trix, where N is the length of the codeword generated when a length N � M input

message vector is encoded.

The simplest way of performing this operation, as proposed by Gallager in his orig-

inal thesis [59], is to randomly select a matrix, ensuring a fixed column weight (or

number of ones in each column) of j and a fixed row weight of i = jN=M. Row and

column reordering is used to ensure the first M rows form an invertible matrix as

described above (it is immediately apparent that the example matrix of equation 7.4

is not such a matrix). This generates what is known as a regular Gallager code.

The girth of a code is an important metric. This is defined as the minimum cycle

length in the Tanner graph of the code. A cycle is a path that can be traced from

one node, along different paths, back to the original node, as in Figure 7.4 where

a length four cycle can be seen emboldened. Short cycle lengths in a code break

the assumption of independence that the decoder requires and therefore impair de-

coding performance (this manifests as an increased error floor). As such, a second

step in many random LDPC generation algorithms purges the parity check matrix of

any such short cycle lengths. 104



Parity Checks

Codeword BitsFigure 7.4: A cycle of length 4 (emboldened)
To create the generator matrix, G, the null space of the parity check matrix, A, is

found. First, Gaussian elimination and column reordering is performed on the matrix

to transform it into reduced row-echelon form;H = [IMjP] (7.8)
where H is the reduced row-echelon form of A, IM is the R�R (where R = rank(A))
identity matrix and P is an R � N � R matrix (not necessarily sparse) composed of

only zeros and ones. The generator matrix for the code is then given as;G = [ PIN�R ] (7.9)
where IN�R is the (N � R) � (N � R) identity matrix. A codeword column vectorc is then generated for in input column vector m of length N � R by modulo-two

multiplication, c = Gm(mod 2).7.5.2 Quasi Cyclic LDPC
There is a class of algebraically constructed LDPC codes known as quasi-cyclic

LDPC (QC-LDPC) codes. These codes are constructed from an array of circulant

matrices over GF(2) (the Galois field of two elements). Their structure allows for a

much simpler implementation of the encoder, where the computationally expensive

multiplication of the message vector with the generator matrix is replaced with a

linear (with N) complexity technique using FSRs [63]. This is obviously of interest

to this project, where it is desirable to have as little complexity as possible on the

transmitter side (see the remote unit requirements in section 4.2). When invented,105



QC-LDPC was thought to have lower performance than randomly generated codes,

but subsequent work has shown that well designed QC-LDPC codes in fact perform

just as well as them [62].

A circulant matrix is defined as a matrix where any row is the cyclic shift, one place

to the right, of the row above and every column is the cyclic shift of the previous

column one place down. The identity matrix is therefore a circulant matrix, as each

row has a single 1 in it, one cell to the right of the location of the 1 in the row above,

and similarly for the columns. Using the P � P identity matrix I0 as a basis, a family

of circulant matrices, In where 0 � n < P can be defined as the identity matrix with

every row cyclically shifted by n places. For example, with P = 4, I1 and I2 are given

as I1 = 




0 1 0 00 0 1 00 0 0 11 0 0 0












I2 = 




0 0 1 00 0 0 11 0 0 00 1 0 0












:
Consider the finite Euclidean geometry E(m; 2p), which is an m dimensional space

with length down any dimension of 2p discrete points. This space consists of 2pm
points in total, and qm�1(qm � 1)=(q � 1) possible lines, where any line, L, has 2pm
points located on it [64]. If a is a point on L then L is said to pass through point a.

Any two lines either have no points in common (i.e. they are parallel) or they have

one point in common. If two lines share point a in common they are said to intersect

at a. As the number of points in E(m; 2p) is equal to 2pm, the same as the number of

elements in GF(2pm) (whose elements are {��1 = 0, �0 = 1, �1, �2,... �pm�2}) the

Euclidean geometry can be used to completely represent the elements of GF(2pm)

[64][65]. Following from this, a line, L1 that intersects two linearly independent pointsa0 and a1 can be represented as a 2pm-tuple, L1 = fa0; a0 + �0a1; a0 + �1a1; :::; a0 +�pm�2a1gwhere � is a primitive element of GF(2pm). It can furthermore be shown that�L1 is also a line [64]. Another line, L2 = fa0; a0+ �0a2; a0+ �1a2; :::; a0+ �pm�2a2g
is defined, that passes through points a0 and a2, and intersects L1 at point a0. It

is shown in [65] that the two lines �iL1 and �jL2 can only share one point, a0 in

common, so long as a1 and a2 are linearly independent [65]. Each such line defined

within this geometry will have exactly 2p points. The points on these lines represent

symbols in GF(2pm) so this implies that the tuples formed by the lines will only share

one element in GF(2pm) in common.

Circulant matrices are formed from the tuples defined by the lines in E(m; 2p). Each106



circulant has a row and column length of 2pm, within which there are 2p non zero

elements, corresponding to the elements of a line. Every row of the circulant matrix,

as explained above, is the rotation of the row above it, and therefore each row of

the circulant matrix represents another parallel line within the Euclidean geometry.

Each possible line can be used to generate a circulant matrix and these can be

concatenated to form a row of circulant matrices. The next step is to perform row

and column decomposition on each circulant, which shares the non zero elements of

the original matrix between new matrices which are concatenated in both directions,

until the required column weight is found [63]. The new matrix generated is the

QC-LDPC parity check matrix.7.5.3 EÆcient encoding of QC-LDPC codes
One of the strengths of quasi-cyclic LDPC techniques is that it is possible to imple-

ment an encoder with much lower processing and memory requirements than that

of a normal LDPC decoder by taking advantage of the special structure of the parity

check matrix.

To encode a codeword of a conventional random LDPC code (otherwise known as

Mackay code), the null space of the parity check matrix forms the generator matrix

and this is multiplied with a message vector to form a codeword. While the par-

ity check matrix is itself sparse, the generator matrix, which is of the form given in

equation 7.9, consists of an identity matrix and a non-sparse matrix P. For large

codeword lengths, P, which cannot be represented in any sparse matrix format,

requires a large amount of memory to store. For example a half rate code of code-

word length N = 2000 will have a P matrix of dimension 1000 � 1000, requiring at

least 1,000,000 bits = 125kB of storage for the generator matrix. This memory re-

quirement is rather high compared to the data memory capacity of most low-cost

microcontrollers.

To encode a QC-LDPC code efficiently the previously mentioned FSR-based tech-

nique can be used [63]. This technique uses feedback shift registers (FSRs) to

encode a QC-LDPC codeword vector directly from the circulant sub-matrices that

make up the parity check matrix. As these sub-matrices are circulants only the first

row of each needs to be sent, and as the first rows are sparse the memory require-

ments of the encoder are minimised. To encode a codeword the message is split

into sections of lc bits, where lc is the length of a circulant sub-matrix. Then the first107



rows of each sub-matrix in turn are used to initialise an FSR. The FSR is rotated and

the bits of a corresponding message chunk are checked sequentially, every time a

bit is detected along the message chunk the FSR is summed with a length lc register

which is initialised to zero at the start. A new register is used for every successive

circulant and the codeword can finally be built up from the values contained within

these registers. This is a very simplified account of the encoding process which

serves only to give an indication of the encoding process, compared to the large

matrix multiply which is required for a normal LDPC code.7.5.4 Decoding LDPC Codes
This section describes the operation of the LDPC decoder. A message vector m =[m1; m2; :::; mN�R]T is encoded into an LDPC codeword c = [c1; c2; :::cN ]T (where

the notation AT is used to denote the Hermitian transpose of A, N is the codeword

length and R is the number of parity bits). This code vector is transmitted through

an additive white Gaussian noise (AWGN) channel resulting in the corrupt message

vector y = [y1; y2; :::; yN]T .

The aim of an LDPC decoder is to find the value of c which maximises the likelihoodP (yjc) for a given parity check matrix H, where Hc = 0(mod 2). The matrix H can

be expressed as a Tanner graph with edges defined by the placement of 1s within

the parity matrix (so, as an example, a 1 at column 5 and row 3 will generate an

edge connecting codeword bit node 5 to parity check node 3). Column n, where0 < n � N, will contain 1s at row indices corresponding to the destination parity

check nodes for all edges leading out of codeword bit node n. This set is denotedM(n) and is the set of parity checks in which check node n participates. Similarly

we can observe the placement of 1s in the rows of H and define sets N (m) of the

codeword bits participating in parity check m.

To decode y , the belief propagation algorithm (otherwise known as the sum-product

algorithm) is used, which is equivalent to a maximum likelihood decoder when there

are no cycles in the graph defined by A [56]. It is a message passing algorithm

that passes probabilities up and down the edges of the graph. Each edge starts out

initialised with the received probability of its connected codeword bit. The algorithm

then repeatedly examines and updates the likelihood of each codeword bit being a

one by first examining the input to each parity check (which must sum to zero in

modulo-2 arithmetic by definition), updating the probabilities of each edge to that108



which best satisfies the parity check for each edge, then passing these values back

to the codeword nodes, where each node updates its probability based on the values

received from all connected parity check nodes and the original received data. When

the pseudo-posterior probabilities ĉ derived from the check nodes satisfy the parity

check equation then decoding is declared a success. A very good tutorial clearly

explaining this process is found in [66].7.5.4.1 The belief propagation decoder
The algorithm for decoding LDPC codes as described above is split into an initializa-

tion phase, iterative ‘horizontal’ and ‘vertical’ steps, finally stopping when the inferred

value of the codeword bits satisfies the parity check equation.

Initialization . Prior probabilities of the codeword bits are defined for the probability

that codeword bit cn is equal to zero and one respectively; p0n = P (xn = 1) andp1n = P (xn = 1) = 1 � p0n. These are set to the likelihoods of the received bits.

Messages q0mn and q1mn are set equal to p0n and p1n respectively for all m; n for which

Hm;n = 1.

Horizontal step . The horizontal step of the algorithm examines the messages re-

ceived at each parity check node, updating each received edge with a value that

reflects what the algorithm believes it should be to satisfy the parity check equation

∑n2N (m) ĉn = 0 (mod 2): (7.10)
To this end, the algorithm looks at every parity check node in turn (indexed m =[1; 2; :::;M]) and for each n 2 N (m) the probabilities r0mn and r1mn are defined [56][66]Ærmn = ∏n02N (m)nn Æqmn0 (7.11)r0mn = 12(1 + Ærmn) (7.12)r1mn = 12(1� Ærmn) (7.13)
where Æqmn = (q0mn � q1mn), and N (m)nn represents the set of codeword bit nodesN (m) with node m removed; for example, if N (m) is a set of nodes {2,3,5,7}; thenN (m)n3 is the set of nodes {2,5,7}. 109



For each check node, the algorithm calculates the message it is about to send back

to codeword node n by examining the received message from every other codeword

node connected to it (that is, the expectation of the codeword nodes) and from them

infers an expectation of codeword node n that satisfies the parity check equation

that all connected codeword nodes must sum to zero. When all these messages are

ready, they are sent back down the Tanner graph’s edges to the codeword nodes.

Vertical step . The vertical phase of the algorithm is similar to the horizontal phase,

but for each codeword bit. Having received the r -messages from the parity check

nodes, each codeword node revises its estimate of its correct value. The algorithm

proceeds to update the q-messages for each codeword node to send back to the

parity check nodes, using the received r -messages as well as the prior probabilities,p, received from the demodulator;q0nm = �p0n ∏m02M(n)nm r0mn (7.14)q1nm = �p1n ∏m02M(n)nm r1mn (7.15)(7.16)
where � is a constant valued so that q0nm + q1mn = 1.

At this point pseudo-posterior probabilities, Q0m and Q1m for each codeword can also

be found by inferring an expectation of the value of that node from all its information

sources, so Q0n = �p0n ∏m02M(n) r0mn (7.17)Q1n = �p1n ∏m02M(n) r1mn (7.18)(7.19)
where � is a constant valued so that Q0n + Q1n = 1. From these probabilities, an

estimate of c can be found. ĉn = 


1 if Q1n < Q0n0 otherwise
(7.20)

If ĉ satisfies the parity check equation Hĉ = 0 (mod 2) then decoding is judged a

success and the algorithm exits. If not then the algorithm returns to the horizontal110



step, looping until it, hopefully, converges on a solution. There is generally a limit

on the number of iterations performed in the algorithm, to force it to exit in a timely

manner with a ‘best guess’ of the received codeword. Additionally, the algorithm

can be programmed to exit when the differences in posterior probabilities through

subsequent iterations become smaller than a defined minimum. Where received

signals can be processed ‘off-line’, that is, time can be taken to decode the signals

after the radio transmission has ended, more decoder iterations can be used to

improve the noise performance of the decoder.

The result of decoding is the pseudo-posterior probabilities of the transmitted code

word bits based on the prior probabilities received from the channel and the structure

of the code. They are termed ‘pseudo’ because they are approximations of the result

of the optimal decoder (an optimal decoder is possible to implement analytically in

theory but is prohibitively computationally intensive in practice). These probabilities

can be used to find the most likely codeword (equation 7.20). They can also be used

with channel estimation and equalisation techniques such as turbo equalisation (see

section 8.2).

The LDPC decoder is an intensive algorithm with computational complexity of order6Nj , where N is the block length and j is the LDPC matrix column weight [56].7.5.5 Decoding in Log-Space
Repeated multiplications of very small floating point values in the LDPC decoder can

result in a high incidence of arithmetic underflow, where the result of a calculation is

two small to represent and is rounded to zero. This causes divide by zero errors later

in the algorithm. This problem is exacerbated with larger code block lengths or good

SNR conditions in the channel (due to the presence of p(x = 0)=p(x = 1) terms

in the algorithm, which tend to infinity as p(x = 1) tends to zero). These errors

must be corrected or otherwise compensated for in the algorithm, which normally

adds an overhead. An alternative technique is to perform calculations in log-space,

representing probabilities as log likelihood ratios (LLRs), which also provides a per-

formance advantage as multiplies in linear space are equivalent to faster additions

in log space. This technique was explored by Leung et al. [67][68] in the context of

reducing the storage space and computational requirements of the LDPC decoding

algorithm by representing probabilities as LLRs using a low number, N, of bits, in

the form s i where i 2 [0;�1;�2; :::;�(2m�1 � 1)].111



Chung, Richardson and Urbanke describe a system of equations for performing

LDPC decoding in log space [69]. All node values and messages are represented

by their LLR equivalent, for codeword nodes these arevn = LLR(cn) = ln
(p(xn = 0jy)p(xn = 1jy)) 0 � n < N (7.21)

where the parameters are the same as defined at the beginning of section 7.5.4.

Messages from the parity check nodes are represented similarlyumn = ln
( rmn0rmn1) : (7.22)

Substituting equations 7.14 and 7.15 into 7.21, it can be readily shown that their log

space equivalent is vmn = LLR(pn) + ∑m02M(n)nm unm0 (7.23)
where vmn is the log space equivalent of qmn, the message passed from codeword

node n to parity check node m, and where LLR(pn) is the log-likelihood ratio of thenth observed received bit from the demodulator. Finding the messages from the

check nodes is less obvious and the derivation will not be described here, details

can be found in [69]. They are found using the tan rule;

tanh
(unm2 ) = ∏n02N (m)nn tanh

(vmn02 ) : (7.24)
When comparing the performance of normal and log-likelihood decoders it was

found that the log likelihood decoder was approximately fifty percent faster than the

linear one.7.5.6 LDPC performance results
The bit error rates and frame error rates for four LDPC codes (three Mackay codes

of codeword lengths between 204 to 816 bits and a QC-LDPC codeword of length

2044 bits), are presented in section 12.2 in Figures 12.2 and 12.3 respectively.
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7.5.7 Application of LDPC to the communications link
The high performance of LDPC compared with other codes [56][3], as well as the

innate asymmetry between encoder and decoder, make them ideal for use in the

proposed modem (error rate performance for various codes are provided in sec-

tion 12.2). The system specification from chapter 4 requires that the system have

a high upstream bandwidth from the battery powered field unit to the mains pow-

ered base station, but only a simple downstream bandwidth for issuing commands.

Using QC-LDPC coding, which allows a coder implementation of linear complexity

on FSRs, will require minimal processing at the field unit, with the high complexity

decoding process located at the base station. The downstream link need only use a

simpler coding system.

Further to the high error correction performance of LDPC, there are powerful derived

techniques that can also be incorporated into the project. The techniques examined

that exploit the structure of LDPC codes are high performance channel equalisation

(see section 8.2) and automatic repeat-request (see chapter 7.7.1).

7.6 Fountain codes
Fountain coding, alternatively known as the Luby technique or LT coding, is a tech-

nique based on sparse graphs and invented by Luby in 2002 [70]. These codes are

designed for the erasure channel, the effect of which is to erase a given fraction of

packets (no bit-flipping takes place). They have very high performance and are very

simple to implement.

Fountain codes are the basis for a novel hybrid automatic repeat request technique

described in section 7.10, which attempts to provide incremental redundancy to an

LDPC encoded transmission, based on similarities between structures of the two

techniques.
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7.6.1 Generating fountain codes
To generate a fountain code, a message mn, where n = [1; 2; :::; N �M], is split intoN packets, sn, of M bits each. Each M-bit transmitted codeword c i is the modulo-2

sum of a number of randomly chosen packets. The number of packets summed for

codeword i is di and is chosen from a random distribution, �(d). If we define Ni to

be a set of di bits where 0 < x 2 Ni � N for all i and x then we can define the

codeword ci =∑j2Ni sj (mod 2): (7.25)
The shift registers used to generate the random numbers required for generation

of di and Ni are required to be identical and synchronised between transmitter and

receiver. Figure 7.5 gives a diagram of fountain coding on a bipartate graph. The

message packets are lined at the bottom as message nodes, and the codeword

nodes are at the top, and are valued as the modulo-2 sum of all connected mes-

sage nodes. The codeword nodes are transmitted and the decoder has to infer the

unknown message bits from a collection of received codewords.
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7.6.2 Decoding fountain codes
To decode the original message, the receiver has to wait for receipt of N 0 packets,

which is about 5% more than N for large packet sizes [70]. The overhead N 0 � N
is of order

pN(ln(N=Æ))2, where 1 � Æ is the probability of successfully receiving

the packet [56]. On receipt of these messages, the receiver first searches for a

received codeword of degree 1. If there are no codewords of degree one decoding114



is declared a failure. If one such codeword is found (which will be denoted ti 0), the

corresponding data packet sn0 is set equal to it, where n0 = Ni 0 . Then any other

codeword with sn0 in it (if n0 2 Ni ) has its value added to it (in modulo-2) and its

degree reduced by one, and sn0 is deleted. The algorithm then either terminates on

the successful decode of all the source packets or starts again from the beginning,

looking for more codewords of degree 1.
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m m mFigure 7.6: Fountain decoding on a bipartite graph
Figure 7.6 shows a very simple example of the fountain decoding technique on a

bipartite graph. First a degree one codeword node is found and the corresponding

source bit is set equal to it, the second step shows the other two connected code-

word nodes having their values updated and the original selected bit is deleted. The

third step shows the degrees of the updated nodes reduced by one (the edges con-

necting them to the resolved message node are effectively deleted), this leaves two

codeword bits of degree one, the other message bit can be inferred from either of

these two.

Fountain codes are known as rateless codes, in that they do not have any defined

rate. The receiver needs to receive a certain number of codeword packets N 0 to

decode the whole source message, as described above, but varying channel con-

ditions may mean that more or less packets need to be sent through the erasure

channel before the full data is received. It is clearly impossible to define a rate

for these codes, although when transmitting fountain code, a maximum number of

codeword packets might be defined for each message.

Fountain codes are very efficient on broadcast networks, such as video conferenc-

ing, where one server will transmit to many recipients. They provide a novel alter-

native to conventional automatic repeat request (ARQ) systems. When a message

is broadcast to many users through an erasure channel then every user will ask for

a resend of every packet that was erased on the route to them. It is unlikely that the

same packets would be erased for all users so this leads to a large number of ARQs115



which can saturate upstream and downstream bandwidth. Fountain codes provide

a better solution in that the server may just keep sending out codewords until ev-

eryone has received the whole message. Each codeword sent will potentially help

every recipient resolve their message, compared to conventional resends which will

generally only benefit the requester.7.6.3 Choice of distribution for fountain codes
The distribution, �(d), that is used to choose the degree of fountain codes is an

important metric that strongly affects the performance of the resulting codes. The

set of N 0 fountain codes, which encodes N message bits, must satisfy two criteria to

allow full decoding of the original message. First, the codes must completely define

the message, i.e. every message bit must form part of at least one of the N 0 fountain

codes, or it obviously won’t be decoded. Second, there must be sufficient fountain

codes of degree one to allow the decoder to finish decoding the data. In the best

case only one node of degree one would be needed, but in practice, as the sets, Ni
are generated randomly, the structure of the resultant graph may require more than

one degree one node.

The ideal distribution, in expectation, is the ideal soliton distribution [56], which is

expected to provide exactly one degree-one node and cover the rest of the nodes

optimally. The distribution is given as�(d) = 




1=N for d = 11d(d � 1) for d > 1 (7.26)
and the expected degree from this distribution is ln(N). This degree, however works

poorly in practice on the erasure channel. With only one degree-one node expected

for N codes, if it is erased then the decoding cannot commence and therefore fails.

Also the propensity for the distribution to draw low degrees will in general cause low

coverage of the original message with N codes. These two conditions entail that a

large number of fountain codes would generally be required to decode the original

data (N 0 >> N), which increases the overhead of the codes.

A better practical distribution, known as the robust soliton distribution improves the

ideal soliton distribution by increasing the expectation of generating both degrees of

one and degrees of a higher order that serves to increase the average coverage of116



the codes. A distribution is defined as�(d) = 












SkD for d = 1; 2; :::(N=S)� 1SK ln(SÆ ) for d = K=S0 for d > K=S (7.27)
where S = c ln(K=Æ)pK is the expected number of degree one checks and c andÆ are parameters used to adjust the distribution. In practice if N 0 = N + 2ln(S=Æ)S
are received the whole input message will be decoded with probability 1 � Æ, [70].

The parameter c is left as a free parameter. Good results are observed when c is

set smaller than 1 [56]. Equation 7.27 is added to �(d) and normalised to obtain the

robust soliton distribution �(d) = �(d) + �(d)
∑d(�(d) + �(d)) (7.28)
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Figure 7.7: The soliton distributions
Figure 7.7 shows histograms of the ideal and robust soliton distributions with N =10000, c = 0:2 and Æ = 0:05. The spike observed at the right of the robust soliton

distribution is inherited from �(d) and gives a high probability that every source117



message bit will be included in the set of generated fountain codes. The robust

soliton distribution can also be seen to have a higher probability of generating a one

for the required degree one nodes.

In practice the overhead (N 0�N)=N required for full recovery of the source data will

be about 5% for message lengths of N � 10; 000 with well chosen Æ and c [56].

7.7 Automatic repeat request
Automatic repeat request (ARQ) is another form of error correction, complementary

to FEC channel coding in that errors are corrected by feeding back the presence

of errors in the received packet from the receiver to the transmitter via some feed-

back path. It is an instructed error correction technique in contrast to the blind error

detection and correction ethos of FEC.

Automatic repeat request brings with it a different set of challenges to FEC. Most

importantly, it assumes the availability of a feedback channel capable of relaying

information back from the receiver of a data signal to the transmitter. This may be

problematic when running an ARQ system in an environment with a very poor chan-

nel, where it can be assumed that the feedback path will be no better than the main

signal path. At the very least, an ARQ system requires some means of confirmation

that a sent packet has been received correctly, this entails that the feedback path

ought to be able to carry acknowledge (ACK) or negative-acknowledge (NAK) pack-

ets reliably, that when such a packet is sent, there is a very high chance of receiving

it correctly at the remote unit. If these packets are difficult to relay, taking too long to

feed back or having a high likelihood of failure, this will have a serious impact on the

efficiency of an ARQ communication system.

As discussed above, an ARQ system required some means of confirmation that a

packet has been received correctly. This necessitates that some form of error detec-

tion such as cyclic redundancy checking (CRC) be added to the data packets before

transmission. This clearly adds an overhead to the system, reducing its efficiency.

Furthermore, in a simple system which requests full resends of any packets not

correctly received, further inefficiency is created; if one or two bits of a packet are

received incorrectly this will cause an error to be detected and the entire packet to be

resent, whereas a better solution would be to resend only those bits with likelihood118



ratios closest to one (i.e. those with maximum uncertainty).

A well constructed ARQ system provides an adaptive level of redundancy to a com-

munications system, in good conditions the redundancy is reduced to a minimal

amount and as conditions deteriorate this redundancy is stepped up incrementally

on a packet-by-packet basis. This is in contrast to FEC which generally uses a pre-

determined code rate, which may prove to embed more redundancy than is required

for reliable communication over a given channel. The benefits of this adaptive re-

dundancy are offset somewhat by the added complexity of implementing a two-way

communications channel.7.7.1 Hybrid ARQ
Hybrid automatic repeat request (HARQ) systems are, as the name suggests, tech-

niques which combine FEC and ARQ techniques into a hybridized error correction

system. Where FEC coding provides a baseline redundancy to a data signal, ARQ

provides incremental increases to the signal’s redundancy on an as-needed basis

and therefore finds application in situations where guaranteed delivery is required

and variable channel conditions are present. In the nomenclature, type I HARQ

refers to a system which discards erroneously received data packets and resends

the entire packet, often at a lower FEC rate. Type II HARQ keeps a buffer of the

received vector and adds the information content of subsequent received repeats to

it, in this case it is not necessary to retransmit all of the original message.

The simplest form of type II HARQ, chase combining [71], requires the receiver to

average subsequent received repeats with the existing message vector. It is possi-

ble to exploit the structure of the FEC code and decoder to resend those parts of

the packet that are most likely to add most to the information content of the received

vector. Reliability-based HARQ (RB-HARQ) [72] is a technique whereby the receiver

instructs the transmitter to resend those bits of the codeword with the lowest pos-

terior likelihood magnitudes after decoding, but requires a high-bandwidth feedback

link from receiver to transmitter which may be difficult in practice. Distribution-based

HARQ (DB-HARQ) [73][74] is a technique used with irregular LDPC codes which

randomly resends codeword bits with a bias in the favour of resending those bits

which correspond to nodes in the Tanner graph of high degree (i.e. those with most

connections). 119



The alternative form of type II HARQ is a protocol that resends extra encoded data

(such as parity check bits) on each repeat, providing incremental redundancy to the

received information vector. Approaches based on this technique have been devel-

oped to incrementally transmit vectors representative of punctured versions of the

same codeword, which increases throughput adaptively when channel conditions

are good [75] and sending supplementary parity check bits generated from a set of

rate-compatible LDPC codes [76].

7.8 Fountain Codes and HARQ
Fountain codes, as described above, are sparse graph based codes that operate on

the erasure channel. The effect of the erasure channel on a signal is that a given

percentage of packets are erased completely and all the rest are received without

error. The erasure channel is apt for simulating a channel with ARQ; each packet is

assumed to carry a parity check such as CRC or similar which the receiver checks. If

the parity check fails, the packet is treated as erased. If the check passes the packet

is assumed received without error. The erasure channel is therefore, in this context,

seen to exist as a logical layer on top of the combination of the physical channel

(which could be AWGN or a fading channel) and the channel coding scheme, where

an erasure is detected by the non-fulfilment of the coding scheme’s parity check.

New fountain codes are generated to encode a packet of data and sent out from the

transmitter constantly until the receiver acknowledges that the packet is received.

There is no upper limit on how many fountain codes can be sent out for one packet,

as each one is simply the linear combination of a subset of bits from the source

packet. The absence of a code rate therefore leads to fountain codes being referred

to as rateless. The subset of source bits to combine is determined at random, using

a feedback shift register to generate the random numbers required which is shared

by, and synchronised between, the transmitter and the receiver. A set of fountain

codes is therefore treated, at the receiver, as a system of linear equations. If the set

describes every bit in the encoded packet then the packet can be decoded (without

error due to the effects of the erasure channel) and the receiver sends an ACK

signal in reply, which instructs the transmitter to send out fountain codes for the next

packet. The random number generators are kept in sync implicitly as the sender and

receiver both keep track of how many messages have been sent and resent.120



7.8.1 Similarities between fountain codes and LDPC
The erasure channel, as described in the previous section, sits as a logical layer

on top of the channel coder, and a parity check on the decoder output is required

to inform the receiver of whether data was received correctly or incorrectly. LDPC

has an inbuilt parity check (indeed LDPC is decoded by finding the most likely input

which satisfies this check, see section 7.5.4), so an LDPC decoder can be assumed

to output correct data if the parity check is fulfilled, or incorrect data if not, after

a given number of decoder iterations. Thus, the path of data being fed into the

LDPC encoder, sent across a channel and decoded is representative of an erasure

channel, so long as decoded data that fails its parity check is marked erased.

A systematic LDPC codeword consists of the original message vector appended

with a number of parity check bits such that the generated codeword fulfils the parity

checks described by the parity check matrix. Let H be defined as an N �M parity

check matrix for an LDPC code. Let wj represent the rows of H, where 0 < j � M.

Let c be a valid codeword for H. The parity check condition is given asHc =∑j wj :c = 0 (mod 2) (7.29)
where 0 is a zero vector and the middle equality is the expansion of the matrix

multiplication with respect to the rows of the H. By examining a single row and

further expanding wj :c =∑i wj;ici = 0 (7.30)
is found where ci is the i th element of c (0 < i � N), and wj;i is the i th element of Hj .
Because wj is composed of only zeros and ones, it is possible to replace the

∑i wj;i
part of equation 7.30 with a sum over a set, Nj of indices given by the locations of

the ones in wj
∑i2Nj ci = 0 (7.31)

which is seen to be very similar to equation 7.25 for fountain code lengths of one.

That equation is reproduced here with some minor alterationsfk = ∑i2Mk ci (mod 2) (7.32)
where fk is one of the k one-bit fountain codes, generated by summing together

bits, ci , of the source packet. Mk is the k th set of indices. A fountain code is thus121



shown to be very similar to an LDPC parity check (which each row in H represents),

the only difference being the sum of the codeword bits. The sum of the component

codeword bits of an LDPC parity check are assumed to equal zero for decoding.

However the sum of the component bits of a fountain code are assumed to sum to

the value of the fountain code, fk .
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(b) Fountain codesFigure 7.8: Diagrams showing the structural similarities of LDPC and fountain codes
Figure 7.8 provides a comparison of the structure of LDPC codes and fountain

codes. The received probabilities of the LDPC code are fed into the bottom box

in Figure 7.8(a) and the decoder finds the most probable codeword represented by

these probabilities given that all the parity checks sum to zero. In Figure 7.8(b) re-

ceived fountain codes are fed into the top box, and the decoder infers the original

message from these. 122



Soft decoding of fountain codes using a similar belief-propagation algorithm, as used

in LDPC decoding, for wireless communications over any channel has been investi-

gated by Jenkac et. al. and proven to be a well performing method [77].

7.9 HARQ using LDPC and fountain coding
LDPC codes are known to perform well in noisy and fading channels, with throughput

arbitrarily close to the Shannon limit when using long block lengths [39][56]. That,

in combination with its intrinsic parity check makes it a good choice for the FEC

technique in a HARQ system. Fountain codes are known to perform very well for

correcting erasures and the mechanism for providing this performance is connected

to the properties of the sparse graph upon which it is based, similarly to LDPC. The

similarity between fountain codes and LDPC codes makes it possible for fountain

codes to act as an ‘addendum’ to an LDPC code, which acts to provide further infor-

mation to the belief propagation algorithm, increasing its performance and assisting

it on converging to an error free result.

LDPC and fountain codes can, as discussed above and in Figure 7.8, be repre-

sented as Tanner graphs. When receiving an LDPC codeword sent through a noisy

channel, the prior probabilities of each codeword bit are placed in the bottom row

of cells of the graph. The number of cells in the top row is determined by the num-

ber of rows, or parity checks, in the parity check matrix. The top row and bottom

row of cells in an LDPC Tanner graph are referred to as the parity check nodes

and codeword nodes respectfully. The links between the parity check and codeword

nodes are determined by the position of ones in the parity check matrix, so if the first

row in the matrix had ones at locations 3, 5 and 15, the first parity check node has

connections to the first, third and 15th codeword nodes. Figure 7.8(a) shows this.

Fountain codes are similar; to encode, an input message is placed in the bottom

row of cells (message nodes) and a pseudo-random sequence, used to generate

sets of indices, describes the links between the top row of cells (sum nodes) and the

bottom row. The transmitted code in this case is the output of the sum nodes. Each

one represents a one-bit fountain code, see Figure 7.8(b).

If an LDPC codeword generated from an N � M parity check matrix were used to

encode K one-bit fountain codes, then the Tanner graphs for each technique could

be merged together by using a common bottom row. This would result in a Tanner123



graph with N nodes in the bottom row and M + k nodes in the top row. Figure 7.9

illustrates this situation. The process of merging the graphs effectively adds top row

nodes, like extra parity check nodes. It is important to remember that these extra

nodes are not technically parity check nodes as they do not sum to zero, they would

more correctly be referred to as sum nodes or fountain nodes.

c
1

c
2

c
3

c
4

c
5

+ + + + +

c
6

0 0 0 0 0

c
1

c
2

c
3

c
4

c
5

+ + + +

c
6

f
1

f
2

f
3

f
4

+

LDPC code Fountain code

c
1

c
2

c
3

c
4

c
5

+ + + + +

c
6

0 0 0 0 0

+ + + +

f
1

f
2

f
3

f
4

Figure 7.9: Diagram showing how the Tanner graphs of LDPC and fountain coding canbe combined
7.10 Proposed new HARQ system
The fundamental difference between chase combining and RB-HARQ is that RB-

HARQ instructs the transmitter to resend those bits that it is most unsure about to the

receiver, thus updating only those received bits most corrupted by noise. Unfortu-

nately the high bandwidth feedback link required from the receiver to the transmitter

makes RB-HARQ difficult or impossible to implement in a real world situation.

Performance results for RB-HARQ are given in section 12.5. The performance im-

provement demonstrated by using RB-HARQ over chase combining proves that124



resending information pertinent to the lowest likelihood bits improves throughput

performance over random resends. The problem is that the distribution of poste-

rior likelihoods at the receiver is unknown by the transmitter which, in the case of

RB-HARQ requires a high bandwidth feedback link to relay back this information.

Therefore, for a technique to be successful, the likelihood of resending information

corresponding to low posterior likelihood bits at the receiver must be maximised.

From this premise, a novel repeat request technique, based on fountain codes as

described above, was developed that combines random sets of codeword bits from

the transmitter into packets sent as repeat information to the receiver.

Sending a random combination of bits increases the likelihood of sending informa-

tion pertinent to the lowest likelihood bits as it increases the number of bits which

participate in each repeat. It is proposed that sending the modulo-2 sum of a subset

of codeword bits will improve performance beyond that of chase combining, pro-

viding performance closer to that of RB-HARQ without requiring a high bandwidth

feedback path. It is assumed that the transmitter and receiver contain random num-

ber generators synchronised to each other from which it is possible to generate sets

of n indices to the codeword bits. Let these sets of indices be denoted Nf (k) where0 < k � K is the set index. If K bits in total are resent, then each resend is calcu-

lated as fk = ∑n2Nf (k) cn (mod 2): (7.33)
For clarity, this technique will be referred to as ‘random sum of elements HARQ’, or

RSE-HARQ from here on.

It is useful to consider the similarities between a parity check and an RSE-HARQ re-

peat: a parity check is equivalent to the special case of an RSE-HARQ repeat wherefk = 0 which is received without noise (that is with a prior probability P (fk = 0jyk) = 1
where yk = fk + �k is the received symbol with noise �k ). This equivalence gives

insight into modifications to the belief propagation algorithm necessary to decode

the repeat bits. These modifications are described below.7.10.1 Modi�cations to the belief propagation decoder
The belief propagation algorithm is the most popular technique for decoding LDPC.

As described above it is a message passing algorithm and is split into two phases;

the vertical phase updates the messages sent from the codeword nodes on the Tan-125



ner graph of the parity check matrix to the parity check nodes and the horizontal

phase computes the messages sent from the parity check nodes to the codeword

nodes and updates the estimate of posterior probabilities. The two steps are itera-

tively executed with messages being passed from the codeword nodes to the parity

check nodes and back until the codeword nodes converge on a pattern that satisfies

the parity check equation, at which point the algorithm declares decoding a suc-

cess. If the parity check equation is not satisfied after a given number of iterations

then the algorithm stops and declares decoding unsuccessful. However the result-

ing pseudo-posterior probabilities from the decoder are likely to be a better estimate

of the original codeword than the prior probabilities.

As discussed above, there is an equivalence between a parity check node and a

RSE-HARQ repeat whereby they are the same for the special case P (fk = 0jyk) = 1.

This property is embedded in the parity check matrix as prior knowledge of the struc-

ture of the code. The RSE-HARQ repeat bit differs in that there is no prior knowl-

edge of the summation of the codeword bits in the set Nf (k), and this information

is provided by the received repeat bit probability P (yk). From this, each RSE-HARQ

repeat bit can be represented by an ‘extra’ parity check node, modified to take into

consideration the received value of yk .

As adding extra RSE-HARQ repeat packets to the end of an LDPC code is funda-

mentally the same as adding extra ‘parity check’ nodes incrementally to the sparse

graph, similar to how sending fountain codes provides incremental increases in com-

plexity to the structure of the sparse graph. Therefore to use these extra bits to de-

code the original LDPC code, each RSE-HARQ node will be processed in turn as

part of the horizontal phase of the BP algorithm. Similarly to the LDPC parity check

nodes a most likely return value for every connected codeword node will be com-

puted, taking into consideration the incoming messages from all other connected

sources. In LDPC these sources are the messages from each connected codeword

and the knowledge that the sum of each connected codeword must be zero (as it is

a parity check). For LDPC/RSE-HARQ, the messages from each connected code-

word nodes are again sources, but now instead of assuming that their sum is zero,

the decoder takes into consideration the prior probability of the corresponding re-

ceived fountain code, and assumes the value of all the connected codeword nodes

is equal to it. In the vertical phase of the decoding algorithm, the decoder works

similarly to an LDPC decoder. In an LDPC decoder each codeword node is taken in

turn and sends a message to each parity check node based on the messages from

every other connected node and the prior probability of the corresponding received126



codeword bit. For the LDPC/RSE-HARQ decoder the fountain nodes are treated just

as any other parity check node, so each codeword node sends a message to each

connected node (both parity check and fountain types), based on the messages

from every other connected node (both types).

Horizontal step The equation for the horizontal step of the BP algorithm is given

here Ærmn = ∏n02N (m)nn Æqmn0 (7.34)
where rmn is the message to be passed from parity check node m to codeword noden, Ærmn = (r0mn�r1mn), and qmn is the message passed from codeword node n to parity

check node m, Æqmn = (q0mn � q1mn). N (m) refers to the set of indices given by the

placement of ones in row m of the parity check matrix. This equation is performed

for every edge on the Tanner graph to complete the horizontal phase.

For an LDPC codeword generated from an N �M parity check matrix with K sup-

plementary one-bit RSE-HARQ repeats sent with it, there are M parity check nodes

and K RSE-HARQ nodes, giving P = M + K top row nodes in total. These nodes

are numbered 0 < m � P , where the nodes with i � M are parity check nodes

and the nodes with M < i � P are fountain nodes. A pseudo-random process,

shared between transmitter and receiver, is used to generate the sets on indices

required for each code; these sets are denoted Nf (k), where 0 < k � K. The first

M nodes are no different than in a simple LDPC code, so these nodes use equa-

tion 7.34 for 0 < m � M to update messages to their connected nodes. However

the last K nodes must be treated differently to account for the different information

source, i.e. the existence of a received prior probability, for the sum of all connected

codeword nodes, instead of prior knowledge that the sum should be zero. The prior

probabilities received are represented by f xk ; f 0k represents the probability that fk is

zero, P (fk = 0), and f 1k represents P (fk = 1). This incoming probability need not

be treated any different to the other probabilities, as it is just another information

source. So equation 7.34 can be modified to accommodate it easilyÆrmn = Æfm�M ∏n02Nf (m�M)nn Æqmn0 (7.35)
for M < m � P , where Æfm = (f 0m � f 1m). Combining this with equation 7.35, the
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complete horizontal step equation isÆrmn = 


∏n02N (m)nn Æqmn0 0 < m � MÆfm�M∏n02Nf (m�M)nn Æqmn0 M < m � P (7.36)
Vertical step Using the example above of an LDPC code generated from an N �M
parity check matrix supplemented by K one-bit RSE-HARQ packets, there are no

additional codeword nodes added by the received RSE-HARQ bits. These codes

are generated from the codeword output by the LDPC encoding, hence the Tanner

graphs of the LDPC code and the fountain codes are combined with a common

bottom row as in Figure 7.9.

The equations for the vertical step of the LDPC BP algorithm are reproduced hereq0nm = �p0n ∏m02M(n)nm r0mn (7.37)q1nm = �p1n ∏m02M(n)nm r1mn: (7.38)(7.39)
These equations update the messages, qxnm passed from the codeword nodes back

to the parity check nodes, where x is zero or one. Mn denotes the set of parity check

nodes connected to codeword node n (or equivalently the indices of parity checks

that codeword bit n participates in). The prior probabilities of the codeword bits are

denoted pxn . The vertical step goes through every codeword node and evaluates the

messages to be sent to every connected parity check node based on the product of

the messages received from every other node, as well as the received prior prob-

ability of the corresponding bit from the demodulator. Posterior probabilities for the

codeword are generated in a similar way (see section 7.5.4 for details) which are

used to generate an estimate for the codeword. If this estimate fulfils all the parity

checks the coding is deemed a success and the algorithm exits. On the first iteration

of the algorithm, the q messages are set simply to the received prior probabilities of

their connected codeword nodes.

Extending this step of the algorithm to support the extra fountain nodes is relatively

simple. As the fountain code nodes are treated the same as an ordinary parity check

node, the algorithm simply has to incorporate the set of fountain nodes connected to

each codeword node in the equation. Define Mf to be the set of RSE-HARQ nodes

connected to codeword node n, then we define a set Ma(n) =M(n) [Mf (n). The128



equations for the vertical step of the BP algorithm then becomeq0nm = �p0n ∏m02Ma(n)nm r0mn (7.40)q1nm = �p1n ∏m02Ma(n)nm r1mn (7.41)
with the pseudo-posterior probabilities evaluated similarly.

An estimate of the received codeword can be evaluated from the pseudo-posterior

probabilities. If this estimate is found to satisfy the parity check constraints then

the decoding is judged a success and it is the receivers’ responsibility to send an

acknowledge signal back to the transmitter instructing it to move onto the next mes-

sage. If after a set number of iterations the parity check equation is still not satisfied,

then no acknowledge signal is sent and the transmitter continues to send further

repeats until the receiver can successfully decode them.7.10.2 E�ects of varying random set size
A fundamental choice to be considered when implementing an RSE-HARQ system

is deciding the degree of each set, which is the number of indices within each setNf (k), denoted by n. For example an RSE-HARQ system with n = 2 would combine

two codeword bits to form each repeat.

There are advantages and disadvantages to increasing n. It is advantageous as it

increases the likelihood that a bit with low posterior probability at the decoder will

be embedded within any given repeat. However decoding performance depends on

there being only one bit within each set with a low posterior probability. If there are

more than one then the additional degrees of freedom seen at the decoder are likely

to inhibit performance. The probability of transmitting the sum of such ‘good’ sets of

a given degree is linked to the signal to noise ratio of the received signal.

7.11 HARQ performance results
The relative throughputs of random repeats, reliability based HARQ and the new

RSE-HARQ technique are shown in Figure 12.14 in section 12.5. Section 12.5.1129



provides an evaluation of the effects of varying the set size for RSE-HARQ and the

throughput results are presented in Figure 12.15.
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Chapter 8
Channel equalisation
A communications channel will affect and degrade a signal in many ways, including

adding noise, multipath, and Doppler shift to a signal passing through it. Fading,

which causes random variations in the phase and amplitude of the received signal

(where a fade is a point in time in which the received signal loses the majority of its

power) is a consequence of both multipath and distortions, due to the signal passing

through the atmosphere. When the signal is received these distortions must be

compensated for if the data is to be correctly demodulated. Channel equalisation

refers to the act of compensating for these distortions.

This chapter discusses the subject of channel equalisation and briefly describes

some of the more well known equalisation techniques. It also details the particular

technique chosen for use with the proposed communications system, blind LDPC

turbo equalisation.

8.1 Equalisation of digital signals
A signal, when received from a communications channel, is subject to distortions

and noise arising from the physical nature of the channel. These distortions can

be represented, in the discrete domain, by a channel transfer function of length L,h = h0; h1; :::; hL�1. Under these conditions the received signal, y, is the convolution

of the transmitted signal, x, and the channel impulse response. That is, y = x�h+�,

where � represents noise added to the signal from the channel. Figure 8.1 shows

a block representation of this paradigm for the case L = 3. To aid in the successful131



decoding of data transferred upon the received signal, it is normally desirable that

the effects of the channel are removed. To perform this operation the receiver must

find an estimate of the channel impulse response, ĥ[t], and perform deconvolution

of the received signal and the estimate to find an estimate of x[t]. Further discourse

on the basics of equalisation can be found in [3].
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Figure 8.1: FIR representation of a channel
Time-variant fading channels such as those found in long distance HF communica-

tions provide a challenge in that the channel transfer function is changing contin-

uously, resulting in random variations in amplitude and phase of the signal at the

receiver. In some cases, such as for long packet lengths, the channel transfer func-

tion might change considerably over the duration of a single transmission. This often

requires the use of a sophisticated equaliser at the receiver which can track changes

in amplitude, as well as an interleaver or similar to combat the effects of deep fades

where the received signal to noise ratio (SNR) of the received signal drops below

that required for reliable decoding.

Generally, a training sequence is required to synchronise the transmitter and re-

ceiver, as well as provide some initial information on the channel to the receiver.

The training sequence (otherwise known as the channel probe sequence) is trans-

mitted with the data payload. As the training sequence is also known at the receiver,

an estimate of the channel can be found by correlating the known sequence with the

received signal.

Blind equalisation is a technique which attempts to find the channel parameters

from examining the metrics of the received signal and matching them with the known

metrics of the signal [78][79]. This generally requires higher order signal parameters

to be found from the incoming signal, which can be a computationally intensive

process.
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8.1.1 Single tone equalisation
Single-tone equalisation of signals, especially in poor channels such as those seen

in the HF channel, is a challenging task. For common single tone RF modulation

techniques such as phase shift keying (PSK) and quadrature amplitude modulation

(QAM), which have a constellation of symbols whereby the phase and amplitude

of a carrier wave are manipulated to represent bits of data, the corruption resulting

from transmitting such a signal through a poor, fading channel can cause large error

rates at the receiver.

An intuitive way of correcting phase and amplitude distortions in the digital domain

is to use a finite impulse response (FIR) filter. As the carrier frequency of the signal

generally remains constant, it is possible to design a filter that can perform phase

and amplitude corrections so long as they remain constant. In most real channels,

however, the phase and amplitude distortions are continuously varying and the taps

of any such correcting filter must therefore be updated regularly. Channel distor-

tions can be measured by correlating the output of the received signal with a probe

sequence, which is a sequence of high spectral content known to both the trans-

mitter and receiver, to give a good initial estimate of the transformation caused by

the channel by comparing the received version with the known version. An adaptive

algorithm can be used which accepts the output of the equaliser FIR filter as input

and adjusts the tap coefficients to make the output of the filter equal to the known

probe data [80]. After the probe has been sent to initialise the state of the equaliser,

data can be sent, and the adaptive algorithm in the equaliser will attempt to keep

the constellation of the received data correct, by minimising the mean squared error

of the equalised data compared to the constellation points. During deep fades or

momentarily poor channel conditions, say with strong impulsive noise, it is possi-

ble that the equaliser might lose track of the correct channel transform and so for

this reason short probe sequences are periodically sent with the data to help the

equaliser correct for such errors. The MIL-STD-118-110B waveform [20], which is

a common format for data transmission in HF communications, sends probe data in

this way. This type of equaliser is known as a transversal or linear equaliser.

Another common equaliser, which is a modified version of the equaliser described

above, is the decision feedback equaliser (DFE) [10][3]. This technique builds upon

the transversal equaliser by subtracting the effects of the last detected symbols from

the symbol currently being detected. This serves to combat inter-symbol interfer-

ence resulting from the delayed components of previous symbols in the presence133
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Figure 8.2: Block diagram of a decision feedback equaliser (adapted from [3])
of a channel with spectral nulls. Figure 8.2 shows a block diagram of the DFE, it is

similar to the transversal equaliser but also implements a feedback filter to cancel

the effects of the previous symbols. At the output a symbol detector is used which

outputs the closest symbol in the constellation to the corrupt symbol which is input.

The equaliser attempts to make the input and output of the symbol detector equal, at

which point the system is operating identically to the transversal equaliser described

above.

For further reading on single tone equalisation techniques and adaptive filter algo-

rithms please refer to [10][80].

8.2 Turbo Equalisation
Turbo equalisation [81] is an iterative method that uses information from an FEC

decoder to help equalise the channel output, it is an adaptation of the turbo decod-

ing algorithm and first saw use equalising received data coded with this technique.

Turbo codes are generated by concatenating the results of the outputs of two convo-

lutional coders, one which takes the original data as its input (output one), and one

that takes an interleaved version of the data as its input (output two) [56]. To decode

the resulting signal two maximum a posteriori (MAP) decoders are used, one each

for the (deconcatenated) outputs of the encoder. The first one takes output one from

the encoder, performs a MAP decoding on it to find the most likely path through

the convolutional code’s trellis and outputs the bit likelihoods of the input sequence

(similar to the Viterbi algorithm). These have the a priori (AP) probabilities of the134



decoder (which are extrisic likelihoods, P2;ext , from the second decoder and are all

initialised to 0.5 for the first iteration) subtracted from them, forming the extrinsic pos-

terior likelihoods, P1;ext . These are then interleaved using a matching interleaver to

the one in the encoder, and the output of this forms a posteriori probabilities (APP)

for the second MAP decoder. The second decoder receives the output of the convo-

lutional coder that works on the interleaved data, uses this and P1;ext from the first

decoder to find the APP for the output of the second decoder. This is then fed into

a deinterleaver which performs the inverse of the encoder’s interleaver. The result

is the APP of the turbo code itself, that is, the probabilities of the string of bits origi-

nally used to generate the turbo code. The likelihoods from the first decoder, P1;ext ,
are subtracted from these values, to form the extrinsic likelihoods P2;ext , and these

are fed back as the prior probabilities of the first decoder. Extrinsic likelihoods are

used to ensure that the decoders are only working on new information, and prevent

a positive feedback loop from forming.

The Bahl, Cocke, Jelenik and Raviv (BCJR) algorithm [82] is used as the maximum

a posteriori decoder in the turbo decoding algorithm. This technique was first intro-

duced in the 1970s, but did not see widespread use for a long time as it was more

complicated to implement than the Viterbi algorithm, and used for the same applica-

tions. The Viterbi algorithm is not suitable for turbo equalisation because it outputs

hard decisions; the decoder eliminates paths that it deems unlikely. The elimination

of these paths causes a loss of information that is necessary for turbo equalisation

to effectively take place. The BCJR algorithm, however, finds probabilities for every

possible path through the trellis and outputs the total probability for each bit. This

algorithm is further discussed in section 8.2.1 below.

Turbo equalisation is an adaptation of the turbo decoding algorithm that equalises

the channel in addition to decoding the FEC code. It can as such only be used with

maximum likelihood iterated decoding schemes such as turbo or LDPC decoding.

From this point onwards, descriptions of turbo decoding will focus on its implemen-

tation with an LDPC decoder, as this is the forward error correction scheme chosen

to be used in the final system.

The turbo equalisation algorithm first assumes that the channel can be modelled as

an length L FIR filter, with coefficients h = [h0; h1; :::; hL] and white Gaussian noise�(n) added at the output. This is represented in Figure 8.1 for the case L = 3. A

source message is encoded into an LDPC codeword, c = [c1; c2; :::; cN ] of length N is

modulated into the symbols x 2 A whereA is the constellation of J complex symbols135



used in the modulation. This forms the input to the channel. There are JL states

that the channel can be in at any one time, corresponding to every combination of

modulated symbols in the channel model’s FIR registers. The observations from

the channel are given by y = [y1; y2; :::; yL+N] = h � x. Given a channel estimate,ĥ, the object of the turbo equalisation algorithm is to infer the posterior probabilities

of received codeword given the received data and knowledge of the set of possible

modulated symbols and the code structure, P (cjy;A;A) where A is the LDPC parity

check matrix.
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Figure 8.3: Block diagram of an LDPC turbo equaliser
Figure 8.3 presents a block diagram of a basic turbo equaliser. The received sym-

bols are fed into the BCJR equaliser, which finds the probabilities of the code-

word bits used to generate them, P (cjy; h) assuming that an accurate channel es-

timate is also provided. These probabilities have the extrinsic codeword probabili-

ties from the LDPC decoder subtracted from them, giving the extrinsic probabilitiesPext(cjy; h). The extrinsic probabilities are used as prior information for the LDPC

decoder which outputs posterior probabilities for the codeword bits P (cjp), wherep = (P (c1jy; h); P (c2jy; h); :::; P (cN jy; h)). The extrinsic information which was fed

into the LDPC decoder is subtracted from these probabilities (similar to the previous

extrinsic probability calculation) forming the extrinsic probabilities from the decoder

output, Pext(cjp). These are then used to determine state transition probabilities in

the BCJR equaliser for the next iteration, improving its estimate. Each iteration suc-136



cessively improves the estimate from the BCJR algorithm, equalising the channel,

and decoding finishes after a set number of iterations or when the LDPC decoder

successfully decodes the signal (such that Aĉ = 0 (mod 2)).8.2.1 BJCR equaliser
The BJCR equaliser [82][81] performs demapping of the received symbols. It con-

verts the incoming stream of corrupt symbols into posterior probabilities of the code-

word bits used to generate them by treating the channel as a hidden Markov model,

with one state for each of the JL possible states of the channel model, and state tran-

sition probabilities derived from extrinsic probabilities from the output of the LDPC

decoder. The BCJR algorithm is a trellis based maximum a-posteriori (MAP) de-

coder. Otherwise known as the forward/backward algorithm, it performs passes

forwards and backwards through the trellis, generating overall probabilities for each

state at each stage in the trellis.

The BCJR equaliser, is a maximum likelihood sequence estimation (MLSE) tech-

nique which treats the channel as a finite impulse response (FIR) filter of length L
and np complex taps coming of some or all of the elements of the shift register, which

correspond to the magnitude and phase distortions of each of the np multipath com-

ponents of the received signal. The equaliser implements a trellis with 2L�1 possible

states, which represents possible states of the channel FIR. The state transitions

between the nodes of the trellis represent the changes to the channel’s shift register

stemming from a new symbol entering the channel. Each node has N state tran-

sitions exiting it where N is the size of the symbol set used in for modulation (for

example, with BPSK, N = 2).

The algorithm takes as input the received symbols, state transition probabilities, an

estimate of the noise variance and an estimate of the channel and first finds the

probabilities of each state transition at each point in the trellis, sxi ;j , where i is the

previous state, j is the next state and sx is the x -th symbol of the modulating con-

stellation. It then proceeds to move up and down the received block of symbols,

evaluating � and � which are the cumulative probabilities of each state looking for-

wards through time and backwards through time respectively. Finally it uses � and� to find the posterior probabilities of the sequence of symbols fed into the channel

to generate the sequence of received symbols.137



The algorithm effectively converts the likelihoods of the received symbols, P (ynjx; ĥ)
into the posterior probabilities P (x = ajy1; y2; :::; yN; ĥ) for all 0 < n � N and a 2 A.

From these likelihoods it is trivial to find posterior probabilities of the codeword bitsP (cnjy). These probabilities have the outputs from the LDPC decoder subtracted

from them to give the extrinsic probabilities Pext(cnjy) which are used as prior prob-

abilities for the BCJR equaliser.

For the first iteration of the decoder the channel state transition probabilities are

assumed to be 0.5 for every stage in the trellis. This represents random transition

probabilities, which are assumed on the first pass as the LDPC decoder at that

point has no information. The BCJR algorithm in this first iteration therefore gives

probabilities for the received symbols based solely on those symbols and the chan-

nel estimate. Further iterations cause additional information to be passed to the

equaliser which allow it to refine its output.

8.3 Blind Turbo Equalisation
Blind turbo equalisation builds on the technique described above by incorporating

a channel estimator to generate a new estimate ĥ in every iteration. The estimate

is fed into the equaliser and the complete system iteratively minimises the differ-

ence between the estimated and actual channel coefficients, jĥ� hj, thus decoding

the source data. Figure 8.4 shows a block diagram of a blind turbo equaliser, it is

identical to the standard turbo equaliser except there is a channel estimator in the

feedback loop which receives information from both the channel and the LDPC de-

coder, and feeds back an updated channel estimate to the BCJR equaliser. The

LDPC decoder in the diagram is modified to provide the higher order information

that the channel estimator requires, however in theory this information could also be

derived by modifying the equaliser algorithm.

Kaleh and Vallet adapted the Baum-Welch expectation-minimisation algorithm to it-

eratively improve the estimate of a channel [83]. The technique was later adopted by

Lopes and Barry to be applied to turbo equalisation [84]. This technique examines

the received symbols together with pairwise posterior probabilities of the symbols.

Lopes and Barry used this technique with success, presenting results in [85].

Using the same notation as above, a string of symbols s, with 8sn 2 A, where A is138
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Figure 8.4: Block diagram of a blind turbo equaliser
the constellation of symbols, is sent through a channel with impulse response at timen of hn and length L. The received symbol vector is denoted y and yn = hn � xn + �n
where �n is a white noise vector and sn = [sn�L; sn�L + 1; :::; sn]. A vector, yn =[yn�I1; yn�I1+1; :::; yn+I2] is defined to denote a set of input symbols throughout which

the channel response is assumed to be constant. Ideally the channel estimator

would try to minimise �log p(ynjhn), which is unknown, but the likelihood functionp(ynjhn; Sn), where Sn = [sn�I1; sn�I1+1; :::; sn+I2] is available from the decoder as a

valid alternative. The technique then begins with an initial channel estimate h[0]n and

iteratively minimisesh[p+1]n = argminh E (�log p(ynjh; Sn)p(Sn) ∣∣yn; h[p]n )= argminh E( N
∑i=1 jyi � h�si j2 ∣∣yn; h[p]n ) (8.1)

which leads to the following set of normal equations to find h[p]n [83]R[p]n h[p+1]n = r[p]n (8.2)
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where R[p]n = n+I2
∑i=n�I1 E (sis�i jyn; h[p]n ) (8.3)r[p]n = n+I2
∑i=n�I1 y �i E (si jyn; h[p]n ) : (8.4)

Equation 8.4 requires first order (mean) statistics, which are easy to extract from

the output of a conventional MAP decoder such as for LDPC, which outputs code

bit probabilities P (ck jy), which can be converted to symbol probabilities P (xk jy) us-

ing a bit-to-symbol mapper. From these probabilities the expectation term used in

equation 8.4 can be evaluatedE (sk jyn; h[p]n ) =∑a2A aP (sk = ajy): (8.5)
Equation 8.3 requires second order (covariance) statistics. Evaluating these gener-

ally requires modifications to the decoder such that pairwise probabilities, P (ck ; cl jy),
be output. After converting these from bit to symbol probabilities, P (xk ; xl jy) the ex-

pectation term from equation 8.3 can be evaluated asE (sk ; s�l jyn; h[p]n ) =∑a2A∑b2A ab�P (sk = a; sl = bjy) : (8.6)
For the above equations, if the channel is assumed to be invariant throughout the

entire transmission of N samples, then setting I1 = n � 1 and I2 = N � n will yield a

single channel estimate.8.3.1 Generating pairwise probabilities
Work was performed on the problem of generating pairwise probabilities for equa-

tion 8.6 by Gunther et. al. who proposed modifications to the BCJR algorithm [86]

or the LDPC decoder [87]. In [87] a ‘generalised’ LDPC decoder was derived, which

adds steps to the standard LDPC BP decoder (see section 7.5.4) that evaluate and

output the required probabilities.

Vertical step : in addition to the steps covered in section 7.5.4, the following is metric140



is computed (keeping the same notation)Ærm(n1n2) = ∏n02Nmnfn1;n2g Æqmn0 (8.7)r0m(n1n2) = 12(1 + Ærm(n1n2)) (8.8)r1m(n1n2) = 12(1� Ærm(n1n2)): (8.9)
which computes pairwise r -messages for every combination of n1 and n2.
Horizontal step : in addition to the steps covered in section 7.5.4, using the r -
messages computed in the above mentioned step, pairwise q-messages are gener-

ated by qxn1 ;xn2Mn1[Mn2 = �P (cn1 = xn1jy)P (cn2 = xn2jy): ∏m2Mn1[Mn2 r xn1+xn2m(n1n2) (8.10)
where � is a normalisation constant chosen soq0;0Mn1[Mn2 + q0;1Mn1[Mn2 + q1;0Mn1[Mn2 + q1;1Mn1[Mn2 = 1: (8.11)
These values are the pairwise pseudo-posterior probabilities required for equation 8.6,

which completes the blind equaliser.

The extra steps required for the LDPC decoder increase the processing time by a

considerable amount. In practice as only a limited number of pairwise probabilities,

those between all indices n1 and n2 that fulfil the constraint jn1 � n2j � L need to be

decoded, which limits the increase somewhat.8.3.2 Semi-blind turbo equalisation performance
The results presented in section 12.3 show turbo equaliser performance under AWGN

and CCIR channels, using a small amount of training data.
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8.3.3 Justi�cation for inclusion in the proposed system
Turbo equalisation is a modern technique which is certainly worth consideration for

use in any modern communications system. It requires a large amount of comput-

ing power to implement, however, so it may be difficult to integrate into a real-time

bidirectional system. As the system being developed for this project is primarily one

way, not real time and with a large amount of computing power at the receiver, it is

well suited for implementing a technique such as this.

Combining the blind turbo equalisation technique above with a little training data to

provide the initial channel estimate and discipline the equaliser during the course of

the transmission can be termed semi-blind turbo equalisation. The main reason to

use semi-blind turbo LDPC equalisation is that it theoretically reduces the amount

of training data required to be sent with the transmission. The packet structures of

the HF standards described in chapter 3 all require a substantial amount of training

data to be sent with the data payload. Using semi-blind turbo equalisation has the

potential to reduce the amount of training data down to much lower levels for similar

error rates, as evidenced by the evaluation in section 12.3. It is suspected (but not

tested as part of this project) that semi-blind turbo equalisation should outperform

more established techniques when integrated into the same standard waveform.
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Chapter 9
Antennas
The antenna in a radio communication device refers to the element used to radiate

RF power from the transmitter, and to detect and collect radio transmissions from

the atmosphere into the receiver electronics. This chapter describes this project’s

particular requirements for antennas, the design challenges and ramifications for the

rest of the system. It postulates a buried antenna as a suitable model for the link

budget, and provides realistic Figures for the performance of buried antennas, of

which there is currently very little in the literature. Further to this the design of some

buried antennas is described and details of the evaluation and characterisation pro-

cedure and their performance results are given.

9.1 Antenna requirements
There will be two antennas used in the final system, one for the base station and

one for the remote unit. Each will be used to both transmit and receive signals from

and to their respective devices. As explained in section 4.3 the antenna connected

to the base station is assumed to be a well matched, directional antenna, such as

a log-periodic type. Such antennas are already well known and documented [88]

and as such merit little further attention. The antenna at the remote unit however,

as mentioned in section 4.2.4, is assumed to be of poor match and gain. Further

assumptions have to be made about this arbitrarily poor antenna, and it was decided

that a buried antenna might be a suitable model around which to base the design of

the system. 143



The antenna specification of the remote unit has implications for the design of the

unit’s electronics, especially the radio frequency (RF) front end transmission cir-

cuitry. The power amplifier output stage must be resistant to degradation of the

signal and damage to the physical components caused by signals reflected back

from the antenna in worst case scenarios where the match between the antenna

and amplifier is very poor. The interface between the remote unit and the transmit

antenna can be implemented using an antenna tuning unit (ATU), a device that au-

tomatically corrects for the mismatch between the modem transmitter output and the

antenna. These devices are covered briefly in section 10.2.2 but it was decided that

designing one was outside the scope of this project.9.1.1 Matching and eÆciency
As stated above the object of a transmit antenna is to radiate as much power as

possible in the direction of the receiver. A receive antenna attempts to collect as

much energy as possible and transfer it to the receive amplifier input. An antenna,

operating at a given frequency has a characteristic impedance, much the same as

that seen at the terminals of an resistor-inductor-capacitor (RLC) filter [88]. They

have resonant frequencies around which the characteristic impedance of the an-

tenna drops to a lowest value. It is desirable to transmit RF signals close to this

resonant frequency, where the impedance is effectively resistive, to minimise re-

flective power losses in the system and maximise the radiated power. It is a well

known phenomenon in RF and transmission line electronics that to ensure maxi-

mum power transferal, from the output of one network to the input of another, the

characteristic impedance at the former’s output must be equal to the characteristic

impedance of the latter’s input [89]. This phenomenon forms the basis of ‘impedance

matching’ techniques, where electronics networks are designed to give a standard-

ised impedance at their terminals; this impedance is typically 50
 for RF circuits.

If impedances between two networks are not matched, power transferal between

the two is sub-optimal and power will be reflected back from the input terminal of

one network into the output terminal of the other. This can be an especially seri-

ous problem when using powerful transmit amplifiers with poorly matched antennas,

where power reflected back into the output of the amplifier can cause problems and

potentially cause permanent damage to the amplifier electronics.

Impedance matching networks can be constructed with different output and input144



impedances. When such networks are connected to the output terminal of another

network which matches the input impedance of the impedance matching network,

the output impedance of the ensemble is equal to the output impedance of the

impedance matching network. These circuits, in practice, are designed such that the

input (or output) impedance of the network match the output (or input) impedance of

an existing circuit, the output impedance of the circuit is thus transformed to the de-

signed output impedance of the matching network. Such networks are of great use

when it is required that power transfer is maximised between a circuit designed for

a given characteristic impedance (for example 50
) and a device with an arbitrary

characteristic impedance which can not be easily changed.

To integrate an arbitrary antenna into a system, the resonant point of the antenna

must first be determined and the impedance at this point measured. This will prob-

ably not match the characteristic impedance of the circuit to which the antenna will

be connected, and therefore an impedance matching network is designed to match

the two different impedances together. This will maximise power transfer between

the antenna and the radio electronics, and reduce reflected power to a minimum.

There will be a power loss associated with the matching network, but this will be

small compared to the losses seen if two unmatched circuits are simply connected

together. This process is normally accomplished in practice using an off-the-shelf

ATU [90].9.1.2 Voltage Standing Wave Ratio
In any transmission line or antenna, when its input is excited by a source, there is

the possibility of power being reflected back as a result of discontinuities in the line.

In terms of the efficiency of an ideal antenna, any input power that is not radiated

from it will be reflected back to the power source used to drive it. The ratio of voltage

resulting from power reflected back from it to that which is supplied to it is known as

the voltage ratio � = vrvs (9.1)
where vr and vs are the voltages reflected from and supplied to the transmission line

or antenna. The value of � is a complex number arising from the complex vectors

used to represent the magnitude and phase of the voltages. If � = 0 the impedance

of the input of the transmission line is the same as the output of the voltage source

and there is no reflected voltage. This is known as an impedance matched system145



and is the aim for most radio communication systems as it ensures maximum power

transfer from the source to the destination.

The voltage standing wave ratio (VSWR) is a real value used to simplify the applica-

tion of �. It is defined as

VSWR = 1� �1 + � (9.2)
where � = j�j is the modulus of the voltage ratio. This value is constrained by

VSWR� 1, where VSWR=1 indicates a perfect match between the input of a trans-

mission line and the output of the power source, this is the ideal case.

The VSWR is an important metric as it is a simple way to determine the efficiency

of an antenna or transmission line. As mentioned before the VSWR is ideally as

close to 1 as possible, which is the point at which j�j becomes 0 (i.e. there are no

reflections, and the match is perfect). Deviations from this ideal characteristic will

lead to lower power transfer from source to load and inefficiency. Also, higher values

of VSWR can cause problems with many power amplifiers as reflected power can

cause damage the output stages.9.1.3 Mismatch loss
Mismatch loss is the loss of output power compared to input power from imperfect

matching of an electrical connection and reflections. It is related to VSWR using the

following relationship [88]:Lm;dB = 10:log10(1� (VSWR� 1
VSWR + 1)2) (9.3)

Figure 9.1 shows a graph of matching loss plotted against a range of values of

VSWR.

These results provide a metric relating the VSWR Figure of a poor antenna at a given

frequency to the loss of power at the output. They do not take into consideration

signal absorption effects for antennas buried beneath the ground surface, which will

be discussed in the following section.
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Figure 9.1: Matching loss plotted against VSWR9.2 Buried Antennas
The nature of the proposed system may necessitate the use of a low visual impact

or buried antenna at the remote unit for transmission of data and reception of com-

mands and repeat requests from the base unit. Even if this turns out not to be a strin-

gent requirement, a buried antenna might provide a useful model of a poor antenna

from which to draw rough estimates of the expected performance characteristics of

the type of antenna which will be used in this type of project. Notwithstanding any

defence application, buried antennas are also a worthy subject for investigation due

to the general uses of such devices in other endeavours. For communication with

remote units in any geographically difficult to access locations or environmentally

difficult or hazardous environments such as near volcanos, areas of high seismic

activity, high winds or polar regions, it might be undesirable to attempt to erect an

antenna mast for a number of reasons. Furthermore, in national parks, protected ar-

eas or areas of great natural beauty it may be undesirable or illegal to erect antenna

masts. In such cases burying the antenna may be the only feasible alternative.

There is little publicly accessible research available that has been performed in the

area of buried or submerged antennas, due to the inherent sensitivity of many of

their applications. There is, however, some buried antenna research conducted

during the Cold War which has been published [91][92][93][94]. Since that time most

research in this area has been performed mostly by the amateur radio community.

Buried antennas have been used by radio amateurs for a wide range of reasons

including as dummy loads [95] and practical systems where it is impossible to erect147



an antenna in a back yard [96].

When an antenna is properly conFigured and suspended in air, the wavelength of a

signal moving through it is given by � � �0 = c=f , where � is the wavelength of the

signal, �0 is the wavelength in free air, c is the speed of light and f is the frequency

in Hz. Where there is an appreciable difference in permittivity and conductance of

the surrounding medium to that of free space, the wavelength of the signal is given

by the following equation [97]: � = �0
[�2r + ( �2�f �0)2]1=4 (9.4)

where �r is the relative permittivity of the surrounding medium (see table 9.1), �0 = 8:854� 10�12
is the permittivity of free space and � is the conductivity of the soil in S/m. The

relative permittivities of common soil types are given below in a table reproduced

from [5]. Material Dielectric ConstantSand (dry) 3-6Sand (saturated) 20-30Silts 5-30Shales 5-15Clays 5-40Humid soil 30Cultivated soil 15Rocky soil 7Sandy soil (dry) 3Sandy soil (saturated) 19Clayey soil (dry) 2Clayey soil (saturated) 15Sandstone (saturated) 6Limestone (dry) 7Limestone(saturated) 4-8Basalt (saturated) 8Granite (dry) 5Granite (saturated) 7Table 9.1: Permittivities of di�erent soil types [5]
Equation 9.4 shows that surrounding an antenna within a dielectric will have the

effect of reducing the wavelength of the signal for a given frequency, effectively re-

ducing the speed of light (more precisely the electromagnetic signal) through it.148



It was decided that it would be useful to evaluate the performance of some buried

antennas for the purposes of this project, to validate and build upon the limited data

currently available in the literature.9.2.1 Buried antenna construction
Three antennas were constructed, two being single ended types of 5 m and 10 m

lengths, and one being a 10 m centre-fed dipole which was constructed by laying

two 5 m lengths end to end. The antennas were constructed from 1.5 mm multi-core

wire with a plastic sheath. 10 m was decided as the maximum length for the antenna

tests as it quickly becomes impractical and time consuming to bury lengths longer

than this.

40 mm

1000 mm

Hollow inside radome  (air filled)

Plastic insert holds wire guide
in centre  of radome

Radome sheath constructed
from 40 mm waste pipe

Carbon fibre tubing used as
wire guide to hold antenna

Standard push-fit straight
connectors hold sections together

6 mm

Antenna wire runs
through wire guide

Figure 9.2: The construction of a segment of radome
Given recommendations in the literature [96], it was decided that a radome should

be constructed to house the buried antennas. Ten 1m sections of radome were

constructed that could be attached together to form a radome of various lengths.

Each section was constructed with an outer sheath which defined the diameter of

the radome and a thinner inner tube which was used to hold the antenna wire in

the middle of the radome. The outer sheath was constructed from lengths of 40mm

diameter polyurethane waste pipe and the inner tube was constructed from 5mm

diameter (4mm inner diameter and 6mm outer diameter) carbon fibre tubing. The

inner tube was held in the centre of the outer sheath using two plastic inserts, glued

in position at either end of the tubes. The tubes were held together with standard

straight 40mm push-fit plastic connectors, which allowed easy reconfiguration of the

radomes in the field. Figure 9.2 shows a diagram of the radome tubes.
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9.3 Antenna tests
The three antenna configurations were tested at a beach in Hoylake on the Wirral

peninsula in the north west of the UK. The object of each test was to obtain the

VSWR and characteristic impedance for each configuration over a range of frequen-

cies representative of the HF spectrum. Of these, the lower frequencies are more

likely to be available for short range, NVIS links, which the proposed system will

likely implement.

The beach itself was sand, which was moist and became rather oily approximately

20 cm down from the surface. The antenna radome was buried in a trench approxi-

mately 30 cm from the surface. Readings of the ground conductivity were taken, at

the surface of the undisturbed sand before digging the trench. These values ranged

from 5.89 to 9.39 mS/m. At the bottom of the trench, where the sand was more

compact and had a greater oil content, these results were slightly higher, ranging

from 6.87 to 10.69 mS/m. Additionally, the ground conductivity was measured after

burying the radome and recovering. Their values were found to be slightly lower,

presumably because the sand was less compact than before, and ranged from 3.6

to 9.7 mS/m.

The locations were chosen to be representative of how such an antenna might be

deployed in the field, under possible tight constraints on the time available to deploy

an antenna and include configurations with and without the radome, on the surface

and underground. It was not possible to set up control tests with properly conFigured

antennas held a suitable distance above the ground due to the difficulties associated

with setting up masts in the locations chosen for testing. But as the performance

of such antennas is very well known and documented [88] this was not seen to

be a major problem. Each of the three antennas were buried within the radome,

additionally the 10 m dipole antenna was tested with the radome resting on the

surface of the sand, with the bare wire resting on the surface of the sand, and with

the bare wire lightly covered in approximately 1 cm of sand. The antenna terminals

were brought up from under the ground to the surface to provide test points for

measurement and the single ended antennas were deployed with a ground spike

consisting of approximately 30 cm of copper tubing for the tests conducted on the

single ended antennas, attached to a wire of similar diameter as the earth wire using

a steel nut and bolt.

Ideal single ended antennas of 5 and 10 metres in length have full wave resonant150



frequencies of approximately 30 MHz and 15 MHz respectively, with half-wave (�=2)

resonant points at approximately 15 MHz and 7.5 MHz respectively and quarter-

wave (�=4) resonance points at approximately 7.5 MHz and 3.75 MHz respectively.

While some of these resonant points are high compared to the likely frequency

ranges used, antenna theory predicts that these resonant points occur at lower fre-

quencies when the antenna is buried, due to the increase in dielectric permittivity

and conduction of the surrounding materials [97][96], and this has been confirmed

experimentally [96][93][92]. Thus the �=2 and �=4 resonant points are of most inter-

est. An ideal single ended antenna approximates an ideal dipole of twice the length,

as the ground plane has the effect of simulating the other half of the dipole.

A handheld SWR meter was used, which gives metrics for VSWR and characteristic

impedance for frequencies set within the meter. This meter is an inexpensive device

marketed at hobbyists, but was deemed sufficiently accurate to perform measure-

ments.9.3.1 Test methodology
For each test, the antenna to be tested was connected to the antenna terminal and

the earth rod was connected to the antenna connector’s earth sheath on the me-

ter. Points of interest were identified by scanning through the range of frequencies.

These points of interest were resonant points where the VSWR of the antenna fell

to a ‘useable’ level of less than approximately 2.5. Around these points frequencies

were tested and VSWR, resistance and reactance were recorded in 0.5 MHz inter-

vals. Where the antenna’s VSWR exceeded a value of 4 readings were not taken,

as at these high levels the antenna is of limited use and the accuracy of the read-

ings from the VSWR meter may be called into question (the analogue and digital

readouts of the meter gave significantly different results). The meter was not capa-

ble of determining whether reactance was capacitive or inductive. The test results

are available in appendix H but their VSWR graphs are shown and discussed in the

following section.
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9.4 Buried antenna test results
Figure 9.3 shows the VSWR characteristics of the three antennas (10 m single

ended, 5 m single ended and 10 m dipole) buried within the radome at a depth

of approximately 30 cm in sand with a conductivity of 5-10 mS. For the single ended

antennas, these results exhibit the �=2 and �=4 resonant points of the antennas

and for the dipole this shows the �=2 and full-wave resonant points. A discussion of

these results will be presented in the next section.

Figure 9.4 shows the VSWR characteristics of the 10m dipole in the four previously

mentioned configurations (buried in the radome, laid on the surface in the radome,

buried 1cm down without the radome and laid on the ground without the radome).

These results show the half-wave resonant points for the all the dipole configurations

and the full-wave resonant point of the dipole buried within the radome. These

results are discussed in the following section.
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Figure 9.3: VSWR of three buried antennas
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9.4.1 Analysis of results
Figure 9.5 is a graph generated from equation 9.4 that shows the theoretical wave-

lengths of signals at various frequencies when surrounded by a dielectric of relative

permittivities (�r ) and conductances (�) given by table 9.1 and measurements from

the soil conductivity meter respectively. Three curves are shown with values close

to those measured at the scene and inferred from the table (the sand was seen to

be wet but not saturated).
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Figure 9.5: Theoretical wavelength for antennas buried in sand
From Figure 9.5, it can be seen that the full-wave resonant frequencies of a 10 m and

a 5 m antenna are approximately 6MHz and 14.5MHz respectively. The reciprocal

relationship between the wavelength and frequency of a signal is also broken, as

the frequency decreases the wavelength increases at a slower rate than in the free

space case. This is an interesting result and will be discussed with reference to the

buried antenna results below.

Examining the graph in Figure 9.3 the buried antennas all show resonant points

at a lower frequency than would be expected for a line in free space, akin to a

properly suspended antenna. This is consistent with the theoretical results from

equation 9.4 and the graph in Figure 9.5. The �=2 resonant points for the 10 m

and 5 m single ended antennas are approximately 4.5 MHz and 9 MHz respectively,154



which are consistent with each other in terms of the fact that the 10 m antenna

should be expected to have resonant frequencies of half of those of the 5 m antenna.

Likewise the �=4 resonant frequencies for the 10 m and 5 m single ended antennas

are approximately 14.5 MHz and 29.5 MHz respectively, which are consistent with

each other. The �=4 frequencies, compared to the �=2 frequencies, are higher than

one would expect for an antenna in free space, as they are more than twice the�=2 frequencies in each case. This however can be explained by the theoretical

results for antennas radiating within a dielectric of significantly different permittivity

and conductivity to free space, as described by equation 9.4.

From the graph in Figure 9.5, the theoretical and �=4 frequencies for 10 m and

a 5 m antennas radiating within a dielectric material with similar properties to the

sand in which the buried antennas were tested are expected to be approximately

6/4=0.67 MHz and 14.5/4=3.625 MHz respectively. The graph in Figure 9.3 shows�=4 resonant frequencies of significantly higher than these, which are to be expected

as the antennas are radiating within a radome and reasonably close to the surface.

The 10 m dipole has results very close to the 5 m single ended antenna as expected,

giving similar resonant frequencies and VSWR values.

In all the test cases, the �=4 resonant frequencies give better VSWR values than the�=2 ones. This shows a propensity to better performance for buried antennas at the

lower end of the frequency range. This may be due to the fact that higher frequencies

are more effectively absorbed by a conductive medium than lower frequencies. This

higher level of absorption serves to reduce the near field radiation efficiency of the

antenna and subsequently reduce the quality of the match.

A number of interesting conclusions can be drawn from the graph shown in Fig-

ure 9.4. The leftmost curves are assumed to be the �=2 resonant frequencies for

the 10m dipole antenna, and can be seen to become lower as the permittivity and

conductivity of the surrounding medium increases. The antennas in the radomes

have the two highest resonant frequencies, at approximately 9 MHz for both the

buried and surface types. The bare wire showed markedly different resonant fre-

quencies between when laid on the ground and ‘buried’ under a thin (roughly 1 cm)

layer of sand. The resonant frequencies for these cases are approximately 6.5 MHz

and 3 MHz for the antenna laid on the ground and the antenna buried under the

surface respectively.
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9.4.2 Takeo� angle
The takeoff angle of the lobes of the transmit antenna is of importance in a practical

system as it is desirable that the signal is radiated with maximum gain in the eleva-

tion and azimuth required to intercept the receiver via the reflection point(s) in the

ionosphere.

The angle of attack of the main radiating lobes of the antenna were not measured,

but inferences can be drawn on the likely takeoff angle of the main lobes from two

properties of the antenna. The fact that the antenna is buried in a dielectric may

have the effect of lowering the takeoff angle of the lobes. This is due to refraction of

the electromagnetic signals as they traverse the ground-air interface. The incident

angle to the interface in a medium of high permittivity is closer to the normal than the

incident angle on the other side of the interface, in the medium of low permittivity.

This behaviour is described by Snell’s law which is given as [98]vgsin�g = vasin�a (9.5)
where vg and va = c are the velocities of an electromagnetic wave in the ground

and the air respectively, �g and �a are the incident angles in the ground and the air

respectively.

If the ground is lossy, then it is obvious that longer paths through the ground will see

greater attenuation. This means that signals radiated from the antenna will be more

attenuated the further they deviate from the normal to the ground’s surface. This will

have the effect of raising the takeoff angle of the main lobes of the transmit antenna.

The other property of the antenna that affects the takeoff angle is the antenna height.

As a dipole is lowered towards the ground the takeoff angle of the main lobe rises. A

simulation was conducted using the EZNEC software [99] for a 7.5 m dipole radiating

a signal of 10 MHz (�=4). Figure 9.6 shows elevation plots of the radiated far-field

strength of this antenna suspended above the ground by a full wavelength (30 m),

a half wavelength (15 m) and a quarter wavelength (7.5 m) in red, blue and green

respectively. The ground’s relative permittivity was set as �r = 16 with a conductivity

of 1mS/m, which is representative of a ‘sandy loam’ soil type. It is apparent from

these plots that the take off angle of the main lobe rises the closer the dipole is

brought to the earth. Unfortunately the software is not capable of modelling a buried

antenna and the plots become inaccurate at positions very close to the ground so it156



was not possible to perform these simulations. However it can be inferred from the

results in Figure 9.6 that the takeoff angle of the main lobe of a buried antenna will

be close to the zenith.

Figure 9.6: Elevation plot of dipole at various heights (see text for plot descriptions)
Unfortunately these results are inconclusive as to the actual radiated field strength

of a buried dipole, and the conclusions are rather speculative. It would certainly be

worth conducting a practical measurement of some such antennas as part of any

further work.

9.5 Antenna Recommendations
The buried antennas discussed in this chapter have been shown to have good per-

formance at the lower end of the frequency range, where near vertical incidence

skywave (NVIS) communications are most likely to take place. The fact that a thin

layer of dirt covering a bare wire on the ground has such a profound effect on the

resonant frequency of the antenna makes it impractical for use within a HF system.

This type of antenna will be very susceptible to wind, which may blow dirt onto it,

and rain, which may substantially affect the dielectric properties of the surrounding

medium. If the VSWR is liable to change as much as the results suggest, the resul-

tant poor match could impede transmission of the signal and damage to the power157



amplifier from reflected signals from the antenna could also result. For this reason it

is recommended that a radome be constructed in a similar manner to the construc-

tion used for this project, the details of which are given above in section 9.2.1.

Further work is required to determine the suitability of a buried antenna for a short

range, NVIS system, but some of the analysis in the previous suggestion suggests

that such an antenna may be well suited to such an application.
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Chapter 10
Implementation of the remote unit
This chapter will describe the design and implementation of the remote unit, which

forms one half of the communications link that this project is tasked to design. The

remote unit is the device to be deployed remotely, which will transmit information to

the base station via the HF channel. It is to be placed at a site of interest, geograph-

ically distant from the receiver and possibly in a remote or difficult to access place.

Data transfer will primarily take place from the remote unit to the base station.

Section 4.2 gives the requirements of the remote system which are summarised

here:

• Size: Physically Small.

• Power Source: Low power operation from 4 alkaline D cells.

• Operating schedule: Opportunistic, with a minimum operating period of 1

week and 1 month being highly desirable.

• Antenna: Operating with inefficient antenna (short or even buried wire).

• HF waveform: Designed for low probability of detection.

• Data: Five A4 pages of (pre-compressed) text per day.

This device was designed and implemented as a proof-of-concept for the transmit-

ter unit. As described in the requirements summarised above, the most important

property of the remote unit hardware is that it consumes very little power. The power159



requirements are split into that which will be used to amplify the signal prior to trans-

mission, and the power required to run the other subsystems such as signal pro-

cessing. The very low power requirements of the board dictated every aspect of its

design, with low power components used throughout. It was desired to evaluate the

possibility that such a device could perform the complicated encoding procedures

required of the LDPC-based techniques described in chapter 8 as well as performing

the operations required of a digital modem.

10.1 Remote unit hardware
The transmitter hardware is required to implement a HF local oscillator, a transmit

chain for transfer of data to the base station, a receive chain for receiving instruc-

tions and repeat requests from the base station and a processing element for per-

forming digital signal processing (DSP) and scheduling the functions of the board. A

printed circuit board (PCB) was designed and manufactured to provide these func-

tions, which is described below. The PCB was designed in Altium Designer and

the files are given in Appendix E. The schematics are also reproduced later in this

chapter in section 10.3. A block diagram giving an overview of the functionality of

the PCB is given in Figure 10.1, and the main functions are discussed in more detail

later in this chapter.
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Comms Figure 10.1: Overview of the functionality of the remote unit board.
Figure 10.2 shows a picture of the PCB designed and manufactured during the

course of this project. At the top left of the board the voltage regulators for the

eight rails can be seen near the DC input port. The top right of the board is the RF

front end, with the metal-cased mixers and power splitter/combiner. The top centre160



of the board is the receive chain and below this the transmit chain is located. The

DSP microcontroller is located at the bottom left of the board and to the right of this

the DDS local oscillator and anti aliasing filter can be seen.
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Figure 10.2: The remote unit PCB10.1.1 Processor
The processor is responsible for managing PCB resources, passing data between

devices, encoding the data with using a quasi-cyclic low density parity check (QC-

LDPC) forward error correction (FEC) code (see sections 7.5.2) and performing DSP

operations on the input and output signals. The required DSP operations are listed

below:

• Phase shift keying (PSK) modulation is performed on an input stream of data to

be transmitted. For justification of the choice of this technique see section 6.4.

• A root-raised cosine (RRC) interpolating filter is required to filter the output sig-

nal, this up-samples the modulated transmit signal to the digital to analogue

convertor (DAC) sampling frequency and filters it. RRC filters aid clock recov-

ery at the receiver [3].

• A Costas loop [100] is required at the output of the receive chain analogue to

digital convertors (ADCs) to lock to the received signal’s carrier, and compen-

sate for Doppler effects. 161



It was decided that a Microchip dsPIC device be used for the main processor ele-

ment due to familiarity with the platform and the accessibility of debugging hardware

within the University. These devices are based on the 16-bit PIC architecture, with

additional instructions useful for accelerating the execution of filters and other com-

mon DSP tasks. The dsPIC30f6012A device was selected [101], which is a 64-pin

thin quad-flat pack (TQFP) device with a large RAM, suitable for storing multiple data

buffers in the system, and sufficient I/O pins to control the various functions on the

PCB [102]. This device operates at low power, consuming approximately 200 mA

with a 5 V power supply and a clock frequency of 32 MHz. An 8 MHz crystal is

connected which can be multiplied with an internal phase locked loop to provide a

32, 64 or 128 MHz clock source. This allows flexibility in design but entails a trade

off of power consumption with performance.10.1.2 Local oscillator
The local oscillator in the system is required to provide two sinusoidal signals of the

same frequency and 90o phase difference, such signals are termed in quadrature

phase. This enables so-called quadrature/in-phase (Q/I) signalling, which allows

complex symbols to be transmitted over a real channel, enabling easy implementa-

tion of techniques such as quadrature phase shift keying (QPSK). The oscillator is

further required to be programmable to output a wide range of frequencies, to sup-

port communications across the range of the HF spectrum (for discussion refer to

chapter 2).

For these reasons the decision was made to use direct digital synthesis (DDS) to

generate a local oscillator signal. Direct digital synthesis is a modern technique

which uses a digital sine wave synthesiser in combination with a high speed DAC to

generate an analogue sinusoid. The frequency and phase of the output waveform

of a DDS are controlled by writing values to registers within the IC by means of a

communications bus from the processing device. DDS oscillators are advantageous

in that they are highly configurable and can change the phase and frequency of a

signal with low latency; the latency of the communications bus is the only limiting

factor. For a detailed discussion of DDS techniques refer to [103].

A block diagram of the local oscillator is presented in Figure 10.3. Two Analog

Devices AD9913 DDS ICs were used to generate the oscillator signals. These are

low power devices, consuming a maximum of 45 mA with a 1.8 V supply, that run at162
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Figure 10.3: Block diagram of the local oscillator
a sampling rate of up to 250 MHz [104], sufficiently high that harmonics and images

over the Nyquist frequency are easily filtered out at frequencies across the entire HF

spectrum. The output of each DDS generator is coupled via a transformer to a low

pass, three pole LC anti-aliasing filter. The filter was designed to cut-off at 20 MHz,

which limits the maximum frequency available from the LO. This decision was taken

due to the fact that the system will most probably be deployed as part of a near

vertical incidence skywave (NVIS) system which are known to use lower frequencies

(< 10 MHz) [12]. The filtered signal is then fed into a Minicircuits ERA-3+ monolithic

microwave integrated circuit (MMIC) signal amplifier, this is a 21 dB, 50 
 matched

general purpose amplifier block [105]. During testing it was found that the output of

the amplifiers were over-driving the mixers. This was fixed by programming the DDS

to a lower current (approximately 1mA p-p) by replacing the recommended 4.6 k

programming resistors with 15 k
 resistors. The spectrum of one channel of the

local oscillator (LO) output was observed using a Hewlett-Packard 3585B spectrum

analyser. The mixer was disconnected and the output of the local oscillator amplifier

was probed, thus taking into account the effects of the filter and amplifier on the

output spectrum. Two frequencies were tested; 5 MHz represents the lower end of

the HF band, and 20 MHz is the maximum frequency that the LO can output (as

determined by the 20 MHz cut-off point of the anti-aliasing filter). For both of these

frequencies, a narrow-band scan of 100 kHz and a wide-band scan of 20 MHz were

conducted. The observed waveforms are reproduced in Figure 10.4. The LO output

appears clean, with no spurious components of an amplitude higher than -60 dB of

the fundamental frequency.
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(a) LO at 5MHz, 100kHz scan (b) LO at 20MHz, 100kHz scan

(c) LO at 5MHz, 20MHz scan (d) LO at 20MHz, 20MHz scanFigure 10.4: Spectrum analysis of LO output
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10.1.3 Transmit chain
The transmit chain is responsible for generating the baseband transmit signal and

up-mixing it to radio frequency. The planned bit rate through the transmit chain is

expected to be around 1 kbps, and it is unlikely to exceed 2 kbps (see the link bud-

get analysis in chapter 5 for further discussion). Data modulation is required to be

simple, for power efficiency (see [48] and section 6.4 for discussions). The system

will therefore be conFigured to employ binary- and quadrature- phase shift keying

(BPSK/QPSK) to modulate the digital data onto the RF carrier. To use complex-

valued symbol modulation schemes like QPSK, it is required that two channels be

used; one, the in-phase component, holding the real part of the signal and the other,

the quadrature component, holding the imaginary part. These are mixed with the

cosine and sine carriers from the local oscillator and combined before being fed to

the transmit antenna. The transmit chain on the PCB consists of a dual channel
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Figure 10.5: Block diagram of the remote unit transmit chain
digital to analogue convertor (DAC), a low pass anti-aliasing filter for the each out-

put of the DAC, two mixers to multiply the baseband signals with the carriers from

the LO, and a power combiner to add the signals prior to being fed to the RF front

end. Figure 10.5 gives a block diagram of the transmitter unit. In addition to that

mentioned above, switches are also present on each channel before the mixers.

These switches reconFigure the system for transmit or receive by connecting the

transmit or receive chain electronics to the mixers. The mixers and power combiner

are bidirectional (with the power combiner effectively splitting the power of an input

signal when operated in reverse), which allows them to be shared, and importantly

simplifies the design of circuit which uses a single antenna to both transmit and

receive.

The DAC chosen was an Analog devices AD5333, which is a two channel, 10-bit

general purpose device [106]. The AD5333 is connected to a general purpose I/O165



(GPIO) bank on the DSP via an 10-bit parallel link which allows fast transfer of

output symbol data, the output value registers can be conFigured to be updated

simultaneously, from values from prior transfers stored in buffers. Each DAC output

is followed by a 2-pole Sallen-Key low pass filter with unitary gain and 2 kHz cut-off

frequency. Both filters are implemented on a two dual channel op-amps, the input

stages of both channels of the filter are based on an Analog Devices AD8667 low-

noise, general purpose op-amp and the output stages of both channels are driven

by a National Semiconductor LM7332 op-amp which provides a high output current

(70 mA), suitable for driving the 50 
 mixer load.10.1.4 Receive chain
The remote unit requires some means of receiving commands and repeat requests

from the base station. For this reason a receive chain has been added to the re-

mote unit PCB. The number of types of required commands to be sent from the

base station to the receiver is likely to be low and representable by a small num-

ber of basic symbols. Chirps or modulated pseudo-random noise sequences are

suitable. The best way to detect symbols such as these would be to implement a

simple bank of matched filters on the DSP. Additionally, little complexity is required

to implement such a receiver, and this is reflected in the design of the system, which

uses the ADC on the DSP controller to detect signals, instead of a dedicated, higher

performance ADC. The receive chain has been implemented to use complex base-

band (QI) signalling, to take advantage of the quadrature local oscillator on board

the PCB.

The receive chain consists of two amplifiers attached in series for each channel.

The amplifiers are a dual transistor common base amplifier which provides approx-

imately 40 dB of gain, and a variable amplifier which gives 0-50 dB of gain. The

variable gain amplifier is based around the serial combination of a 10� inverting op-

erational amplifier gain block which uses an analogue devices AD8667 dual op-amp

device (one op-amp for each channel) [107] and a Linear Technologies LTC6911

dual channel variable amplifier [108], which gives 0 � 100� linear gain. The com-

mon base transistor amplifier is adapted from a design found in [109], but converted

to use a 5 V DC supply.

The input of the amplifiers are connected via the transmit/receive CMOS switch

to the mixers. Filtering and matching to the 50 
 load required by the mixers is166



achieved using a 4 kHz LC low-pass filter with a 50 
 shunt resistor connected in

series with a 100 nF capacitor. The filter is matched to 50 
 at the frequencies of

interest and the shunt resistor gives a proper match at frequencies above this range.10.1.5 Front end
The ‘front end’ of the transmitter refers to the RF frequency electronics that would

be used to connect the remote unit to a power amplifier (PA, for transmitting) or a

low noise amplifier (LNA, for receiving). It was decided that designing the PA/LNA

was outside of the scope of the project as the design of such devices is already well

covered in the literature, and the remote unit PCB could easily be connected directly

to the input or output of a USRP without requiring these devices.

The front end implemented on the PCB includes two mixers and one power split-

ter/combiner. These parts were all sourced from Minicircuits, the TUF-3+ devices

were chosen for the mixers and the PSC-2-2+ device is the power splitter/combiner.

These devices are recommended by minicircuits for use at the HF/VHF bands and

are designed to operate at low signal power (+7 dBm). The mixers are connected to

the transmit/receive switch and the power splitter/combiner and serve the dual pur-

pose of mixing the signals from the DACs to RF and the received signals to audio

frequencies prior to the receive chain amplifiers. The transmit/receive switch is a

Vishay DG455 low-resistance CMOS switch which uses two control lines from the

DSP controller to switch the PCB mode between transmit and receive. On the other

side of the mixers, the power splitter/combiner has the task of combining the two

channels from the transmit chain together or splitting received signals prior to being

mixed down by multiplication with the complex local oscillator signals.

10.2 Remote unit antenna
The remote will be connected to a poor quality antenna, as described in chapter 4.2

and summarised at the beginning of this chapter. The term ‘poor quality’ from the

specification likely refers to an antenna that is opportunistically placed, possibly elec-

trically short and of a poor match. The antenna is unlikely to be well constructed or

raised a suitable distance from the ground. This will have implications for the design167



of the remote system.

A poor quality antenna may not be an efficient radiator of energy, and there will be

little control over the direction in which the energy will be radiated. The antenna

might give a poor match to the transmit electronics which would have to be compen-

sated for in the design of the transmit electronics so as not to cause damage to the

power amplifier.10.2.1 Buried antennas
A buried antenna has been investigated as a model for the poor quality antenna in-

tended for use with the remote system. This type of antenna is assumed to be similar

to the type of opportunistically placed antenna that may be attached to this antenna

in real world applications. Locations such as national parks often have regulations

in place prohibiting structures such as antennas to be erected above ground, in end-

user cases such as these a buried antenna may indeed be the antenna connected

to the unit. Chapter 9 investigates the performance of buried antennas with and

without radomes.10.2.2 Antenna matching
A poor quality antenna may be a very poor match to the front end RF electronics

placed on the PCB board design presented here. This will cause reduced power

to be radiated from the antenna and instead to be reflected back into the amplifier,

possibly causing damage to the power amplifier components. To compensate for

the differences in impedance matching electronics are required between the out-

put of the remote unit PCB and the antenna [90]. Antenna matching techniques

are already well known and antenna tuning units (ATUs) are widely available from

companies like Rohde and Schwartz [110].

An ATU has the effect of transforming the characteristic impedance of an antenna

at a given frequency to the same impedance of the transmitter amplifier (normally

50 
). This reduces matching losses as described in section 9.1.3, recovering up to

3-4 dB for poorly matched antennas.
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10.3 Circuit schematics
The figures on the following pages give the complete circuit schematics for the

remote unit. Figure 10.6 shows the microcontroller, digital to analogue convertor

(DAC) and transmit path, serial interface and level shifters for enabling communica-

tion between the 5 V microcontroller pins and the 1.8 V DDS pins. Figure 10.7 shows

the local oscillator, based around two DDSs, with the filter circuitry. Figure 10.8

shows the receive path, mixers and transmit/receive switch. Figure 10.9 shows the

voltage regulators used to generate the various digital and analogue voltage levels

required by the board.
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Figure 10.6: Schematic for the microcontroller, bu�ering, DAC and transmit path
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Figure 10.7: Schematic for the DDS based local oscillator
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Figure 10.8: Schematic for the receive path and mixers
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Figure 10.9: Schematic for the power supplies
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10.4 Software
This section describes the software (or firmware) which will run on the microcon-

troller in the remote unit. As mentioned in section 10.1.1 the microcontroller selected

for use with the remote unit is a Microchip dsPIC30F6012A digital signal processor.

This is a low power device and considerably simpler and slower than some of the

alternative offerings from companies such as Texas Instruments and Analog De-

vices. This processor has limited memory and computational resources compared

to a faster DSP or FPGA (but much lower power requirements), which means that

careful consideration must go into the selection and implementation of software al-

gorithms for it.10.4.1 Software overview
The software embedded on the board is required to perform a number of functions.

It must initialise and control the microcontroller and board resources and implement

the transmit and receive chains. At the time of writing only the transmit chain has

been implemented, the receive chain software is still required to be written. This will

involve writing software to sample the incoming signal using two ADCs and imple-

menting a matched filter bank for the alphabet of command symbols. The transmit

chain on the remote unit forms part of the primary communications link and is there-

fore of more academic interest to the receive chain. It is expected that the receive

chain will be best implemented as a set of matched filters which will detect particular

signals sent back from the base station, such as chirps, which will represent simple

commands and repeat requests.

The software for the remote unit was written in Microchip C30, which is a language

very closely based around C, specifically for Microchip’s 16-bit microcontrollers and

DSPs [111]. At this point the functionality implemented in the source code includes;

• Forward error correction (FEC) encoding , which encodes source data using

a 1/2 rate QC-LDPC code with a codeword length of 2044 bits.

• Packetisation , which adds a header for transmission prior to sending a code-

word. 174



• Data modulation , which modulates the codeword data using either binary- or

quadrature- phase shift keying.

• Output filtering , which interpolates the output data and applies a root raised-

cosine (RRC) finite impulse response (FIR) filter to the result.

• Transmit scheduler driven by interrupts, which pulls samples from the filter

buffer and sends them to the DAC.

• DDS configuration , which conFigures the DDS local oscillators to generate a

sine wave of a given frequency.

• DAC configuration and arbitration , which conFigures the DAC and provides

an interface for sending samples to it.

• Power rail control , which provides an interface for activating and deactivating

the power lines.

The functionality still required to be written includes;

• Receiver chain , which will be required to read samples from the DSP’s on-

board ADCs at regular, scheduled intervals and implement a matched filter on

the acquired data stream.

• Repeat packet generator , which generates repeat packets for the various

HARQ techniques discussed in section 7.7.

• PC Interface , which will use the universal serial asynchronous receiver/transmitter

(USART) to read commands and a data stream to be transmitted in from a PC

or other external device.

The software is available in appendix D.

Figure 10.10 shows a block diagram of the software required for the modem. Blocks

with dotted lines indicate parts of the software which are not yet implemented. The

following sections will detail the implementation of these techniques on the board.
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Figure 10.10: Block diagram of the remote unit transmit chain10.4.2 The `fractional' data type
At this point it is useful to briefly discuss the main data type used for representing

analogue sample values within the DSP. The fractional data type is a 16-bit fixed

point type suitable for representing data values in the range �1 < x < 1 [111]. This

data type is defined from the standard 16-bit integer type, and is defined to have

1 sign bit and 15 fractional bits. The fractional type uses a twos-complement style

representation for negative numbers, therefore 0x8000 = �1 is the lowest repre-

sentable number and 0x7f f f � 1 (or, more precisely, 0x7f f f = (215 � 1)=215) is

the highest representable number. To convert this data type into floating point rep-

resentation, say for Matlab, an easy conversion is y = ((x0x8000)=0xf f f f )� 0x7f f f ,

where x is the fractional type and y is the floating point type.

Microchip’s in-built FIR libraries use the fractional data type and thus this type has

been used for representing analogue data throughout the source code for the remote

unit.10.4.3 The transmit scheduler
The transmit scheduler consists of an interrupt service routine tied to timer 1 in the

DSP. Additionally a first in first out (FIFO) buffer has been implemented from which

to store samples from the FIR filter. The samples in the FIFO buffer are stored as a

data structure of two fractional variables, representing the in-phase and quadrature

components of the sample to be transmitted. Samples are pulled from this buffer

every time the interrupt service routine executes and written to the DAC. A note of176



the number of samples left in the buffer is kept and when this drops below a pre-

defined safety margin, a flag is set that requests that the buffer be refilled. As the

FIFO buffer is emptying, the code which runs the FIR filters is filtering a new buffer

which will be copied into the FIFO after the number of samples within it is detected

to be below the safety margin.

Refilling the FIFO buffer is time consuming in comparison to the time available be-

tween interrupts. It is for this reason that the safety margin on the FIFO buffer has

been implemented. This is also the reason that the ISR sets a flag which tells the

main program to refill the FIFO, as opposed to refilling it within the ISR itself. Adding

such a lengthy operation into the ISR itself will make its execution time unacceptably

long, to the extent that another interrupt will be hit before execution of the first one

completes.

The transmit scheduler sets the data symbol rate of the transmit chain. It pulls

samples from the forward end of the chain and as such everything behind it is syn-

chronised to it. The sampling rate of the scheduler has been set provisionally at

10 kHz (this value gives a 10:1 interpolation ratio at the FIR filters for when using a

symbol rate of 1 kHz). If it was desired that the symbol rate of the output data stream

were to be increased, say to 4 kHz, then this would be easily achieved by increasing

the sampling rate of the scheduler, which would mean that no further changes to the

FIR filter code were necessary.10.4.4 The FIR �lters
There are two FIR filters which provide root-raised cosine (RRC) filtering to the in-

phase and quadrature components of the transmit chain. These filters have been

implemented using the in-built FIR functions provided by the Microchip DSP li-

brary [101]. This library does not provide support for complex types or complex

filtering, so a complex RRC filter has been approximated by using two real RRC

filters, one for each channel. These filters each maintain an output buffer for storing

the results of the interpolation and filtering process of the modulated symbol stream.

Every time that the FIFO buffer in the transmit scheduler is refilled, the entirety of

both FIR output buffers are copied into the FIR. Once this process is finished, the

FIR filters are ordered to refill their output buffers in entirety, which happens while

the transmit scheduler FIFO buffer empties again.177



The FIR filters read data from two memory buffers at the output of the data modu-

lators, one each for the in-phase and quadrature components of the signal. Once

every sample of the modulator output buffers have been fed into the filters, the filter

code requests that these be refreshed (see below).

The taps for the FIR filters were generated in Matlab, converted to fractional type

notation and hard coded into the C code of the filter. One caveat of the Microchip

DSP library is that for the in-built and heavily optimised FIR interpolate and filter

function, (FIRInterpolate()), the number of taps has to be an integer multiple of the

interpolation rate. As a root-raised cosine filter generally has an odd number of taps

this poses a problem. To work around this a RRC filter was designed in Matlab to

have 61 taps and the last tap was removed to give 60 in total, which is an integer

multiple of the 10:1 interpolation rate. Using a 60 tap filter gives a suitable 6 symbol

width to the RRC filter.10.4.5 Data modulation
The data modulator is quite simple in operation. It takes packed data from an input

data stream and assigns static values to the output buffer representing the modu-

lated data. In this case the term ‘packed data’ refers to data sent in 16-bit words,

where each word represents 16 bits of data (as opposed to one word per bit of

data). The fact that it uses packed data is important to keep the memory consump-

tion of the FEC encoder small enough to fit in the data memory of the DSP. This is

discussed further below in section 10.4.6.1.

The modulator is capable of modulating data in either binary- or quadrature- phase

shift keying (BPSK or QPSK) formats. To modulate the data, bits of each word are

read into the modulator sequentially. Where a zero is detected, which corresponds

to a symbol value of 1, the value 0x7fff is placed on the output buffer. Where a one

is detected, corresponding to a symbol value of -1, the value 0x8000 is placed on

the output buffer.

The output of the data modulator is double buffered. Two buffers are maintained

and when the FIR filter requests a refresh of the modulator output buffer the output

buffers are flipped, and the modulator outputs to the inactive one. The reason for

this is to prevent the associated delay from modulating a new output buffer from

impacting the upstream sections of the transmit chain. A circular buffer or similar178



with a built in safety margin could have been used instead.10.4.6 FEC Coding
The FEC coding technique chosen is LDPC, which allows the receiver to perform

the blind LDPC turbo decoding which was evaluated over the course of this project.

As described in section 7.5.3 encoding an LDPC code requires a large, non-sparse

matrix multiplication (the matrices for a typical LDPC code have dimensional sizes

in the order of hundreds or thousands). This is problematic for two reasons. First,

multiplying a non sparse matrix with a vector can take a prohibitively large number

of processor cycles (in the order of tens of millions). This is highly undesirable,

especially when using a low power DSP running at a clock speed in the range of tens

of megahertz with no instruction level optimisations for multiplications. Secondly, the

amount of memory required to store the large matrix in is also typically in the order

of megabytes, much larger than the limited memory of a typical low power DSP.

The amount of data memory available on the dsPIC30f6012A is approximately 6kB,

while the memory required to store a 2044-bit LDPC code (of the length selected

for this project, please see below) is approximately 2MB. Clearly some alternative

technique has to be used to generate the LDPC codes at the remote unit. Luckily, a

family of LDPC codes known as quasi-cyclic codes has been discovered which can

be encoded using a far less demanding algorithm [62][64][63]. These techniques

are discussed further in sections 7.5.2 and 7.5.3. The next section will detail the

implementation of such an encoder on the microcontroller.10.4.6.1 Encoding QC-LDPC codewords
This section details the implementation of QC-LDPC encoding on the DSP controller.

For an in depth discussion of this technique refer to [62] and sections 7.5.2 and 7.5.3.

The QC-LDPC code generated for use with the modem was a 1/2 rate code with

codeword length of 2044 bits. The code was generated in Matlab (the source code

of the code generation algorithm is available in the appendix) and hard coded into

the remote unit’s code. To create the code, all the possible lines through a point in

a 3-dimensional finite Euclidean geometry with a dimensional length of 23 = 8 are

found. This results in a set of 73 lines each of length 8. A search on this set is then179



conducted to find the different cyclic classes (i.e. those that aren’t rotated versions

of others in the set), and 9 such classes are found. Each of these cyclic classes

are representative of the first row of a 511� 511 sparse circulant matrix of row (and

column) weight 8. The first two of these circulant matrices are taken and placed

together to form a 511 � 1022 matrix of row weight 16 and column weight 8. Row

and column decomposition is then performed on the constituent circulant matrices of

this matrix to form a new 1022� 2044 matrix made up of eight constituent 511� 511
circulant matrices, each of row and column weight 2. The new matrix has a row

weight of 8 and a column weight of four and is the parity check matrix for the QC-

LDPC code.

After defining the parity check matrix, the next step is to find the generator matrix,

which is the null-space of the parity check matrix. This consists of one 1022 � 1022
identity matrix and a 1022 � 1022 non-sparse parity bit generator matrix (more pre-

cisely the full generator matrix would have of an extra two rows due to the singularity

of the parity check matrix, the rank of which is actually 1020, but these have been

ignored for the purposes of slightly simplifying the code). The non sparse section of

the parity check matrix is itself quasi-cyclic, and consists of four 511 � 511 circulant

matrices. As only the first row is needed to represent each of these matrices, this

matrix can be represented using approximately 256 bytes of information, represent-

ing a significant decrease in required memory resources when compared to a typical

random LDPC code (which would require 511 times as much memory). These 256

bytes are defined in the source code as four arrays of 32 16-bit integers.

To encode the message on the DSP controller, a simple algorithm is used which is

described in [62]. Two 511-bit feedback shift registers (FSRs) are implemented on

the DSP controller and initialised to zero. For each of the four arrays imported from

Matlab, 511 bits of the 1022-bit long message vector are sequentially checked and

upon detection of a one, the array is added to the corresponding FSR. For every

time a message bit is checked the FSR is rotated one bit. The FSRs are rotated

in-place, there is no circular aspect to them, and every time a rotate takes place

every bit in the register will move left one bit in the memory.
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10.5 Interfacing with single board computers
A class of device currently gaining popularity is the single board computer (SBC)

which implements a small, low powered computing system with an operating system

and a large range of I/O options. These devices often use DSP or embedded media

processors with peripherals including USART, ethernet, universal serial bus (USB),

serial peripheral interface (SPI), video graphics array (VGA) out, and more. Linux is

typically used as the operating system, due to its open source nature it is well suited

to engineering development.

Figure 10.11: The Texas Instruments Beagleboard SBC
The Beagleboard is a popular, low cost SBC platform, developed by Texas instru-

ments [112]. Figure 10.11 shows a photograph of this device. As of revision C4 of

the Beagleboard, it is based around a TI OMAP3530 processor, which includes an

ARM Cortex-A8 CPU and a TI TMS320C64x based DSP co-processor. On board

there is stereo audio input and output, 256 MB of Flash memory, 256 MB of RAM,

slave and host USB interfaces, an RS232 serial interface, JTAG interface and DVI

HD-capable video connection. The board typically runs on Linux, with the Angstrom

distribution, which is optimised for embedded systems.

There is a build of GNU Radio available for the Beagleboard. It is relatively simple

to install and has been installed on a Beagleboard in the lab. The simple dial tone

demo which comes with GNU Radio has been verified to be working, generating an

output signal from the stereo audio output. However, no further work integrating the181



existing GNU Radio transmitter code has been installed or tested on the device due

to time constraints.

The speed and low power of the Beagleboard, coupled with the ease of implemen-

tation of the remote unit’s algorithms, which have already been written to simulate

the techniques in GNU Radio, makes the device a compelling platform upon which

to base the remote unit. It should certainly be considered as an option if any further

work is to take place to build upon this project.

10.6 Summary of transmitter unit PCB
The remote unit PCB, in its current state, has been found to consume approximately

210 mA at 5V while transmitting. This Figure was tested with a core processor clock

of 64 MHz, at which speed a 2044-bit QC-LDPC codeword with an approximately

equal number of 0- and 1-bits took approximately 312 ms to encode. The QC-LDPC

algorithm, as implemented above, fitted comfortably in the processor’s 6 kB of on-

board data memory.

10.7 Further work
The remote unit board has been manufactured as a ‘proof of concept’, that it is

possible to implement a very low power HF modem, capable of generating long

QC-LDPC packets sufficiently quickly, modulating the data using BPSK or QPSK,

upsampling and filtering the stream of modulated symbols and up-mixing to an RF

frequency.

Unfortunately due to time constraints the receive chain on the PCB was never tested.

As this design is from [109] it is expected that there will be few problems with the

design. However some code will be required to be written to fully implement this

feature. Further to this, a full evaluation of the performance of the receive chain

should be carried out, including assessing the fitness of the DSP controller’s on

board ADC for use in the system. The missing part of the remote unit, in its current

state, is the RF front end electronics that would connect the output of the PCB

to the antenna for both the transmit and receive chains. There are two devices182



required to be implemented for this, a low noise amplifier to amplify received signals

from the antenna before they are fed into the receive chain of the PCB, and the

power amplifier which will amplify the signal from the transmit chain to a power level

sufficient to establish a link to the base station, at a BER of at least 1 kbps, when the

signal is radiated through the poor quality transmit antenna connected to the remote

unit. If the remote unit was reconFigured to use a constant modulus waveform such

as offset-QPSK (OQPSK), the possibility presents itself of using a very efficient, non-

linear amplifier such as a class-D type. These possibilities ought to be examined as

potential implementation techniques for such a remote unit. To fully integrate such

a change with the rest of the techniques being used in the system, the base station

algorithms, in particular the blind turbo equalisation, would also have to be adapted.

The remote unit has not yet been fully tested, to the extent that actual data has been

transmitted from at and been successfully received at a receiver. This was due to

the limited time constraints of the project and effort being focussed on the LDPC

turbo equalisation and developing the transmit chain firmware. Any further work

should certainly assess the actual performance of the unit on a real or simulated

link. Further, this device should be tested using batteries, to assess the length

of time that it is possible for it to stay on air. Obviously this process should be

performed when the power amplifier design has been finalised to give an overview

of the capabilities of the device.
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Chapter 11
Implementation of the base station
This chapter discusses the implementation of the base station in the project. A de-

tailed account is given of how the software algorithms described in chapters 7 and 8

have been implemented within the constraints of the software defined radio (SDR)

system chosen to implement the device. For details on the performance evalua-

tion of these techniques, including simulation results and analyses, are presented in

chapter 12.

11.1 Base station description
The base station is the device situated within a permanent structure, which receives

data transmissions from the remote unit and transmits instructions and repeat re-

quests to it. It is connected to mains power and a good quality directional antenna.

The main requirement of the base station, as discussed in section 4.3, is a compu-

tational capacity high enough to implement the techniques discussed in chapters 6,

7 and 8. The complexity of the techniques presented preclude the use of most em-

bedded solutions, and while it may have been possible to implement some of the

techniques on a high speed FPGA, the expense in terms of money and required

time of this approach was unfeasible given the constraints of the project.

For these reasons it was decided that software defined radio (SDR), discussed in the

next section, would be used to implement the base station modem. In particular the

GNU Radio platform was used, which is an open source SDR development platform

(discussed below). Using SDR techniques allows the modem to take advantage of184



the computational power of a PC, which even at entry-level specification, provides far

greater processing power at a lower cost compared to embedded systems. Modern,

multi-core PCs are well equipped to perform digital signal processing; filters can be

implemented using simgle-input multiple-output (SIMD) processor instructions, al-

lowing even very long, narrow bandwidth FIR filters to be executed at high speeds.

GNU Radio signal processing blocks, which are written in C++, can be programmed

to utilise the full power of modern hardware, allowing very complicated algorithms

to be incorporated into a functional modem. The benefits and applications of GNU

Radio to the laboratory and this project are further discussed in a conference publi-

cation [113].

11.2 Software de�ned Radio
In recent years, as the computational capacity of processing hardware has continued

to grow exponentially, it has become feasible to implement radio systems fully in the

digital domain, with digital hardware connected, via an analogue to digital interface,

directly to an antenna. The term ‘Software defined radio’ is defined by the P1901.1

standard of the IEEE; “A radio is considered to be a software defined radio if some

or all of the baseband or RF signal processing is accomplished through the use of

digital signal processing software and can be modified post manufacturing.” [114].

The software can be resident on a personal computer or implemented as firmware

on an embedded system. As SDR becomes more popular a number of companies

have started offering SDR radio systems. Texas Instruments develop systems based

on their digital signal processors [115], Rohde and Schwarz [116], Aerostream Com-

munications [117] and Lyrtech [118] offer products built around third party DSP de-

vices. SDR platforms developed for execution on a PC include an implementa-

tion of the well known Digital Radio Mondiale (DRM) specification, WinDRM [119],

Sora [120], which is a system being developed in partnership by Microsoft and Bei-

jing Jiaotong University, FlexRadio Systems’ [121] products and GNU Radio [32]

(discussed in the next section).

Additional hardware is required to interface between a PC and an RF output stage.

Products available, at the time of writing, to do this include the SoftRock radio

kit [122] and proprietary hardware for GNU Radio and FlexRadio’s products. The

SoftRock kits are a range of simple analogue mixer devices which each operate at185



a fixed frequency defined by a crystal, various models are available for receive only

and half duplex communications and GNU Radio can be used to generate the base-

band signals to feed to this device. GNU Radio and FlexRadio Systems’ platforms

have associated proprietary hardware.

Small form-factor SDR (SFF-SDR) is a technology in which SDR systems are de-

signed to be small in size and low-powered. This makes them feasible for use as bat-

tery operated devices. Notably, there is a GNU Radio build available for the Beagle

Board [112], which is a single board computer (SBC) based around a Texas Instru-

ments OMAP (Open Multimedia Applications Platform) processor, which unites an

ARM9 core and a DSP core in one package, with a total power consumption of ap-

proximately 2W. The low power consumption of this device makes it appropriate for

consideration as a candidate platform for the remote unit. Please see section 10.5

for further details.

11.3 GNU Radio
GNU Radio is the SDR system which was selected as the platform upon which the

base station was to be implemented. It is an open source system which made it

attractive for use compared to the other, commercial systems on offer. For clarity,

at this point it would be useful to briefly describe some of the functionality of GNU

Radio in terms of its application to the techniques described in this chapter.

Figure 11.1 shows a block diagram of an example SDR system defined in GNU

Radio. The radio functionality itself is defined by a flow graph which connects signal

processing elements, typically written in C++, together using Python scripting. The

use of the Python scripting language allows many other third party APIs to be used

to assist with graphing data and performing mathematical analyses, for example.11.3.1 GNU Radio architecture
A radio is defined using GNU Radio by constructing a flowgraph, which defines

links between signal processing blocks, which perform digital signal processing op-

erations on data passing through them. The flowgraph is defined in the Python

scripting language [123] and the signal processing blocks are written using a C++186
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API included with the GNU Radio package. Communication between Python and

the C++ code is achieved using the simplified wrapper interface generator (SWIG)

package. Graphical user interfaces (GUIs) can be constructed with help from the

integrated support for the wxWidgets GUI API.

The signal processing blocks are defined as C++ classes and have a hierarchical

selection of types and inherited sub-types. The top block is the main block in a

flow graph. This block is used to define connections between hierarchical blocks,

which are sub-blocks instantiated as child classes of the main top block class. The

top block class defines a number of functions used to connect together its child

blocks and control the operation of the flow graph. The connect() function is used

to define connections between the inputs and outputs of child blocks. The main

control functions which will be described here are the start(), stop(), run() and wait()

functions, which are all called from the Python script.

The start() function builds and runs the flow graph. This involves instantiating and ini-

tialising each hierarchical block where necessary and initialising the circular buffers

which are used to transfer data between the running blocks (discussed in the next

section). In addition this function verifies the flow graph, detecting errors and illegal

patterns such as feedback loops within it. The flow graph will execute until a stop()

function is called or an exit condition is detected from within the flow graph itself, say

on completion of the transmission of a finite length message. The stop() function in-

structs the graph to exit immediately. The wait() function is a helper function for the

python script which puts the script in a while-loop and returns when the flow graph

completes. The run() command is a simple command which simply calls the start()187



and wait() commands sequentially, starting the graph and resuming execution when

the graph finishes.

The stop() command allows a flow graph to finish by itself and unloads the con-

stituent hierarchical child blocks from memory. This then requires that the start()

command initialise the hierarchical child blocks in the top block. This obviously

forces them to restart in a newly initialised state. When the flow graph finishes itself,

no blocks are reloaded from memory and any subsequent start command will restart

all the blocks within the flow graph from the state that they finished in. Thus all mem-

ory buffers are internal to the blocks, and all state variables will be maintained. This

is an important property of the flow graphs used to implement the automatic repeat

request techniques described below in section 11.4.5. Unfortunately the circular

buffers connecting blocks are cleared in either case which causes problems with the

simulation and implementation of such techniques as described in section 11.5.3.1.

Each hierarchical block within the flow graph (henceforth simply referred to as a

signal processing block ), has a number of functions which are called from within

the C++ code itself for the purposes of flow control. These will be briefly described

here. A call to set output multiple(), normally called from within the initialisation

code, will require the GNU Radio system to expect an number of output samples

equal to an integer multiple of the argument passed to the function, which is itself an

integer. Following from this, the forecast() function, which is overloaded as a function

of the signal processing block, defines how many input samples are required to

satisfy the requested number of outputs. It is possible to define synchronous block

types which assume a 1:1 relationship between the inputs and outputs of a block

which do not require this function. The general work() function (named simply work()

in synchronous blocks), is the overloaded function which defines the actual signal

processing to be performed on the input stream. This function is required to copy

the processed input to a given output buffer or buffers. The function is required (in

the asynchronous type blocks) to call the consume each() function, which tells the

scheduler how many input samples were processed (this need not be exactly how

many were requested in the forecast() function). The integer return value of the

general work() function defines the number of output samples copied to the output

stream(s), or alternatively a -1 value can be returned to declare that this block has

finished processing data. As of GNU Radio version 3.3, it is possible to define

different return values (that is different numbers of samples copied) to each output

stream. Refer to the source code for details [32].188



When GNU Radio detects that the data flow through them has finished, due to a -1

value being returned by the general work() function of a source block, any remaining

data is fed through the flow graph and the flow graph exits. At this point any wait()

functions running within the Python script will return.11.3.1.1 The universal software radio peripheral
The universal software radio peripheral (USRP) and the its second version (USRP2),

both manufactured by Ettus technologies [15], are devices used to interface software

radio systems with the real world. Particular effort has gone into integrating this

device with GNU Radio, and signal source and sink blocks have been defined to

integrate interfaces to these devices easily into a flow graph.

The USRP and USRP2 are both systems that perform analogue to digital conver-

sion (and vice versa), and digital up- and down- conversion of a digital signal to and

from radio frequencies. The USRP uses a universal serial bus 2.0 (USB2) interface

to a PC for data transfer which provides up to 16MHz of RF bandwidth. The RF front

end is implemented by drop-in daughterboards available in a range of frequencies

from DC to >5GHz. The device can support up to two transceivers (or two trans-

mitters + two receivers) allowing up to 2 � 2 multiple-input multiple-output (MIMO)

systems to be implemented. The USRP2 is a faster version of the device, with a

maximum RF bandwidth of up to 25MHz using a gigabit Ethernet port to connect to

the host PC and IQ signalling. The USRP2 is backwards compatible with the same

daughterboards used on the USRP, but only one transceiver (or one receiver plus

one transmitter) can be installed per unit. However it is possible to chain up to eight

USRP2 devices together, allowing up to 8 � 8 MIMO systems to be implemented.

See Figure 11.2 for a block diagram of the USRP.

The USRP has four 12-bit analogue to digital convertors (ADCs) which run at 64 MS/s

for input and four 14-bit digital to analogue convertors (DACs) running at 128 MS/s [124].

The ADCs and DACs are provided by two AD9862 mixed-signal front end proces-

sors [125]. The spurious-free dynamic range (SFDR) of the ADC is 85 dB and the

DAC is 83 dB [124]. The ADC has a theoretical SNR (from quantisation errors) of

74 dB (from the approximation SNR= 6:02N +1:76, where N is the resolution of the

ADC in bits [126]), and its measured SNR is 70.7 dB [125]. The SFDR is higher

than this due to the processing gain of oversampling the input, the 85 dB Figure is

assumed to have been taken from the datasheet [125], where the Figures have been189
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Figure 11.2: Block diagram of the USRP
measured for an input frequency of 5 MHz. As the input frequency increases (for HF

band communications the carrier frequency is not down-mixed before being fed into

the ADC), the SFDR will decrease. A doubling of the carrier frequency will result in

a 3 dB reduction in SFDR. These metrics place constraints on the types of signals

that can be received. The received signal will be difficult or impossible to decode if it

is close to a signal (that is not pre-filtered out prior to being fed into the USRP) S dB

stronger than the received signal where S = R � T , R is the SFDR of the ADC andT is the required SNR for equalisation and demodulation of the received signal.

The prices of the USRP and USRP2, at the time of writing, are 700 USD and

1400 USD respectively, putting them at the lower end of the price range for SDR

systems. The daughterboards range from 75-275 USD each [15].

11.4 Base station software
As the base station was implemented as a software defined radio, the software for

it was complicated and required to implement many functions that have traditionally

been performed in the analogue domain, such as modulation and filtering. The

base station software was built up from the GNU Radio SDR platform. Using this

method simplified the implementation and simulation of the techniques used in the

project. It also provided a large range of pre-written code for various commonly used

techniques such as filters and MPSK modulation. Any other techniques required190



(such as LDPC decoding and ARQ) were implemented as custom written signal

processing blocks. It was possible to simulate the remote unit, channel and base

station algorithms in GNU Radio in a single file, run it and send debug information to

the screen or various files for later analysis. This process also exposed limitations

within GNU Radio which are described in section 11.5.3.1.11.4.1 Receiver algorithms
The receiver algorithms required in the system are shown in a block diagram given

in Figure 11.3. From left to right these are a Costas loop which phase locks to the

carrier of the received signal [100][10], a clock recovery block which detects and

locks to the clock frequency of the received signal’s data stream, a packet detector

which detects receipt of a packet preamble and also generates an estimate of the

state of the channel at the time that this preamble was detected, a semi-blind LDPC

turbo equaliser which equalises and decodes the received packets simultaneously

(described in sections 8.2, 8.2.1 and 8.3 for details on the theory of the operation

of this block) and a repeat packet generator which generates ARQ repeat requests

upon failure of the LDPC equaliser to correctly decode a block. The following sec-

tions detail the implementation of each of these blocks, describe problems with and

suggest improvements to their current implementation.
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Figure 11.3: Overview of the software algorithms required in the base station.
11.4.2 Costas loop and clock recovery algorithm
These two algorithms are grouped in the same section as their code was sourced

from the standard MPSK receiver block included in the current GNU Radio source191



tree (version 3.3). This block takes the received baseband signal from the USRP,

the Costas loop locks to the signal carrier (which will be close to 0Hz) and the clock

recovery algorithm recovers the clock from the incoming signal and ‘slices’ it accord-

ingly. This operation, known as ’data slicing’, separates the individual symbols in a

received signal from one another. The output signal from this block is a string of

PSK symbols synchronised to the clock of the received signal. This block does not

attempt to demodulate the signal. The operation and implementation of this block

will not be further discussed here, for further details on the operation of this block,

please examine its source code in appendix I.11.4.3 Packet detection and channel estimation
The packet detection and channel estimation block accepts the clock recovered

stream of PSK symbols from the MPSK receiver block and maintains a running

buffer of the last m samples received, where m = n + 2L � 1, n representing the

length of the preamble and L representing the length of the channel estimate, which

should be set to be longer than the impulse response of the channel in terms of

modulated symbols. The block operates by cross-correlating the n received symbols

in the middle of the buffer with a known pseudo-random (PN) preamble sequence

(which will be an M-sequence or similar). The magnitude of the result of this cor-

relation is compared with a threshold value. If the result is higher than this value a

preamble is assumed detected and resident within the block’s buffer. The threshold

value chosen must be sufficiently low that packets received with a low SNR (such as

those received within a fade) can be detected, but high enough that the chance of

detecting false positives due to noise is minimised. Adaptive techniques, for exam-

ple based on SNR measurements, can be used to set the threshold to ensure that it

is maintained at an optimal value.

Upon detection of a received preamble, the algorithm cross-correlates the preamble

sequence with every contiguous block of n samples in the input buffer, the resultant

values are then normalised by division by n. The result of this operation forms

a vector of 2L � 1 complex cross correlation results which represents the impulse

response of the channel through which the preamble sequence passed prior to being

received. From this vector a search is conducted to find the L contiguous elements

with the greatest sum of absolute magnitudes, the resultant L-element vector is the

channel estimate, he . 192



Once this process has completed, the GNU radio processing block used to imple-

ment this technique sends the channel estimate then the c+L�1 channel-corrupted

LDPC codeword bits to the LDPC turbo equaliser. The variable c in this case refers

to the codeword length of the LDPC code, and the extra L � 1 bits are required by

the equaliser as they correspond to the extra information ‘smeared’ by the channel.

As the last L � 1 bits of the preamble may cause inter-symbol interference with the

first L�1 bits of the LDPC codeword payload a short delay of symbols corresponding

to zero-bits is left between the preamble and the payload. The reason for this is

that, in its current implementation, the equaliser assumes that the LDPC code is

preceded by zero bits, that is, the initial state of the channel is assumed to be zero.

This will not be the case if there are still parts of the preamble section in the channel

when the payload is first received. The equaliser can easily be changed to assume

that the initial condition of the channel corresponds to the state that the last L � 1
bits of the preamble would leave it in, but in the interests of being able to easily

change the preamble sequence it was deemed easier to insert a delay. The delay

is implemented in the code by simple adding some extra 0-bits to the end of the

preamble sequence.11.4.4 Semi-blind LDPC turbo equaliser
The semi-blind LDPC turbo equaliser is based on a technique described by Gun-

ther et. al. [87]. The theory of this technique is described in sections 8.2, 8.2.1

and 8.3. This section will describe some of the issues encountered when imple-

menting the technique in GNU Radio and assumes familiarity with the previously

mentioned chapters and [87]. For clarity of exposition the block diagram of a semi-

blind turbo equaliser is reproduced in Figure 11.4.

From Figure 11.4 it is evident that there are feedback paths from the LDPC de-

coder to the BCJR equaliser both through the extrinsic probability calculation and

through the channel equaliser. As GNU Radio does not currently (as of version 3.3)

allow feedback paths in flow graphs it is necessary to implement everything in the

block diagram as a single signal processing block in C++. The block is required to

equalise, demodulate and decode the incoming data symbols with prior knowledge

of the LDPC code used to encode the modulated data stream at the transmitter and

output a stream of message bits. 193
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Figure 11.4: Block diagram of a semi-blind turbo equaliser
This algorithm is relatively complicated and as such the C++ code was split into

multiple sections, each roughly implementing one block of Figure 11.4. The imple-

mentation of each of these blocks will be described in the following subsections.11.4.4.1 The BCJR equaliser
The BCJR equaliser [82] is a maximum likelihood sequence estimation (MLSE)

equaliser used to convert a sequence of received symbols into a sequence of pos-

terior probabilities of codeword bits for entry into an LDPC decoder. It is described

in section 8.2.1 and for a particularly good description of the implementation of the

technique see [81].

The BCJR algorithm has been implemented in C++ for the project as described

in [81], using linear probabilities contained in double data types for all the variables.

On every step through the trellis the � and � probabilities are normalised by dividing

with the sum of their magnitudes at that step. This ensures that the probabilities do

not become so small that the granularity of the double data types used truncates

them to zero, as (especially with longer sequences, which correspond to longer

LDPC codeword lengths) this can become an issue rather quickly. The algorithm is

fed with the received channel symbols, a channel estimate as given by the packet

detector described above, an estimate of the noise and a vector of log-likelihood ra-194



tios (LLRs) representative of the extrinsic likelihoods derived from the output of the

LDPC decoder. The algorithm outputs updated LLRs of the codeword bits believed

to have been modulated and passed through the channel to result in the sequence

of symbols observed at the receiver. As the code is implemented using linear prob-

abilities, it is necessary to convert the input LLRs to linear probabilities and convert

the output probabilities back to LLRs.

The complexity of the BCJR algorithm increases geometrically with the length of

the channel estimate used (L). The number of states required for each point in the

trellis is equal to 2L=2. As such, using large values of L, such as those required for

high data rates with fast fading channels, the required processing overhead could

become an issue. In addition the number of symbols in the modulating constellation

determines the number of state transitions from each node of the trellis. However,

using a larger number of symbols will entail a shorter packet length for a given

length codeword mitigating this somewhat. The implementation of the algorithm has

been used successfully during the project with channel lengths of up to L = 9 and

codeword lengths of up to n = 2044.

The BCJR algorithm has been adapted to use multiple channel estimates through

the sequence to allow the LDPC semi-blind turbo equaliser to generate more than

one estimate throughout the decoding process of a single codeword. For a fixed

channel the channel estimate is kept the same for all the  transition probabilities

and is fed into the algorithm. To convert this to use a time-variant channel is a rel-

atively trivial operation which simply requires that the channel estimate be changed

at regular intervals throughout the generation of the  transition probabilities. The transition probabilities are then worked out during each interval with a channel

estimate generated for the corresponding time.

Ideally it is envisioned that the BCJR algorithm will be rewritten using logarithmic

probabilities such as LLRs for the generated variables. This should reduce process-

ing overhead due to the many multiply operations being replaced with computation-

ally cheaper add operations. Also under-run errors associated with multiplying very

small values together in floating point data types becomes less of an issue.
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11.4.4.2 Generalised LDPC decoder
The standard LDPC decoder [61], which uses the belief propagation algorithm, is

described in section 7.5.4. This is a relatively simple algorithm to implement in C++

in and of itself. However it requires a large number of multiply operations as the

pseudo-posterior probabilities are generated. For that reason is was decided to

implement the LDPC decoder in log space from a technique described by Leung

et. al. [67][68]. This technique is described in more detail in section 7.5.5 and in

practice reduces the execution time of the decoder considerably, especially for long

codes. It is also suited to the LLR input from and output to the extrinsic probability

calculations between the LDPC decoder and the BCJR equaliser.

The ‘generalised ’ LDPC decoder differs from a standard LDPC decoder in that it

additionally generates pairwise pseudo-posterior probabilities for use with the chan-

nel estimator. The algorithm for generating these additional probabilities is detailed

in [87]. The pairwise probabilities are the probabilities, P (xk ; xj jy), where ck is thek th codeword bit, cj is the j th codeword bit and y is the vector of n extrinsic proba-

bilities derived from the output of the BCJR algorithm. The time required to evaluate

every pairwise probability scales as the square of the codeword length and can be

considerable. Additionally the memory requirement of an algorithm which is opti-

mised to generate these probabilities fast is very large. The reason for this is that it

is not desirable to represent any matrix which requires a large number of successive

look-ups in any memory optimised sparse-matrix structure (such as Matlab’s sparse

type), as a binary lookup through a set of nonzero elements is required every time an

index is checked. This reduces the access time considerably. Therefore it is better

to hold the entire matrix in memory at the same time and use addressing to access

the elements. When generating the pairwise probabilities for an N �M matrix it is

necessary to hold a N � N � M 3-dimensional matrix in memory as a reference.

With large number, N, of 4-byte floats (such as N = 2000), this memory requirement

can become huge (2000 � 2000 � 1000 � 4 bytes � 16 GB, for a 1/2 rate code ofN = 2000) and well out of the range of a standard contemporary PC.

In practice, only those probabilities where ji � j j < L are required, so only com-

puting these reduces the complexity of the algorithm substantially. Also, if only

these probabilities are required to be generated, the size requirement of the large

3-dimensional reference matrix can be reduced, using a simple remapping of the

indices, to N � (2L � 1)�M. As L << N the memory requirement of this matrix is

greatly reduced. The current implementation of an N = 2044 LDPC semi-blind turbo196



equaliser fits comfortably within the memory of a laptop with 2 GB of RAM.

Unlike the standard LDPC decoder, there is as of yet no known method of perform-

ing the pairwise calculations in log-space. Currently the probabilities are evaluated

by converting the prerequisite log-space variables within the standard LDPC de-

coder to the linear domain and evaluating the pairwise probabilities from them. The

problem stems from having four separate probabilities to represent (from the four

combinations of a pair of binary variables) rather than the two probabilities embed-

ded in a typical LLR. It is suspected that, given the discovery of a valid modification

to the algorithm, moving computation of these probabilities to the log domain would

both reduce the execution time of the technique by replacing multiply operations

with faster addition operations, and more importantly reduce the sensitivity of the

algorithm to arithmetic under-run errors that are observed occasionally in the lin-

ear domain. As protection against these under-run errors maximum and minimum

acceptable values for the log-space variables are enforced before returning to the

linear domain.11.4.4.3 Channel estimator
The channel estimator within the semi-blind turbo LDPC equaliser is based on an

adaptation of the Baum-Welch expectation minimisation (EM) algorithm [83][84].

Section 8.3 details the theory of operation of this part of the equaliser. This sec-

tion details the implementation of the channel estimation algorithm and will use the

same variable names as [87].

The vector r[p]n and the matrix R[p]n are evaluated from the posterior probabilitiesP (xk jy) and the pairwise probabilities P (xk ; xj jy) respectively, from the generalised

LDPC decoder algorithm. It is necessary to provide limiting values to the algorithm

while working these values out, which supply the algorithm with the values resident

in the channel before the LDPC code is received. These values are required to

state that probabilities of bits resident in the channel prior to receipt of the code-

word are zero and are required when evaluating the prerequisite likelihoods for r[p]n
(equation 8.5) and the prerequisite pairwise likelihoods for R[p]n (equation 8.6).

On every iteration it is required to solve R[p]n h[p+1]n = r[p]n for h[p+1]n (in fact this may

be required to be solved multiple times per iteration, once per generated channel

estimate; multiple channel estimates are described in the next paragraph). This197



calculation is implemented in the channel estimator code using LU factorisation, the

functions required to perform this factorisation are resident in the ‘ublas’ namespace

of the C++ Boost libraries (Boost is a popular library of add on functions for C++

that is itself a prerequisite of GNU Radio). For more information on this operation

refer to the source code of the LDPC turbo equaliser in appendix C.

It is possible to generate multiple channel estimates over the course of equalising

a single received LDPC codeword. To perform this operation a neighbourhood is

defined over the prerequisite likelihoods and pairwise likelihoods to evaluate r[p]n andR[p]n . These are defined by the variables I1 and I2 in equations 8.4 and 8.5. While

comprehensive testing of the best neighbourhoods has not been carried out, good

results have been observed by defining neighbourhoods as follows: first split the

received LDPC codeword into ng groups of roughly equally sized sets of elements,

each of length roughly N=ng where N is the length of the LDPC codeword. Defineng neighbourhoods of 3N=ng elements where each neighbourhood comprises the ng
elements of its corresponding set plus the 2ng elements of the adjacent sets. For the

first and last sets of the codeword it is obvious that the neighbourhood size should

be 2ng as these sets only have one adjacent neighbour. For each of the ng neigh-

bourhoods R[p]n h[p+1]n = r[p]n should be solved for h[p+1]n to provide ng separate channel

estimates which can be fed back to the BCJR equaliser. The value of ng should be

set long enough that an accurate channel estimate can be found for each neigh-

bourhood in noise, but short enough that the equaliser can adapt quickly enough to

changes within the channel.11.4.5 Repeat request techniques
This section discusses the implementation of various repeat request techniques un-

der GNU Radio. For details on the theory of ARQ refer to section 7.7 and for details

of the theory of a new ARQ technique developed as part of this project please refer

to section 7.10.

Three repeat request techniques were implemented on the GNU Radio platform, a

random repeat HARQ technique, reliability-based HARQ (RB-HARQ) [72] and a the

new technique, random sum of elements HARQ (RSE-HARQ). As mentioned above

these techniques are described in section 7.7, but they will be briefly summarised

here. 198



11.4.5.1 Random repeats
For the random repeats technique, when a packet is received and decoded incor-

rectly at the receiver, a repeat request is sent back to the transmitter. The trans-

mitter, upon receiving this request, prepares and sends a shorter packet containing

a randomly chosen set of the constituent bits of the original codeword. This set

will have bits chosen by a random number generator which is synchronised to an

identical random number generator at the receiver. When the receiver receives this

subsequent packet, it combines the repeated bits with the originally received code-

word, generating an updated set of codeword log-likelihood ratios (LLRs) which are

then fed into the FEC decoder. The effect of these subsequent repeats is that the

received codeword SNR is increased incrementally, with receipt of each subsequent

repeat packet. Eventually the set of received LLRs, which form the prior probabilities

into the FEC decoder, are accurate enough that the original packet can be decoded

error free.11.4.5.2 Reliability-based HARQ
This technique works similarly to the random repeat method detailed above, except

that the sets of bits used to construct the repeat packets are not randomly generated,

but are chosen by the receiver based on the results of the FEC decoder [72]. When a

packet is received and decoded incorrectly, the receiver examines the outputs of the

FEC decoder, and finds the set of n bits that have the lowest posterior likelihoods,

that is, those which it is least sure about. The receiver then constructs a repeat

request to send back to the transmitter which embeds the locations of these lowest

likelihood bits within it. This feedback path, however, requires a relatively good, error

free channel, and is thus unsuitable for a HF link.11.4.6 Random sum of elements HARQ
This technique again works in a similar way to the random repeat technique de-

scribed above. The receiver, on receipt of an incorrectly decoded packet, sends a

simple repeat request to the transmitter. The transmitter then constructs a packet

with repeat information embedded within it. In contrast to the random repeat tech-

nique, however, each bit of this packet is determined by finding the linear combina-199



tion of a randomly selected set of bits of the original codeword. The reasoning for

this is that it is more likely that a bit of low likelihood will be retransmitted, which

increases the combined SNR of the prior probabilities of the packet at the receiver.

The packet is then input into a modified FEC decoder, separate to the rest of the

codeword, as supplementary information. For more details on this technique, in-

cluding the modifications required for a standard LDPC decoder, please see sec-

tion 7.10. This technique is novel and was first presented in [127].

11.5 Implementation of ARQ techniques on GNU Ra-dio
For each of the techniques shown above, the ARQ system has to generate repeat

packets at the transmitter and recombine the information embedded within them with

the originally received packet at the receiver. For random repeats and RB-HARQ,

the repeats are combined with the originally received codeword before feeding into

the FEC decoder and for the RSE-HARQ the repeat information is fed into the LDPC

decoder together with the original information.

The repeat packet generators are implemented as signal processing blocks within

GNU Radio. These blocks are designed to pass information straight through them,

from the LDPC encoder to the modulator, when normal transmission is required,

and to block further input from the LDPC encoder and generate repeat packets from

the previously sent packet, which is temporarily stored in an internal buffer. The

repeat packets are generated according to the techniques described above, with the

random repeats and RSE-HARQ blocks requiring no further input (other than the

knowledge a repeat has been requested), and the RB-HARQ blocks requiring a list

of bits to resend.

At the receiver, blocks were created for combining the received repeat packets with

the originally received packets. For RB-HARQ and the random repeat techniques,

this was a relatively simple matter of keeping a record of the original packet and

finding the means of those bits received as part of the repeat packets (as defined

by a pseudo-random number generator for the random repeat technique and as

instructed by the RB-HARQ technique). In terms of LLRs, which is how each bit is

demodulated by the soft decoder, finding these means is performed by successively

adding the received LLRs to the corresponding bits of the originally received packet.200



A buffer of the received packet is kept within the repeat combiner block for these two

techniques and updated internally with each successive repeat. This buffer is then

sent to the LDPC decoder. For the RSE-HARQ technique, a separate block was not

required to combine repeats prior to sending to the LDPC decoder. As this technique

combines repeat packets with the original received packet at the decoder level, as

described in section 7.10 both the original packet and any subsequent repeats are

fed into a modified LDPC decoder.

The receiver’s LDPC decoder required modifications for all the HARQ techniques.

For the random repeat and RB-HARQ techniques, these are a simple matter of

the implementation of a feature whereby any incorrectly decoded packets are not

forwarded to the output of the block and a flag is raised that can be checked by code

outside the block to prepare a repeat packet. For the RSE-HARQ technique, upon

an incorrectly decoded packet, a flag is raised to instruct the outside code to send

a repeat and the decoder itself switches modes to accept repeat packets as inputs

and integrate them into the decoding process as described in section 7.10.11.5.1 Recon�guring the ow graph
The flow graph construct in GNU Radio is fairly difficult to reconFigure while it is

executing. The manner of operation is to define a flow graph by instantiating, config-

uring and connecting blocks together, then execute the run() command from within

the Python script, which performs validation checks on the flow graph and executes

it. The flow graph executes in a separate thread (or threads) to the main script, exit-

ing upon either a stop() command executed from the script, or an exit state detected

from within the graph itself (for example when a finite length message has been

entirely transmitted). The run(), stop() and related wait() commands are described

briefly above in section 11.3.1 and defined in the GNU Radio documentation and

source tree itself [32].

The nature of the HARQ techniques dictates, as described above, that the blocks

have some form of memory for creating repeat packets and combining received re-

peat packets together with the originally received packet. This memory manifests

generally as some sort of buffer plus state information within the block. The unpre-

dictability of the HARQ techniques implies that the flow graph either needs some

kind of intelligence and capacity to self-reconFigure or some means of being re-

conFigured from outside itself (presumably from the Python script from which it was201



called). The former case is, in the current version of GNU Radio, unfeasible due to

the illegality of feedback loops in a flow graph (at the Python level) and lack of suit-

able messaging interface for sending control messages from one block to another

preclude the flow graph from being able to make any significant changes to itself.

Also disconnecting and reconnecting signal processing blocks within a running flow

graph is not possible. It is, however possible to reconFigure the graph from the

Python script which called it.

Basic reconfiguration of the flow graph is possible when the graph is in a wait state

(a wait state is defined here as the state a flow graph is left in after a run() command

has executed within the Python script), without having had a stop() command issued

to it. At this point all the blocks are resident in memory in the same state as they

were left in as the last data passed through the flow graph. Here, the flow graph

is still technically running even though no further data is being sent. A command

can be issued to a source block to send more data and it will run through the flow

graph similarly to any data the flow graph was initially set up to send. Additionally

a command can be issued to a block downstream from the source block (such as

a repeat packet generator) to send data in lieu of the source block, although this

operation can cause problems with execution of the graph as described in the next

paragraph. Unfortunately it is not possible, when in this state, to perform any dis-

connect() or connect() operations to reconFigure the pattern of the source blocks

within the flow graph. For this the graph must be locked using the lock() and un-

lock() commands which will not be covered here (see the GNU Radio source code

for further details), these commands have the same effect on the memory and state

of the blocks within the flow graph as the stop() command so are of no use in the

context of the implementation described here.

Another issue with the reconfiguration of a GNU Radio flow graph which was en-

countered during the implementation of the HARQ techniques was that the first block

of the flow graph has to send data out. If no data is sent, and the block simply returns

a -1 value (which causes the flow graph to exit), no further upstream processing will

be attempted. This means that if a repeat packet is to be generated, where the re-

turn packet will originate from a block upstream from the first block in the flow graph,

the first block must ‘fool’ the flow graph into thinking that it has sent some data. The

subsequent -1 return value can then be generated by the upstream block (the re-

peat packet generator) when the repeat packet has been sent in its entirety. The

first, source data block ‘fools’ the GNU Radio system in this way by simply returning

a 0 when a repeat is being generated, instead of a -1. No data is copied by the block202



onto the output buffer and the 0 return value informs the GNU Radio system of this

fact. This is of no consequence as the second block in the flow graph, the repeat

request block, does not require any input from the source block.11.5.2 Implementing the HARQ simulations
This section describes how the HARQ techniques were simulated on the GNU Radio

platform, in the context of what has been discussed in the previous sections. For

further details on the setup and results of the simulations, please see section 12.5.

For each of the three techniques tested, a separate script was written in which a

relevant flow graph was defined. Only the forward path was simulated, the feedback

path (through which the repeat requests travel from the receiver to the transmitter),

was assumed to be perfect. In each script the entire system (including transmitter,

AWGN channel and receiver) was implemented in one single flow graph.

To simulate the systems in operation, a simple algorithm was used which is shown

in Figure 11.5. This Figure shows an algorithm by which it is possible to implement

these techniques on GNU Radio. The configuration steps (higher in the diagram)

are all operations performed by calling functions of the signal processing blocks

themselves. These functions are programmed in C++ as member functions of the

block and made available through the SWIG interface to the Python script. When

configuration is complete the run() command is called from the script, and when

this is finished the Python script checks whether the received, decoded codeword

satisfies its parity check. If this is so, and the entire message has been sent, the

algorithm exits. If the parity check message has passed but the message has not

been sent in its entirety the flow graph is conFigured to send the next LDPC packet.

If the parity check has not passed the flow graph is reconFigured to transmit a repeat

packet through the channel. This process then repeats until the entire message has

been sent.

It is important to note that the only error detection performed on the received and

decoded codeword is the satisfaction of the parity check equation. It may be possible

for the decoder to converge to an incorrect codeword, which passes the parity check

equation but is still invalid. This will be discussed in the results in section 12.5.
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11.5.3 Problems with the HARQ implementations
While the HARQ techniques have been simulated using a GNU Radio script some

problems have been identified with the GNU Radio platform which makes the im-

plementation of these techniques difficult to simulate as part of the main modem

system. There are multiple reasons for this which involve both the fundamental ar-

chitecture of GNU Radio and the integration of the new technique with the main

modem system. These will be summarised in the following sections.

As the HF channel can be poor and continuously variable, with a high probability of

bit errors without adequate coding and channel equalisation, there may be issues

integrating HARQ techniques with the rest of the system. These issues stem from

the fact that any repeated packets will have to be encoded with forward error correc-

tion redundancy themselves, so as to provide resistance to errors which could cause

the repeat packets to further degrade the quality of the received packet. Ideally this

would not be a major issue for any of the techniques, as in the random repeats and

RB-HARQ cases, the repeat packets are combined with the original packet before

decoding, therefore reducing the SNR of the received packet. In the case of RSE-

HARQ, the fact that the received repeat packets are used integrally in the decoding

process lends a similar resistance to noise as would be found from the originally re-

ceived bits of the LDPC packet. Indeed, under AWGN, all three of these techniques

have been simulated under these conditions with success (the results are provided

in section 12.5).

The problem with implementing HARQ techniques in the system being built for the

project stems from the fact that channel equalisation is performed as part of the FEC

decoding process. This turbo equalisation method, described above in section 8.3,

finds a channel estimate for a given message which has been encoded using an

LDPC code with a known structure. If any packets are received without being en-

coded properly in a full LDPC packet of the structure expected by the receiver, the

likelihood of correct decoding of the encoded message is very low. Further to this,

the channel estimate generated by the LDPC turbo decoder can occasionally be

observed to be completely incorrect. This may stem either from a received signal

with low SNR or problems with the equaliser just failing to converge on the correct

channel, occasionally, the equaliser can converge to a LDPC codeword that, while

valid for the set of codewords, is completely incorrect. The symptom of such errors

is a very high bit error rate. However these may prove to be difficult to detect in a

practical system. This illuminates a need to perform some kind of SNR estimation on204



the received signal to guide the decoding and an error checking code to be applied

to the data before performing the LDPC encoding.

At the time of writing, there is no known way to integrate the new HARQ technique,

which requires modifications to the LDPC decoder, with the semi-blind LDPC turbo

equaliser. The extra degrees of freedom inherent in using the minimum distance of

the LDPC codewords to equalise the channel requires that every bit can be provided

a valid channel estimate. While it will be possible to provide a channel estimate for

the LDPC code, further repeat packets, even if appended directly to the end of the

codeword, will not have a valid estimate. It may, however, be possible to add a small

number of repeat bits onto the end of a given codeword under the assumption that

the channel will not change substantially from the final channel estimate given for

the codeword (to provide extra redundancy, say, for an adaptive system).11.5.3.1 Integration with GNU Radio
Due to the problems described in section 11.3.1, there have been some problems

identified in the HARQ systems stemming from the fact that the circular buffers are

reset every time the run() command is executed (that is, every time a new packet

or repeat packet is sent, see Figure 11.5). In a more in depth simulation than those

undertaken here, or possibly a real system, this could cause problems with any finite

impulse response (FIR) filters used in the system. The reason for this is that the FIR

filter implementation in GNU Radio uses the circular buffer for its state register. This

implementation provides fast performance, however the side effect is that the state

buffer is reset to zero every time the system is run, invalidating any results out of it

until it refills. For a filter with many taps, this could result in an unacceptable delay

from when the flow graph is run to when valid data starts appearing at the output of

a filter.

Additionally, the manner in which the HARQ system has been implemented is inele-

gant. It relies too much on work-arounds to force the system to work in the manner

intended. Ideally it would be preferable to build some higher functionality into the

GNU Radio platform itself, by changing the source (as the system is open-source

this is a possibility). However the amount of work required in such an undertaking

puts that possibility out of the scope of this project.
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11.6 Further work
There is a wide scope for further work possible with regards to the theory behind

both the semi-blind LDPC turbo equalisation technique and the integration of the

HARQ techniques with a practical HF system. The complexity of the turbo equalisa-

tion algorithm meant writing and debugging the code took a great deal longer than

expected reducing the available time for a thorough evaluation of the techniques.

These constraints also made it impossible to fully integrate the HARQ techniques

with the existing system.

Additionally, a number of possible routes have been identified to build on the work

presented in this chapter. They include investigating ways to improve the perfor-

mance of the techniques presented and possible ways of integrating the techniques

better and perhaps implementing them on different hardware to the GNU Radio plat-

form presented here. These will be discussed in the following sections.11.6.1 Further work on the turbo equalisation techniques
The semi-blind LDPC turbo equaliser has been implemented in the project to use

BPSK only. However the theory from [87] holds for any arbitrary constellation from

which it is possible to derive bit probabilities from the received signal. A useful up-

grade to the system as it stands would be to adapt the existing code to use QPSK,

8PSK or, possibly, QAM waveforms. This would place the equaliser technique as

a viable alternative to contemporary systems such as decision feedback equalisa-

tion which are compatible with these higher order modulations. For the purposes of

finding an accurate channel estimate, Gray coding for turbo equalisers is undesir-

able and in fact it is better that similar valued symbols are placed as far away from

each other in the constellation as possible. To this end investigations have been

performed investigating new mapping techniques for turbo equalisation which may

be employed with this technique in the future [45].

The packet detection procedure, which uses a short packet preamble, also gener-

ates the only channel estimate to the procedure. In the performance evaluation of

the technique given in chapter 12 all the tests use a preamble length of 70 bits with a

subsequent data payload of 408-2044 bits. The very low overhead for packet detec-

tion and channel probing is one of the strengths of the technique, but increasing the206



amounts of probe data should increase the performance of the technique further. At

the time of writing, the technique has an error floor for a given channel with no noise.

This is discussed in section 12.3.2 in the evaluation. The reason for the error floor

is that large changes in the phase of the received signal over the course of the data

payload which the equaliser finds difficulty in adapting to, as the channel conditions

become worse the error floor increases. By adding further probe data, a better initial

channel estimate could be supplied to the equaliser (by, say, interpolating between

probes) and this would reduce the error floor and increase the performance of the

system. Any further work could investigate better configurations of probe data and

packet structure to increase the performance of the technique without substantially

increasing the preamble and probe overheads. Related to this, it would be useful

to test this technique using standard packet structures such as MIL-STD-188-110B

[20], with results from tests such as these performance comparisons could be drawn

with existing techniques.

At the time of writing the only codes that have been tried with the semi-blind turbo

equalisation technique are 1/2 rate LDPC codes. Intuition suggests that by increas-

ing the code rate (thus reducing the redundancy of the code) should decrease the

performance of the technique and vice-versa. An evaluation of the effects of chang-

ing the code rate on the capacity of the technique to converge on a valid channel

estimate, both with and without noise, should be performed.

The high computational complexity of the technique, combined with its high paral-

lelism, validates the possibility of implementation of the technique of an FPGA plat-

form. Further work could focus on this, investigating fast, parallel implementations

of this technique on such hardware and identifying possible optimisations. Alterna-

tively, some work could focus on changing the algorithm code to take advantage of

multi-core PCs and single-instruction multiple-data (SIMD) instructions on modern

processors. New general purpose computing on graphic processor units (GP-GPU)

techniques such as NVidia’s Compute Unified Device Architecture (CUDA) devices

could speed up the execution of these techniques by exploiting the high parallelism

of modern graphics hardware. Evaluation of the technique on a high performance

computing (HPC) cluster would also be interesting.

This technique could also find application in other communications systems outside

of the HF world. By reducing the overhead of any packet structure throughput of

any communications channel could be increased. As LDPC techniques start seeing

uptake in commercial systems, integration of techniques such as this become a207



viable option for channel equalisation. For very high speed systems, however, this

technique may be to too computationally complex for contemporary processors.11.6.2 Further work on the HARQ techniques
The problem of implementing the HARQ techniques discussed above with a working

HF system have not yet been satisfactorily resolved. There is work required to

integrate these techniques with GNU Radio, if it is desired that the platform is to be

used in further investigations. There is also work required to be done on integration

of the HARQ techniques with the turbo equalisation algorithm, including finding a

good way to equalise subsequently received repeat packets to a rapidly changing

channel.

It may be the case that the new HARQ technique described in section 7.10 may be

a poor choice of repeat request technique to use with turbo equalisation. It may be

the case that simply repeating the full LDPC packet may be the simplest and most

robust way of implementing ARQ on the communications link defined in this project.

This, however does not detract from the fact that the HARQ techniques investigated

are interesting in their own right, and the new RSE-HARQ technique could be used

in other systems, where equalisation with a channel is not such a major obstacle. It

may be possible to integrate the new technique with OFDM systems or other non-HF

systems.
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Chapter 12
System performance evaluation
This chapter describes the evaluation of the techniques used within the proposed

system. From chapter 4, the aim of the system is to efficiently (in terms of power

required per successfully received bit) send data a long distance from a remote,

battery operated unit to a complex, mains powered base station. The data transfer

is primarily in one direction, from the remote unit to the base station. This asymmetry

entails some particular performance requirements. The sections within this chapter

attempt to characterise the techniques used, and provide some basic understanding

of their performance and appropriate ways to integrate them into a final system.

All of the performance tests were performed on the GNU Radio platform. A complete

system was simulated on one computer without using any transmitter hardware such

as the universal software radio peripheral (USRP). This platform was seen to be a

useful tool for the evaluation of such techniques due to the ease with which a system

could be modified and the speed of the platform compared to, say, Matlab. The

platform is not, however, optimised for use with testing systems and there were a

few problems encountered when implementing the simulations. These are described

within the text. For further details of the use of GNU Radio for these purposes refer

to [113].

12.1 Error rate performance
This section details the performance of the error control systems under AWGN. The

error correction systems investigated are low density parity check (LDPC) based210



forward error correction (FEC) and hybrid automatic repeat request (HARQ) tech-

niques. These techniques are described in chapter 7, and the implementation of

them is described in chapters 11 and 10. The LDPC FEC system is additionally used

to aid the channel equaliser generate accurate channel estimates using a technique

known as LDPC turbo equalisation which is described in chapter 8, with details of

the implementation in chapter 11. The extra degrees of freedom inherent in the use

of this technique may have an impact on the bit error rate (BER) performance of

the LDPC code under simple AWGN channels, or other situations where a perfect

channel knowledge is assumed.

12.2 FEC performance under AWGN
The simplest channel used to analyse bit error rate performance is the additive white

Gaussian noise (AWGN) channel, which is a simple memoryless channel where

normally distributed noise samples are added to each sample passing through the

channel [3]. This channel is widely found in the literature, and as such is suitable

to use for comparative evaluations of communication systems. A metric commonly

used to define the signal to noise ratio (SNR) of a digital signal is Eb=N0, where Eb
is the energy of one bit in the system and N0 is the noise spectral density. This

measure allows comparisons of error correction systems independently of sampling

frequency, signal bandwidth and the modulation technique used. Eb=N0 is related to

the linear SNR by

SNR = EbN0 � fbB; (12.1)
where fb is the data rate of the system and B is the signal bandwidth.

The code designed for use with this project is a 1/2 rate QC-LDPC code with code-

word length of n = 2044 (see section 10.4.6.1). Additionally many tests have been

performed using a shorter n = 408 1/2 rate random LDPC code which has been

designed and made available by David Mackay on his website [128]. Two other 1/2

rate random LDPC codes with n = 204 and n = 816 have also been tested to provide

a comparison between different length LDPC codes.

To perform the tests a simulation was set up using GNU Radio. A random bit source

which sends bits generated by a pseudorandom noise (PN) generator was used as

the data source. This source data is then fed into an LDPC encoder and modulated211



into QPSK symbols. AWGN is simulated by adding random, Gaussian distributed

noise with variance �, where � = �Eb2N0: (12.2)
The output of the channel was then fed into an LDPC decoder, which outputs just

the received message bits to a ‘bit sink’ processing block. The decoder was set to

use a maximum of 50 iterations to attempt decode the packet, after the 50 iterations

completed if the packet had not yet been successfully decoded the current ‘best

guess’ of the codeword was used and its message bits forwarded to the bit sink.

The bit sink’s function was to check the number of errors in its received vector by

comparing them with its own, synchronised PN generator. Figure 12.1 gives a block

diagram of the setup used to perform the tests. The data out of the LDPC encoder

is modulated using binary phase shift keying (BPSK) before noise is added, then

demodulated using a soft-output BPSK demodulator [10]. This demodulator simply

outputs the log-likelihood ratio of the likelihoods of each received bit to the decoder,

as BPSK is used, the symbol likelihood is equivalent to the bit likelihood and is given

for a received symbol, y , as L(y = a) = e jy�aj22�2p2��2 (12.3)
where �2 is the noise variance and a 2 A is a BPSK symbol drawn from the setA = f1;�1g. The output of such a decoder in the case of BPSK is therefore

LLR = log ( L(y = 1)L(y = �1)) : (12.4)
It is evident that an estimate of the noise variance, �2 must be given to the soft

demodulator block, this is trivial when simulating as the variance used to generate

the noise can be used, in a practical system some means of finding this from the

received signal would have to be considered.

For each test both the raw bit error rate and the frame error rate were found. The bit

error rate being the probability that any individual bit is in error, and the frame error

rate being the probability that any received packet is found to contain at least one

error.

The results show a clear increase in code performance as the codeword length in-

creases, the n = 2044 quasi-cyclic LDPC (QC-LDPC) code exhibits the best results,

requiring only 3 dB SNR at the receiver to decode with a very low error rate. Inter-212



PN
Generator

LDPC
encoder

BPSK
Modulation

Soft BPSK
demodulator

Gaussian
noise

+
LDPC

Decoder
Error

detection

BER

FER
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Figure 12.2: Bit error rate (BER) of 1/2 rate LDPC codes
estingly the n = 2044 bit QC-LDPC curves cross the other curves, exhibiting very

poor error performance at Eb=N0 < 1:5 dB but quickly outperforming the other codes.

The higher performance is expected as the code length is longer, however the poorer

observed performance at very low SNR exposes a property of the QC-LDPC code

compared to the other codes (which were all random Mackay types).

12.3 Semi-blind LDPC turbo equaliser performance
The semi-blind LDPC equaliser is described in chapter 8. It is a modern, complex

equalisation technique which is capable of adapting itself to an arbitrary channel213
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Figure 12.3: Fframe error rate (FER) of 1/2 rate LDPC codes
given an initial channel and noise variance estimate. It is also very computation-

ally complex to run, requiring considerable processing power and memory to run

effectively. The algorithm is parallelisable, however, and so can be implemented on

multi-core computers or clusters, or potentially graphics cards (using CUDA, for ex-

ample). For this reason some of the results graphs are not smooth (there is some

statistical variation in the data points) and it was impossible to perform tests on some

of the poorer channels. The following results, however, provide a useful insight into

the baseline performance of the technique and show it to be a compelling addition

to any modern or future HF radio communications system.

In all test cases BPSK was used to modulate the data. The reason for this is that it

simplifies the operation of the equaliser and requires less processing resources than

using a higher order modulation technique such as QPSK or QAM. The technique

is, however, capable of working with any given modulation constellation with some

minor changes to the existing code [87], and this should certainly be considered for

use with any subsequent work.12.3.1 Convergence of the channel estimate
The turbo equalisation technique adapts an internal channel estimate to the received

data. This adaptation occurs over the course of multiple iterations of the algorithm,214
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Figure 12.4: Simulation set-up for semi-blind LDPC turbo equaliser AWGN tests
and the estimated channel taps can be observed closing in on the real taps used

to define the simulated channel. It is interesting to see these iterations, as well as

useful to measure the speed at which they converge. To these ends, a test was

performed to demonstrate the convergence of these taps to the real channel taps.

A simulation was set up in GNU Radio where an LDPC encoder was used to encode

a vector of random bits into a codeword. This was then fed through a noiseless

channel with channel response h = f1:2; 1:2; 0:45; 0:6g. The output of the channel

was fed into an semi-blind LDPC equaliser. An initial channel estimate was provided

to the equaliser of he = f1; 0; 0; 0g. The simulation was then left to run until the

LDPC codeword was successfully decoded (at which point the channel estimator is

guaranteed to give a perfect estimate of the channel, due to it being noiseless). This

process was carried out 100 times and the mean of the channel estimates at each

location were taken.

Figure 12.5 shows the mean value of the channel estimate at each iteration in the

turbo equalisation process. From this graph it is apparent that within 10 iterations

the channel estimate will generally have converged upon the correct values. This

also demonstrates the power of the technique to converge correctly upon rapidly

changing channel parameters.12.3.2 Tracking the ITU recommended channels without noise
It is interesting to observe the operation of the semi-blind LDPC turbo equaliser as

it tracks the changing channel taps of the simulated HF channel. Simulations were

performed, similar to the noise test described in the next section (see Figure 12.11),215
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Figure 12.5: Convergence of channel estimate in a noiseless channel
but without AWGN. For these simulations the ITU-R recommended channels were

used, which are described in section 2.6.

The test was set up with LDPC encoded data being sent through a channel at 4 kbps,

using the 2044-bit 1/2 rate LDPC code defined in section 10.4.6.1. Within each turbo

iteration the LDPC decoder ran for a maximum of 50 iterations and up to 30 turbo

iterations were run for each packet. If after 30 turbo iterations the packet was still not

decoded, the best estimate for that packet was recorded and the next packet was

sent through the channel. A 63-bit M-sequence was used as a preamble to each

packet. This wasn’t used to synchronise the packets, as fades could occasionally

cause the synchronisation to fail. The probe data was used to provide information

to the receiver that allowed it to find an initial channel estimate for each packet. Fig-

ure 12.6 shows the tracking of the CCIR good channel. At the simulated data rate of

4 kbps (after FEC coding) the estimated channel length is appropriately represented

by a FSR of length 3. The first and last registers of the FSR were recorded as the

centre register was assumed to be low (as it doesn’t correspond to any simulated

channel tap). For each packet, there were 5 channel estimates generated that were

spread evenly in time along the length of the packet. Figure 12.7 shows the mean

squared error of the turbo equaliser tracking the channel. The errors are small on

this, the comb-like distribution of errors is due to the lower resolution of the estimates

compared to the sampling rate of the system.216
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Figure 12.6: Semi-blind turbo equaliser tracking the ITU-R good channel (withoutnoise)
Figure 12.8 shows the semi-blind turbo equaliser tracking the ITU-R moderate chan-

nel, and Figure 12.9 shows the mean squared error of the path estimates. This sim-

ulation was run identically to the simulation above, however now the FSR length is

set to 5 as the multipath delay is doubled with respect to the ITU-R good channel, at

a time of 1 ms.

The ITU-R good channel test is seen to be very successful, indeed during the course

of this simulation no errors were observed. The estimated channel is virtually indis-

tinguishable from the actual channel taps. The ITU-R moderate channel test is still

successful, but in this test errors can be observed in the results. These tend to

be close to deep fades, where the channel taps are changing fastest. As Doppler

spreads increase beyond 0.5 Hz, the performance of the equaliser is seen to rapidly

decrease for the 2044-bit QC-LDPC code for the parameters given in this simula-

tion. By increasing the data throughput of the system (and therefore decreasing

the amount that the channel changes over the course of a packet), the performance

can be increased somewhat, but in practice this will cause the SNR of the transmis-

sion to decrease (by increasing the bandwidth of the transmitted signal), and thus

increase the noise related error rate. Given the hardware constraints of the evalu-

ation computer it was impossible to model the ITU-R poor channel, as the memory217
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Figure 12.7: Semi-blind turbo equaliser tracking the ITU-R good channel (mean squarederror)
requirements for the matrix of pairwise probabilities was too large to fit into the mem-

ory. To implement a decoder on this channel a computer running a 64-bit operating

system with a large amount of RAM is required.

As there are errors in the system even without noise, it was decided that it would

be worthwhile to test what the noiseless error rate of the technique was for a range

of different spreads. The parameters of the test were the same as the ITU-R good

channel test above. That is, the bit rate was kept the same (4 kbps after FEC

encoding) and the channel was left as a two path channel with a multipath delay of

0.5 ms. The Doppler spread for both paths was varied through a range between

0.1 Hz and 1 Hz (both paths used the same value of spread). Figure 12.10 shows

the results of these tests on the 2044-bit QC-LDPC code and the shorter 408-bit

random LDPC code for comparison. There is a large performance increase with the

shorter code over the longer code. This is due to the fact that the channel varies

less relative to the entire LDPC codeword as the codeword decreases in size. This

effectively represents an increase in the frequency that probe data is sent down the

channel with the LDPC encoded data payload. This suggests that sending more

probe data will have a strong effect on the performance of the equaliser.

The above graph shows that there is a minimum bit error rate for a given channel

with the set up used in this simulation. Improvements in these bit error rates should

be possible by using a longer probe sequence or otherwise improving the channel

estimate. The set up above uses 63 bits of probe data as a preamble to a 2044 bit218
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Figure 12.8: Semi-blind turbo equaliser tracking the ITU-R moderate channel (withoutnoise)
data payload, this represents a very low overhead of approximately 3% for probe

data. As it is conFigured at the moment, the channel correlator is only supplying a

single estimate to the channel estimator for the whole ensuing packet. This should

be improved such that the estimates for the probe data both before and after the

payload are taken and the initial estimates supplied to the channel equaliser inter-

polate between them. Further increasing the probe data should allow better prior

knowledge of the channel to be supplied to the equaliser and thus increase perfor-

mance.12.3.3 Error rates with ITU-R channels and AWGN
The noise performance of the semi-blind turbo equaliser was assessed using the

ITU-R recommended channels. The simulations were conFigured according to the

block diagram in Figure 12.11. For every packet a PN sequence is generated as the

data payload. This is then LDPC encoded, BPSK modulated and a 63-bit packet

header is added. The packet is then sent through a simulated ITU-R channel. The219
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Figure 12.9: Semi-blind turbo equaliser tracking the ITU-R good channel (mean squarederror)
output of the channel is fed into a correlator which finds the cross correlation of

the received header and the original header pattern to find an initial channel esti-

mate. The header is stripped from the received packet and fed into the LDPC turbo

equaliser together with the channel estimate. The turbo equaliser is conFigured to

use the same number of iterations as the tests above, namely 50 iterations of the

BP algorithm for decoding the LDPC packet and 30 turbo iterations to equalise the

packet. If after the 30 turbo iterations the LDPC packet has not been successfully

decoded the best estimate is forwarded to an error detector which detects bit and

packet error rates.

The reason that the same PN sequence was used as the data payload was to sim-

plify the implementation of the test script. No sequence numbers were added to the

packet and the way in which GNU Radio is implemented makes the comparison of

the received packets with the correct data rather difficult. This may introduce bias

into the LDPC decoder performance, but it was decided that this bias was unlikely to

be significant, especially given the fact that only the equaliser was being tested, and

not the performance of the embedded LDPC decoder (which is assessed above).

Figures 12.12 and 12.13 show the results of the bit error rate tests for the ITU-R

good and moderate channels respectively. The computational capacity and mem-

ory of the test machine was too low to perform the equalisation tests on the ITU-R

poor channel. The tests were performed with the 2044-bit QC-LDPC code and the

408-bit random LDPC code. For the 2044-bit LDPC code the bit error rate con-220
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Figure 12.10: Error rate compared to Doppler spread of a two-path channel with nonoise
verges on approximately 0.01 and just over 0.02 for the good and moderate chan-

nels respectively and the packet error rate converges on approximately 0.03 and

0.08 respectively. These Figures seem to suggest that there will be approximately

a 3% and 9% overhead (not including header data) if an ARQ technique was used

to repeat the packets. The 408-bit codeword had lower error rates all round cor-

responding to an approximately 1% and 2% overhead for the good and moderate

channels respectively. These results will be discussed below in section 12.6.12.3.4 Improving the performance of the equaliser
It appears to be a lot of scope for optimising the equaliser to increase performance

beyond the levels given above. As previously stated, by increasing the accuracy of

the initial channel estimates supplied to the equaliser before it attempts to equalise

and decode an incoming packet, it is likely that an increased likelihood on converg-

ing to the correct channel should result. This should lower the error floors for the

above tests and perhaps allow higher Doppler spreads to be used (so that, memory

allowing, the ITU-R poor channel could be properly evaluated). The initial channel

estimates could be increased in accuracy by increasing the amount of training data221
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used for each packet from the very low level used presently and interpolated be-

tween to form new estimates. It is also possible that channel estimates could be

generated for a given packet by linearly interpolating between the header of that

packet and the next, a technique which is not currently being used and should allow

better performance with no additional overhead. It would also be an interesting test

to build this equaliser into the MIL-STD-188-110B waveform [20] (see section 3.1),

which provides a standard level of overhead, much higher than that used for the

tests above, so that the new technique can be properly compared with the many

other techniques that have been investigated in the literature for use with this wave-

form.

Another standard means of compensating for fading in communications channels is

by using an interleaver in the transmitter, and a corresponding deinterleaver in the

receiver. It may be the case that inserting an interleaver into the system to assess

whether any improvement to the performance results. However as the structure of

LDPC codes is similar to an equaliser, and spreads the effects of fades across the

length of the codeword it is unlikely that any great improvements in performance will

be observed.

As the LDPC code length increases, from Figures 12.12 and 12.13, it appears that

the semi-blind equaliser becomes less capable of equalising fading channels. This

is due to a higher likelihood of deep fades over the length of the codeword which

are difficult for the equaliser to compensate for. A potential remedy for this would

be to add extra probe sequences regularly throughout the length of the codeword.

This would have the effect of splitting the codeword into smaller sections. Between

each section a channel estimate could be generated and fed into the algorithm. By

adding this extra probe information the higher performance in fading channels of222
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Figure 12.12: Error performance of the LDPC turbo equaliser in the ITU-R good channel
short codeword lengths could be combined with the better noise performance of

longer LDPC codewords, at the expense of a small increase in overhead.

12.4 Issue identi�ed with QC-LDPC codes and semi-blind turbo equalisation
During the performance evaluation, an issue was discovered relating to the use of

QC-LDPC codes in semi-blind LDPC turbo equalisers. The issue appeared when

a received vector of symbols representative of a BPSK modulated QC-LDPC code-

word, having been corrupted by a channel with memory was fed into a semi-blind

turbo equaliser and decoded. If the provided channel estimate was not sufficiently

good, the LDPC decoder embedded in the semi-blind equaliser would occasionally

output a code which appeared feasible and correct (i.e. it has the expected num-

ber of 1-bits in it and there were no major errors seen in decoding), but would be

detected as having a large number of errors in it by the error detector (a BER of

50%).

223
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Figure 12.13: Error performance of the LDPC turbo equaliser in the ITU-R moderatechannel
The reason for this was established as being that due to the quasi-cyclic nature of

a QC-LDPC code. If any given codeword is shifted a number of bits left or right,

a sequence is generated which is similar to another, valid codeword. In this case

similar refers to it having a low Hamming distance to another valid code. Indeed

for a QC-LDPC code constructed of P cyclic sub-matrices, with a code length ofn = rP , where are is a positive integer, if any valid codeword is split into r P -length

sections, each of these sections are rotated left or right by any number of bits and

the new sequences are concatenated again, the result is another valid codeword.

This property is due to the construction of the codes (see section 7.5.2 for further

details on the structure of QC-LDPC codes).

The property in the above paragraph, in combination with the manner of operation

of the turbo equaliser, which attempts to converge to the closest solution of the

problem, which is finding a valid combination of channel estimate and valid LDPC

code, can mean that the result of the operation converges upon the incorrect channel

estimate, but which still allows the QC-LDPC code to fulfil its parity check equation.

The symptom of this problem is that the LDPC code looks valid, but the estimated

channel taps may be in the wrong position. So for example, if a QC-LDPC codeword

is received through a channel with taps {1.2+0.6j, 0.3+0.4j}, the codeword might be224



decoded, fulfil its parity check and give a channel estimate of {0+0j, 1.2+0.6j}, the

LDPC decoder has converged to the incorrect, quasi-cyclically rotated version of the

original word and the second, lower magnitude path of the channel has been treated

simply as noise in the decoder.

This problem is not a major issue when a sufficiently good channel estimate is pro-

vided to the LDPC equaliser, but under low SNR conditions or rapidly changing

channel conditions it could become problematic. To solve this issue it is proposed

that either a random LDPC code be used (which is not an ideal solution if the en-

coder is to be a simple, low power device, see section 10.4.6), or a scrambler be

used to scramble and unscramble the LDPC code (which may be feasible but would

require some changes to the LDPC turbo equaliser algorithm to be implemented).

12.5 HARQ performance under AWGN
The HARQ techniques described in section 7.7 were also tested under additive white

Gaussian noise (AWGN), to determine their throughput performance. Tests were

performed using the 1/2 rate LDPC code evaluated above in section 12.2 with the

codeword length of 408, of which the message length is 204. To perform the tests

a 6528-bit random message was generated and copied as a binary file into the

computer’s file system. This was used as a bit source for the throughput test, which

was performed in GNU Radio. The length of the random message was chosen as an

integer multiple of the message length (204� 32 = 6528). Each test was performed

for a range of values of SNR, and run a total of 50 times for any given SNR. The test

results at each SNR are the mean values across all 50 of the tests performed at that

level.

Each test involved setting up a GNU Radio flow graph which included the trans-

mitter, AWGN channel and receiver. The transmitter code read data in from a file,

encoded it using LDPC and sent it through the channel to the receiver. Upon receiv-

ing a packet the receiver attempted to decode the LDPC packet, if decoding was

unsuccessful a request was sent back to the transmitter and the transmitter would

generate a repeat packet for the next transmission. For all successfully decoded

packets at the receiver the result was copied to an output file, it is important to note

here that a ‘successful’ decode was assumed to be one in which the result of the

LDPC decoding operation passed its parity check. A record of how many bits in total225



had been sent through the channel was kept and used with the known packet length

to generate throughput ratios. For more details on the implementation of the HARQ

throughput simulations refer to section 11.5.2.

For each simulation the LDPC decoders were set to declare decoding a failure if

it had not been achieved within 50 iterations. When sending a packet for the first

time the entire LDPC codeword, that is 408 bits, was sent. Upon each repeat re-

quest a further 40 bits were sent through the channel, therefore every subsequent

repeat that was sent gave approximately an extra 10% incremental redundancy to

the transmission. The RSE-HARQ used combinations of two bits to generate each

repeat bit, this was found to give good overall results, but the effects of varying the

degree of the RSE-HARQ packets will be discussed further below.
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Figure 12.14: Throughput of the three HARQ techniques under AWGN
Figure 12.14 shows a graph comparing the three techniques, the graph shows that

RB-HARQ performs the best out of the three, with the random repeats technique

performing the worst. The new technique, RSE-HARQ, has performance between

these two techniques, outperforming the random repeat technique but not reaching

the performance of RB-HARQ. As RSE-HARQ does not require a wide-bandwidth,226



error free return path, however, it may be deemed a more appropriate choice of

technique for applications such as the one discussed in this project. With non-

incremental chase-combining, where the entire packet is resent when an error is

detected in the original, the graph would show discrete throughput levels with values

of 1=N, with N a positive integer. It is clear that the incremental techniques will

outperform chase combining at higher Eb=N0 levels (over about -2 dB).12.5.1 Varying the RSE-HARQ set size
As mentioned in section 7.10.2 the set size chosen for RSE-HARQ has an effect on

the throughput of the technique. A simulation was performed to show the effect of

varying the set size. The set size refers to the number of packets (or bits) combined

to form each repeat packet (or bit). The simulations above all used a set size of two.

The simulation was set up the same as the RSE-HARQ simulation above, and finds

the throughput of the technique by finding how many bits are required to receive the

correct data.
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Figure 12.15: E�ects on throughput of varying the RSE-HARQ set size
Figure 12.15 shows the results of changing the RSE-HARQ set size on the through-227
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Figure 12.16: E�ects on throughput of varying the RSE-HARQ set size (zoomed)
put of the system. It is apparent that at lower SNRs, it is preferable to have a smaller

set size as the throughput is increased. However at higher SNRs, where the error

rate is low and the throughput is only just starting to decrease, using a higher set

size appears to give better performance results. This is exhibited in the zoomed ver-

sion of the graph in Figure 12.16, where it is apparent that the better performance

of the RSE-HARQ technique is observed with a set size of n = 3. The reason for

this behaviour is most likely that, at low SNRs, increasing the set size gives the

technique a higher chance of covering a bit decoded with a low posterior likelihood

compared to a smaller set size. At higher SNRs, however, the extra degrees of free-

dom arising from using the larger set sizes counts against the performance of the

technique, resulting in a faster rolloff of throughput performance.

It would be worth examining this property of the technique in further work to find a

good, adaptive method of changing the RSE-HARQ set size through varying channel

noise conditions. This might take the form of resending the first few packets with a

high degree set size and decreasing this as the number of repeats for a single packet

increases.
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12.6 Throughput performance
From the results given above, by using simple repeats of incorrectly received pack-

ets, the overhead, not including the overhead of the FEC coding used, for the CCIR

good and CCIR moderate channels are approximately 6% and 13% respectively.

This compares favourably to the approximately 25% overhead from using the indus-

try standard MIL-STD-188-110B waveform with [20] with short burst transmissions

(see section 3.1).

The error floor of the technique is currently rather higher than might be expected

in a communications system, but by implementing the improvements suggested in

section 12.3.4 it will be possible to reduce these, in which case the curves in error

rate curves in Figures 12.12 and 12.13 will show improved performance. Assuming

that the error rate decreases at the same rate that it appears to between 10 and 15

dB points in Figure12.12 and 12.13 this technique shows very high performance for

low packet overhead compared to current communication systems.

From Figures 12.12 and 12.13 it appears that the shorter, 408 bit LDPC code is per-

forming better than the longer 2044 bit QC-LDPC code. This is misleading, however,

as there is clearly more probe data sent with the 408 bit code than there is with the

2044 bit code. The probe data overhead (which is one 63-bit preamble sent before

each codeword) for the 2044 bit code is approximately 3% and the overhead for the

408 bit code is approximately 13.5%. These results are actually showing the poten-

tial increase in bit error rate with an associated increase in probe data sent with the

data.

12.7 Further work
There are further tests that can be performed on the individual algorithms, and entire

system, which have not yet been performed due to limited time constraints. There

are many different parameters to change in the system which may have an effect

on its operation and throughput performance. The system itself has not yet had

any proper throughput evaluations. The main reason for this being the unsolved

integration issues with GNU Radio as described in section 11.5.3.1.

It would certainly be worth assessing how the performance of the equaliser changes229



with different LDPC codes. Changes to the rate, codeword length and structure

of the LDPC code should all be examined with respect to how they change the

convergence of the equaliser to the channel. Additionally it may be worth finding

optimal values for the maximum number of iterations parameters used in the LDPC

decoder and semi-blind turbo equaliser. Currently, using 30 turbo iterations appears

to be adding unnecessary processing overhead to the equalisation process in the

case where the decoder cannot find the correct LDPC code.

It may be worthwhile attempting to find a sound mathematical basis for the perfor-

mance increase seen for the novel RSE-HARQ technique. This should take into con-

sideration the average information content added by each subsequent RSE-HARQ

packet to the received data. From this it may be possible to formulate a mathemati-

cal model of the technique and find optimal values for the parameters used to better

increase the throughput of the technique.
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Chapter 13
Conclusions
This chapter will briefly summarise the theoretical and practical work performed on

this project. It will provide an overview of the techniques investigated and how they

affect the overall dynamic of the system. Further work is proposed that should allow

a system based upon these techniques to be properly implemented and tested.

For more particular conclusions and further work based on individual techniques

investigated as part of the project please refer to the ends of the relevant chapters.

13.1 Results of theoretical work
The aim of the theoretical work performed during the course of this project was to

find techniques suitable for the realisation of a highly asymmetric communications

system for the HF band as described in chapter 4. The main problems focussed

on for this project were those of combatting poor signal to noise ratio (SNR) (at the

receiver, due to the constraints of the system) and compensating for poor channel

conditions. As such a considerable amount work has been performed in the area of

error correction techniques, using both forward error correction (FEC) and automatic

repeat request.

The main metric for assessing the techniques was the power required to implement

them at the remote unit. The power budget at the remote unit includes the power

required to drive a suitably powerful processor, the power required to implement the

on-board electronics and the power required to be fed to the antenna. The latter

includes the power radiated from the antenna, power loss associated with using231



a poor quality antenna and inefficiencies at the power amplifier from using back-off

associated with the peak to average power ratio (PAPR) of the modulation technique.

The power transmitted from the antenna has to be sufficient that the SNR at the

receiver is of a level to allow reliable decoding of data. Decoding the signal must be

reliable enough that few repeat requests have to be generated, thus reducing the

length of time that the remote unit is transmitting to transfer a given length of data.

To this end, it was decided that a single tone technique with a low PAPR should be

used at the remote unit. BPSK modulation was used as it eased the implementa-

tion of other techniques. However this ought to be changed to offset-QPSK, which

provides a constant modulus output wave at the remote unit transmitter, in a real

system. In principle, this should be relatively simple to implement by modifying the

BCJR algorithm in the semi-blind turbo equaliser to allow for more states. However

the complexity of the equaliser will be increased and will require more processor cy-

cles (the BCJR algorithm complexity increases by the square of the number of mod-

ulation symbols). The decision to use a single-tone modulation technique was also

related to considerations regarding the channel equaliser elucidated below. Making

this change could allow a highly power efficient transmit power amplifier to be used

on the remote unit.

It was decided that low density parity check (LDPC) codes, which are modern for-

ward error correction codes with very good noise performance, should be used to

encode data transmitted from the remote unit. These codes require substantial pro-

cessor resources to decode, which is not an issue as the base station, which will

be decoding them, is assumed to have the processing capacity to cater for this. En-

coding random LDPC codes also requires large processing and memory resources

compared to those available on low-power DSP controllers, however there is a fam-

ily of algebraically generated LDPC codes known as quasi-cyclic LDPC (QC-LDPC),

which allow an encoder to be implemented which requires far less memory and pro-

cessor cycles. Such an encoder can be implemented on a simple, low power DSP

controller and as such the remote unit can be based on such a device.

Compensating for the effects of the channel poses a problem. A channel equaliser

is a component of a RF communications receiver which mitigates the effects of the

channel on the received signal. The HF channel is poor, with long multipath de-

lays (in the order of milliseconds) and strong frequency-selective fading effects. It is

currently popular to compensate for these poor conditions using parallel tone wave-

forms such as orthogonal frequency division multiplexing (OFDM), which greatly232



simplify the implementation of a channel equaliser at the receiver. Unfortunately

OFDM is unsuitable for use as a transmit waveform in the battery operated remote

unit, as the encoding of such a waveform requires high processing power (generally

an inverse FFT is required at the transmitter) and the peak to average power ratio

(PAPR) of OFDM is very high compared to single tone techniques, which will reduce

the efficiency of the transmit amplifier. The fact that the base station has no specified

computational limitations means that a complex equaliser can be used in its receive

chain. Additionally, the time taken to decode the information is not critical, with the

only requirements imposed from the requirement to send automatic repeat request

(ARQ) packets back to the remote unit in the event of a failed packet decode. For

these reasons it was decided that a complex channel equaliser should be used to

compensate for the channel effects of a single-tone transmit waveform.

The channel equaliser selected for use with the system was based on a new de-

sign by Gunther et. al. [87]. It is a semi-blind LDPC turbo decoder, an iterative

algorithm which is capable of simultaneously equalising the incoming signal, decod-

ing the LDPC packet used to encode the signal and generate independent channel

estimates over the length of the received packet. The equaliser requires a rough

channel estimate to be supplied to it which allows it to converge upon the correct

channel estimate and reduces the overall error rate of the LDPC decoding process.

This technique uses the structure of the LDPC code itself to generate channel esti-

mates based on the received signal and therefore requires very little probe data to

be sent along with the packet, when compared to current approaches such as the

MIL-STD-188-110B standard waveform. A lower packet overhead means that the

remote unit has to spend less time on air to transmit the same amount of data which

reduces the energy requirements to transmit a given length of data. This may be

especially pronounced given the small amounts of data to be transmitted at any one

time. The few kilobytes specified to be sent a day amount to a small number of pack-

ets required to be sent, given that the FEC encoder uses the 2044-bit quasi-cyclic

LDPC (QC-LDPC) code investigated for use with this project. Where the MIL-STD-

188-110B is designed for long, continuous transmission of data, with a large amount

of probe data to help a discrete equaliser adapt to the channel before any payload is

attempted to be decoded, the new equaliser technique will allow short, opportunistic

bursts of a few LDPC packets in length, without any need for long synchronisation

patterns to be sent before any given transmission.

Automatic repeat request (ARQ) techniques were also investigated for use with the

system. The ARQ techniques investigated were hybrid-ARQ (HARQ) types, which,233



again, utilise the structure of the forward error correction used to encode the trans-

mitted data. These techniques have been shown to improve overall throughput of a

communications system. A new HARQ technique has been developed and demon-

strated, this technique assembles repeat packets generated from linear combina-

tions of bits and has been shown to provide good throughput performance compared

to other known techniques, without requiring a high-bandwidth, low error feedback

path. This new technique provides a theoretical insight into how the mutual entropy

of a transmitted and received data streams may be maximised and is worthy of fur-

ther investigation. Unfortunately it is not yet known how these HARQ techniques can

be integrated to work with the other algorithms explored for use with this project.

13.2 Results of practical work
The practical work performed as part of this project included the design and im-

plementation of a transceiver which was implemented on a custom PCB for the

remote unit, and the design and performance evaluation of a buried antenna to pro-

vide some basic performance metrics of the poor antenna that will be used with the

project.

The remote unit printed circuit board (PCB) was successfully designed and manu-

factured, and besides a few insignificant design issues the board worked satisfac-

torily. The unit used a low power 16-bit fixed point digital signal processor (DSP)

controller manufactured by Microchip. This unit has only a small amount of data

memory (6 kB) and the execution core was clocked at 64 MHz. At this speed the

processor was able to generate a 1/2 rate 2044-bit QC-LDPC code in approximately

312 ms, which is short enough that continuous data transmission could take place

at speeds of a maximum of about 3 kbps. By using a shorter length or lower rate

LDPC code, or by increasing the clock speed it should be possible to improve this

throughput at the expense of performance in noise.

A number of buried antennas were characterised to provide information on how a

‘poor quality’ antenna might behave. A radome was designed and manufactured

to house the buried antenna and tests were conducted with the antenna located at

various depths, with and without the radome. The tests confirmed that the resonant

frequencies of the buried antennas were lower down the frequency range than would

be expected for a similar length antenna in a proper configuration. These measure-234



ments fitted well with the theory of an antenna radiating into a dielectric similar to the

ground type. The voltage standing wave ratios of the antennas dropped to approx-

imately 1.1-1.2 at the lowest frequency resonant points, showing that the antennas

were radiating well at their resonant frequencies. This surprising result coupled with

the lower resonant points of the antennas, suggests that such a configuration might

actually work rather well for short-range, near vertical incidence skywave (NVIS)

links, which operate at lower frequencies than longer-range systems.

13.3 Recommended further work
This project has opened up many avenues for pursuing further work. This is covered

at the end of the corresponding chapters in detail but will be summarised here. The

LDPC semi-blind turbo equalisation technique should be better characterised with

different LDPC codes to see how changing the rate and codeword length affects

performance. Alternative means of generating initial channel estimates should also

be examined and the resulting performance improvements evaluated. The semi-

blind turbo equalisation technique must be integrated with a good HARQ system,

which may be challenging. In particular the novel random sum of elements (RSE-

HARQ) technique should be integrated with an equaliser to assess its performance

in a more realistic simulated HF channel.

The hardware that was produced was more a proof-of-concept than a finished sys-

tem. It proved that a low powered PIC microcontroller unit can be used to arbitrate

the board resources for a modem system and simultaneously encode long LDPC

packets for transmission. It is highly unlikely that this unit could be used to receive

and decode transmissions encoded with in a complex FEC format as this operation

is typically much more computationally intensive. It would be worth more closely

examining the hardware design to improve the performance with a view to creating

a prototype radio system that was capable of long range radio transmissions to the

base station. In another closely related point, it may be worth examining the GNU

Radio platform and universal software radio peripheral hardware and examining how

this might be better adapted and improved for use with this system, possibly by cre-

ating some bespoke base station hardware based upon it. For both sides of the link

it is required that some interface electronics be designed to implement the process-

ing hardware to a real antenna. This may be especially challenging for the remote

unit, which may be required to interface with very poor antennas which may cause235



problems for most current off-the-shelf hardware.
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