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Abstract 
Purpose: This paper describes a novel method for simultaneous intra fraction tracking of multiple 
fiducial markers. Although the proposed method is generic and can be adopted for number of 
applications including fluoroscopy based patient position monitoring and gated radiotherapy, the 
tracking results presented in this paper are specific to tracking fiducial markers in a sequence of 
cone beam CT projection images.  
Methods: The proposed method is accurate and robust thanks to utilizing the mean shift and 
random sampling principles respectively. The performance of the proposed method was evaluated 
with qualitative and quantitative methods, using data from 2 pancreatic and 1 prostate cancer 
patients and a moving phantom. The ground truth, for quantitative evaluation, was calculated based 
on manual tracking preformed by three observers.  
Results: The average dispersion of marker position error calculated from the tracking results for 
pancreas data (6 markers tracked over 640 frames, 3840 marker identifications) was 0.25 mm (at 
iscoentre), compared with an average dispersion for the manual ground truth estimated at 0.22 mm. 
For prostate data (3 markers tracked over 366 frames, 1098 marker identifications) the average error 
was 0.34 mm.  The estimated tracking error in the pancreas data was < 1 mm (2 pixels) in 97.6% of 
cases where nearby image clutter was detected and in 100.0% of cases with no nearby image clutter. 
Conclusions: The proposed method has accuracy comparable to that of manual tracking and, in 
combination with the proposed batch post processing, superior robustness. Marker tracking in 
CBCT projections is useful for a variety of purposes, such as providing data for assessment of intra 
fraction motion, target tracking during rotational treatment delivery, motion correction of CBCT, 
and phase sorting for 4D CBCT. 
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I. INTRODUCTION 
Cone beam CT (CBCT) imaging is commonly used in radiotherapy for verification of patient and 
target position.1,2 A three dimensional image is reconstructed from a sequence of projection images 
acquired as the linear accelerator gantry rotates around the patient. The projection images 
themselves are often discarded once image reconstruction has taken place, however they contain a 
wealth of dynamic information about the patient and target position during the acquisition time of 
the scan. By analyzing the CBCT projection image sequence, this motion data can be obtained at no 
additional ionizing radiation dose to the patient. Most commonly the scan is acquired prior to 
delivery of the megavoltage treatment beam, but the advent of rotational IMRT brings the 
possibility to acquire CBCT data during treatment delivery.3,4  

Motion data derived from the projection image sequence can be put to a variety of uses, 
such as estimation of intra fraction motion,5,6 target tracking during rotational treatment delivery,7,8 
correction of motion artifacts in the CBCT reconstruction,9,10 and phase sorting for 4D CBCT 
reconstruction.11  

In some cases it may be possible to directly track a feature of interest within the patient, for 
example a well defined lung tumor surrounded by low density lung tissue.12-14 However, other cases 
involve target objects that are not clearly visible on kV x-ray projection images. In this case one or 
more radio-opaque fiducial markers may be implanted to improve visibility, which provide a 
surrogate for target position.  

Extraction of motion data from CBCT projection images requires robust methods to track 
objects in the image sequence. This remains a challenging task, even when using fiducial markers, 
for a number of reasons: a high level of noise due to x-ray scatter and the typically low radiation 
dose delivered during a single projection image acquisition; markers changing shape and size for 
different projection angles; occlusions and clutter caused by possible presence of foreign objects; 
markers overlapping with each other or being masked by anatomical structures; large variations of 
the marker and background intensities with projection angle. Additionally apparent marker 
displacement in two consecutive images can be quite large as it is a superposition of an intrinsic 
motion caused, for example, by respiration and an extrinsic motion induced by the sensor rotation. 

Few algorithms for tracking of fiducial markers in CBCT projection image sequences have 
previously been reported in detail. Typically simple template matching or circle fitting methods 
have been mentioned,7,10,15,16,17 which while suitable in some applications, for example in the case 
of static and/or spherical markers, would not be robust to the range of difficulties described above. 
Two recently reported algorithms18,19 address the problem of changing marker shape with projection 
angle by creating a 3D marker model from the projected shape and position over a wide range of 
projection angles. These approaches give robust results but are difficult to implement in real time 
due to the requirement of the full projection set to identify markers and generate the marker model. 
Markers of similar shape and orientation could cause confusion and some tracking failures were 
observed due to overlying objects. There is also a parallel with marker tracking in megavoltage 
projection imaging where the impact of highly variable visibility and marker shape change with 
orientation have been addressed using rotating template models20. 

In this paper we present a new algorithm for tracking the position of fiducial markers through a 
sequence of CBCT projection images. The algorithm is designed to track multiple markers by using 
multi component score functions to select the most likely positions of each marker from a set of 
generated marker position hypotheses. The algorithm has similarities to that reported by Tang et 
al.21 for tracking markers in fluoroscopy image sequences. A number of important distinguishing 
features of our algorithm for tracking in CBCT projection sequences are:  (i) use of prior knowledge 
of variation in projected marker position with gantry angle to improve robustness of marker 
identification when tracking multiple markers (ii) use of the mean shift algorithm instead of 
template matching, which provides higher accuracy due to explicit subpixel accuracy of marker 
position estimation and dynamic implicit estimation of marker appearance (iii) use of random 
sampling for hypothesis generation instead of deterministic evaluation of all possible marker 
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locations in the predefined size window, enabling efficient marker search in a much bigger region, 
and maintaining track of possibly widely spatially separated positional hypotheses. 
 
II. METHODS AND MATERIALS 
II.A Outline of the tracking methodology 

The proposed tracking algorithm brings together prior knowledge about the apparent motion of the 
markers in the CBCT image sequence with a hybrid tracking algorithm combining two well known 
tracking methodologies namely mean shift22,23 and sequential random sampling.24 Both 
methodologies on their own are well understood and widely applied.25,26 Interestingly these 
methods represent two completely different approaches to optimization of the cost/score functions 
defined within the tracking framework. Whereas the mean shift performs deterministic 
optimization, the sequential random sampling is an example of stochastic optimization. Figure 1 
shows the outline structure of the proposed tracking algorithm. At initialization the estimated 
position of all the M markers  Mmpm 1;ˆ 1   are selected manually in the first CB projection image. 
The positions of the corresponding markers in the subsequent projection images are estimated 
(tracked) using two interleaving stages of prediction and update. During the prediction stage, N 

(i=1..N) likely positions for the mth marker, im
kp ,

1 , in the current (k+1) frame are calculated based on 

its estimated position m
kp̂  in the previous frame. The prediction step consists of a deterministic 

propagation model [see Sec. II.D and Eq. (2)] and in some cases stochastic sampling, followed by 
image driven corrections provided by the mean shift algorithm. The stochastic sampling only takes 
place when there is considerable clutter in the image around the predicted marker position (see Sec. 
II.E for more details). In the update stage the N hypothetical marker positions are assessed using a 
multi component score function sf which for each marker m and each hypothesis i assigns a score 

value: im
k

,
1 . The hypothesis with the highest score defines the estimated marker position in the k+1 

image. This is equivalent to the maximum a posteriori probability approach (MAP)27 using 
sequential Monte Carlo taxonomy.  

Due to the presence of multiple markers, clutter and occlusions in the projection images, the 

posterior probability distribution for m
kp  conditioned on the available measurements could be highly 

non-Gaussian with multiple important modes. This prevents the use of standard Kalman Filter or 
Extended Kalman Filter28 based trackers. Indeed the proposed tracker does not make any 
assumption about the form of the posterior distribution which can be arbitrary in principle.  

Although in most cases this scheme provides accurate tracking results, sometimes when 
markers come very close together or indeed overlap in the projection images the tracking accuracy 
may drop and the tracker may confuse the identity of the overlapping markers. However, when the 
markers move apart the tracker is able to recover correct marker identity and resume tracking with 
normal accuracy due to the use of random sampling and a motion model in the propagation stage.  

The rest of this section is organized as follows: in Sec. II.B a brief description of the cone 
beam CT projection images is given; Sec. II.C explains the motion model for the markers used by 
the tracker and introduces the ground truth measurements essential for tracker evaluation. The main 
building blocks of the proposed tracker: propagation, mean shift mode seeking, and measurements 
are described in Secs. II.D-II.F respectively.  
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FIG. 1. A block diagram of the proposed tracking algorithm (see relevant sections for symbol definitions). 
 
II.B Cone beam CT projection images 

The method was tested using projections from CBCT images of two pancreatic cancer patients, 
each with 6 gold fiducial markers (1 mm x 10 mm) placed into the pancreas at surgery prior to 
radiotherapy, one prostate patient, with 3 gold markers (1 mm x 5 mm) implanted into the prostate, 
and also a breast phantom placed on a motorized platform. The CBCT projection images were 
acquired using Elekta Synergy (XVI, Elekta, Crawley, UK). This system has a kV imager fixed to 
the rotating gantry, mounted orthogonally to the MV treatment beam of a radiotherapy linear 
accelerator. Projection images were captured over 360o of rotation using a 512x512 matrix with 
square pixels of size s = 0.8 mm at the detector. For the pancreas images approximately 640 
projections were acquired with frame rate 5.5 Hz at 120 kV, 10 mA, 40 ms per projection giving a 
dose of approximately 9mGy per scan (2/3 peripheral + 1/3 central) within the imaged FOV. For the 
prostate image 366 projections were acquired at 130 kV, 40 mA, 30 ms per projection giving 
20mGy within the imaged FOV. Figure 2 shows sample projection images of the same patient 
acquired for different gantry rotation angles, illustrating changes in signal level and contrast.  
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FIG. 2. Sample of CBCT projection images acquired for the same patient at different gantry rotation angles, illustrating 
changes in signal level and contrast. 
 
II.C Marker motion in the projection images 

Assuming that the position of a marker in 3D space is fixed, its apparent motion in the projection 
images as a function of gantry angle is given by:5 
 

                
     uo

yxSAD

yx

s

SDD
u 








sincos

cossin
          vo

yxSAD

z

s

SDD
v 







sincos
, (1) 

 
where u() and v() are respectively row and column coordinates of the marker in the projection 
image acquired at gantry angle , (x,y,z) are 3D coordinates of the marker, ou and ov represent the 
position of the principal point in the image coordinates;  is the known gantry rotation angle, s is 
the pixel size, SDD and SAD are the known distances from the source to the detector and gantry 
rotation axis respectively. The detector is assumed to have no tilt and moves in a circular orbit. For 
convenience it is assumed that the rotation axis is aligned with the z axis of the world coordinate 
frame and parallel to the sensor horizontal axis (v coordinate). For the Cone Beam imaging system 
used to acquire images shown in this paper SDD=1536 mm and SAD=1000 mm. The apparent 2D 
motion of the marker in the sequence of projection images is a superposition of the motion induced 
by the rotating gantry and the motion due to 3D marker movement. In the data shown in this paper 
the marker displacement in 3D space is attributed mainly to respiration. 

This paper deals specifically with the detection of the marker positions in each projection 
image with coordinates estimated with respect to the image coordinate system. When using these 
marker positions to estimate marker location within the patient it may also be necessary to consider 
other sources of error e.g. machine sag.29 

To provide means for algorithm validation, ground truth data was gathered for one of the 
pancreatic cancer patient image sequences and for the prostate image sequence. The ground truth 
data describes the position of the marker midpoint for each marker in each projection image. It was 
calculated as an arithmetic mean from three manual measurements taken by three different 
observers. Two of these observers were asked to select a midpoint on the markers whereas the third 
was asked to select the marker’s end points and the midpoint was calculated from the selected 
endpoints. The second approach although more time consuming gives slightly more stable results as 
marker endpoints are easier to define in the image than a mid marker point. Note that the marker 
mid-point in the projection images does not correspond exactly to the same 3D point for all 
projections since the portion of the marker closer to the source will be magnified to a greater degree 
than the portion of the marker further from the source. However the resulting uncertainty in marker 
position is neglected since it is far smaller than the inter-observer variations in estimating the 
ground truth positions. 

The apparent marker motion in the projection images due to gantry rotation and actual 
marker displacement in 3D space can be separated by fitting functions u() and v() given in (1) to 
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the observed marker positions  m
k

m
k

m
k uvp  ,  in the projection images, with k and m indexes 

identifying projection image and marker respectively. This has been implemented using the 
Levenberg-Marquardt method to optimize a nonlinear least squares cost function. This gives an 

estimate of the mean position of each marker in 3D space  iii zyx ,, . When the mean position of 
each marker is estimated for the first time the initialization used for the optimization is x = 0, y = 0, 
z = 0. For each subsequent estimation the initial position is chosen as the previous solution. The 

trajectories  iu  and  iv  for the first marker (i=1) are shown in Fig. 3. From this it can be 
concluded the apparent motions in the u and v directions are considerably different. As seen from 
this figure, changes in the u coordinate of the projected marker position are dominated by the 
motion of the gantry. Most of the marker position variability is well explained by the model of 
motion induced by gantry rotation with a maximum error of 4 pixels. The variation of the v 
coordinate is mainly due to respiration as can be deduced from the semi-periodicity of the 
oscillations in the v direction with an average period of 3 seconds. The contribution of the gantry 
motion model v() to the overall motion in that direction is very small. This can be explained in part 
by the fact that the v direction coincides with the gantry rotation axis (z axis of the world coordinate 
system), whereas the u axis is perpendicular to the rotation axis and as such this coordinate is more 
affected by the gantry rotation.  

The above analysis was repeated for all the markers and it can be concluded that the results 
shown for the first marker are representative for all the other markers.  

 

 

FIG. 3. u1() and v1() trajectories, shown as solid lines, obtained for the first marker and ground truth data shown as 
dots. 

 

II.D Propagation  

As mentioned in Sec. II.A most tracking algorithms can be divided into two general intertwined 
stages namely prediction and update or measurement. In the proposed algorithm the prediction stage 
is further divided into propagation and mode seeking stages. The propagation stage aims at finding 
an initial likely position of the marker in the current (k+1) projection image. This initial prediction 
is given as an output from a deterministic propagation function taking as arguments estimated 
positions of the marker in the previous images, up to the kth image. The subsequent mode seeking 
stage (see Sec. II.E) aims to improve this prediction by searching for the modes in the image 
intensity pattern which are in agreement with the current estimate of the marker intensity pattern. 
This mode seeking stage uses randomized search methodology, contrary to the propagation stage 
which is entirely deterministic. 

The simplest, and probably the most often practically used, propagation model is the first 
order predictor where the marker position estimated in the previous image (k) is used as the initial 
position prediction in the current image (k+1). As the first order propagation model is very 
simplistic it is expected that the actual marker position may be considerably different. This 
effectively means that the search undertaken in the next stage needs to be performed in a relatively 
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big neighborhood of the predicted position to make sure that the true marker position can be 
recovered. This of course has a negative effect on execution time but also increases the probability 
of the tracker being distracted by clutter present in the images. Such a simple propagation algorithm 
can still be justified in cases where the markers are well separated and there is little or no clutter in 
the neighborhood of the prediction so marker association errors are unlikely. If there is clutter, 
including other markers, in the neighborhood of the mth marker a better prediction should be used if 
possible. 

To improve the robustness of marker position prediction the prior knowledge of its motion 
pattern is utilized. As shown in the previous section the marker’s u coordinate is strongly dependant 
on the gantry rotation angle, and therefore its prediction in the next image can be obtained from the 
function given in Eq. (1) using the best estimate of the marker mean 3D position calculated as 
described above from the reliable marker position estimates available so far. Marker position 
estimates where there are no other proximate markers and little nearby clutter are considered 
reliable. We estimate clutter using local image statistics in a small window (21 x 21 pixels) around 
the estimated marker position. We measure the percentage of pixels clutter which differ from the 
marker intensity by less than int. For images normalized into the range 0-1000, we used int =20. A 
marker was judged to be affected by low contrast clutter if clutter>10%.   

Unfortunately marker v coordinate is not well correlated with gantry rotation angle. 
However, in cases where each marker is attached to the same anatomical organ of interest, marker 
motion in the v direction is strongly correlated with the v motion of the other markers. The 
estimated displacement of marker m, used to predict its v position in the k+1 image, is therefore 
calculated as the mean of the displacements calculated for all the other reliably identified markers.  

It is not always possible or advisable to use these prediction methods. It is required that 
reliable estimates of the marker mean 3D positions are available for prediction of the u coordinate, 
and reliable position estimates for some other markers are available for prediction of the v 
coordinate. In the experiments reported in the results section the marker mean 3D position was 
deemed as an acceptable estimate if more than 15 previous marker positions are available. 
Subsequently if the estimate of the marker position in the next image is deemed reliable this new 
estimate is used in re-estimation of the marker mean 3D position for use in the subsequent image 
frames.  

The final propagation formulas for m
ku 1

~~
  and m

kv 1

~~
 , the predicted u and v positions of marker 

m in the current frame (k+1) respectively, are given as follows:  
 

 
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II.E Mean shift mode seeking  

The propagation described in the previous section gives an initial position of the marker in the next 
image. This is a rather rough approximation as no information from this new image is used in this 
process. To utilize information present in the new image, the proposed tracking approach, employs 
the mean shift technique,25 to search for the modes (local peaks) in the intensity pattern which are 
the most likely representation of the projected markers. This process can be understood as 
estimating modes of a probability density function. Mean shift starts at the initial position calculated 
in the propagation step and subsequently iteratively improves the estimated position by climbing 
towards the local peak of the intensity distribution pattern (for convenience the image intensity has 
been inverted with markers represented by high value, bright pixels). This is achieved by 
calculating the weighted first moment of the pattern with a kernel representing the expected size 
and orientation of the marker. A 2D Gaussian kernel is used, whose size and orientation can be 
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selected to represent spherical or elongated fiducial markers of various designs and viewed at 
different orientations. A more complex kernel could be adopted if it was required to track more 
complex objects. The estimated marker size and orientation in the projection image, encoded by the 
Gaussian kernel is updated in each image as long as there is no clutter in the proximity of marker m. 
The update is performed in a way previously proposed by Bradski.30 Figure 4 illustrates the 
Gaussian kernel estimated for example markers. For isolated markers [with no clutter or other 
proximate markers, shown in Fig. 4(a) and 4(b)] the size of the kernel is increased as to improve 
convergence properties of the mean shift algorithm. Figure 4(c) shows a case with other proximate 
markers. In this case the sizes of the kernels are not increased so as to improve spatial resolution of 
the mean shift algorithm. The kernel size and orientation are not re-estimated until the markers 
separate, and therefore some small errors in kernel size and orientation can be seen in Fig. 4(c). 

In the case when there is considerable clutter in the image, including presence of other 
proximate markers, the procedure needs to be modified as the mean shift algorithm only guarantees 
convergence to a local maximum. To increase the probability of convergence to the correct mode in 
this case, the result of the propagation step is used to define the centre of a window in which N 

random positions im
kp ,~  (i=1…N) are drawn and passed to the mean shift algorithm as the initial 

positions. The positions in the window are selected with a probability defined by the pixel intensity. 
This approach enables the method to estimate the positions of all local modes. The detected modes 
are subsequently passed to the measurement stage where one of them is selected as the best estimate 
as described in Sec. II.F.   
 

 
FIG. 4. Gaussian kernels, represented by 0.5 isocontours, estimated for different markers using the mean shift algorithm: 
(a) and (b) show kernels for two markers without clutter which are well separated from other markers, the estimated 
Gaussian kernel position together with kernel parameters describe marker position, size and orientation; (c) shows three 
overlapping markers with corresponding Gaussian kernels.  
 
II.F Measurements  

The propagation stage and the mean shift mode seeking stage, described in the two previous 
sections, provide hypotheses for the estimated marker position. The number of these hypotheses 
depends on the local image complexity. This may include image clutter, and/or presence of other 
markers being close or indeed overlapping with the marker for which position is estimated. For 
complex configurations the mode seeking stage can generate tens of hypothetical positions for each 
marker, or just a single one if there is no image clutter or other adjacent markers. In the case of 
multiple marker position hypotheses each predicted position is given a score, based on a number of 
criteria, assessing how well the given prediction describes the prior knowledge about the marker, 
improving accuracy and helping to recover from possible track losses. The score function adopted 
in this paper is defined as: 

          im
kDsDs

im
kMvMv

im
kMuMu

im
kMsMs

im
k

im
k psαpsαpsαpsαpsfπ ,,,,,,   (3) 
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where:  im
k

im
k

im
k uvp ,,, ,  is ith position prediction for mth marker in the kth image;  im

kMs ps , , 

 im
kMu ps , ,  im

kMv ps , , and  im
kDs ps ,  are respectively mode similarity measure, u and v coordinate 

prediction measures, and distance measure to the closest marker; Ms, Mu, Mv, and Ds are 
weighting factors assigned to each component of the score function. The position prediction for 
each marker having the maximum score function value is selected as the final estimate of that 
marker’s position.  
 
Mode similarity measure is directly obtained from the mean shift mode seeking stage. It indicates 
how strongly the intensity pattern around the predicted position (mode location) reflects the 
expected marker shape and orientation as encoded by the Gaussian kernel.  

u coordinate prediction measure penalizes (assigns low score values to) predicted marker positions 

for which the error between im
ku ,

1  and the corresponding model prediction  k
mu   differs 

significantly from what is expected. Based on the analysis in Sec. II.D  im
kMu ps ,  is modeled as 

having a Gaussian distribution with mean value of  k
mu ˆ  calculated from Eq. (1) using all reliable 

position estimates m
nû  for all n=1…k-1, and the dispersion u  set as one of the method design 

parameters. 

v coordinate prediction measure weights the v coordinate of the predicted marker position im
kv ,

1  with 

respect to the corresponding coordinate m
kv̂  obtained for the previous frame, assuming the v motion 

model introduced in Sec. II.D [Eq. (2)]. This component of the score function is only used if there is 
at least a single marker from which the predicted v position can be calculated. The prediction error 

m
k

im
k vv ˆ,

1   is modeled using a Gaussian distribution with a mean value given as an average v motion 

between frames k and k+1 calculated for all reliable markers and dispersions v, set as a method 
design parameter. 

Distance measure to the closest marker is used to “encourage” separation of the overlapping 
markers. Without this component, on some occasions when markers are crossing each other, the 
estimated positions for two or more markers can all be assigned to the marker which is better 
defined in the image. This component has only local influence as the u direction prediction quality 
measure would dominate when the markers are becoming significantly separated in u direction, and 
therefore this is only used when the minimum distance between any of the predicted positions and 
the position of another marker is smaller than a predefined threshold value. Predicted positions with 
greater separation from the other markers are assigned higher scores. 

The corresponding weighting parameters DsMvMuMs    ,  ,  ,  are problem dependent and 
are selected so that 1 DsMvMuMs  .  
 
III. EXPERIMENTAL RESULTS 
The performance of the proposed method has been tested quantitatively against manually generated 
ground truth data for one pancreas and one prostate image sequence. Further qualitative assessment 
was made using a second pancreas patient image sequence and a phantom image sequence. The 
images were acquired using the system described in Sec. II.B, with the ground truth data generated 
as described in Sec. II.C. The values of the design parameters were selected based on the 
characteristics of the data and required performance. In the mode seeking stage the design 
parameters include size of the resampling window, number of samples, and the scaling factor g  

controlling the size of the Gaussian kernel in the mean shift algorithm. The size of the sampling 
window should be big enough to encompass possible errors between the true and predicted marker 
position. In our experiments the window size was set to 13×13. The number of random samples 
should reflect the complexity of the image, for more complex images with significant clutter and 
closely clustered markers more samples should be used. For the results shown the number of 
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random samples was set to 20. The size of the kernel in the mean shift algorithm, as explained in 
Fig. 4, controls the resolution of the mode detection. For the results shown 6.0g  when markers 

are clustered closely together and 2g  otherwise. In the measurement stage, based on the 

analysis of the ground truth data, the values of the dispersion parameters: u , v for the u and v 

prediction measures were chosen as 2uσ , v=3 if only one other marker is available for prediction 

of v position, and v=0.7 if 2 or more markers are available. The weights: Ms , Mu , Mv , Ds  
defining contribution of the different components to the score function, should be chosen based on 
the available prior knowledge. For example when markers are not too close to each other Ds  can 
be set to zero, or when there is no strong correlation between markers’ motion in v direction the 

Mv  should have a small value. In principle when markers are well defined in the projection images 
(with no image clutter or marker clustering) all weights but Ms  could be set to zero. For the 
experiment reported in this paper: 4.0Ms , 25.0Mu , 25.0Mv , and 1.0Ds . The proposed 
algorithm has been tested with different values of the design parameters. Based on the results it can 
be concluded that the performance of the proposed method is not particularly sensitive to changes 
of any of the design parameters. In all the experiments it was deemed that markers are close when 
the distance between them was below 12 pixels. 

Figures 5-7 show typical effects on the tracker performance when some of the score 
function’s components are not used. The u coordinate prediction measure effectively imposing 
constraint on the motion in the u direction, derived from the estimates of the mean 3D marker 
positions seems to have the strongest regularizing effect on the tracker. As seen in Fig. 5 when this 
constraint is not used the tracker may loose track of a marker, due to clutter or presence of other 
proximate markers and may never recover from it. 

The mode similarity measure and the v coordinate prediction measure components have 
more local regularization effects. Both of them are effective in the presence of other proximate 
markers and image clutter but contrary to the u coordinate prediction measure if these are not used 
the tracker is still capable of recovering from tracking errors when the marker separates from image 
clutter or other markers (see Fig. 6 around gantry angle 100 degrees and Fig. 7 around gantry angles 
-70 and 100 degrees). 

 
 

FIG. 5. Example tracking results when u-coordinate prediction measure, Mus , is not included in the score function. 

Dotted line represents ground truth and the solid line represents tracking results. 
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FIG. 6. Example tracking results when v direction prediction measure, Mvs , is not included in the score function.  

 
 

FIG. 7. Example tracking results when the mode similarity measure, Mss , is not included in the score function.  

 
The working of the algorithm is illustrated in Fig. 8 with four images extracted from the 

CBCT projection sequence showing behavior of the tracker for clustered markers. In these images 
the ground truth marker positions are shown by circles and the corresponding estimated marker 
positions by crosses, with the results from the mean shift mode seeking stage represented by 
squares. The sequence demonstrates an example where the identities of some markers are wrongly 
estimated. The sequence from left to right shows (a) two of the markers getting closer until (b) 
complete overlap, (c) subsequently markers separate but the identity of the markers is wrongly 
estimated (mid-gray cross overlap with light-gray circle), (d) eventually the tracker recovers when 
the markers move further apart due to dominant contribution from the u coordinate prediction 
measure, Mus , in the score function. In the presented example the problem caused by the 
overlapping markers had been made even worse by the fact that the two markers have the same 
orientation and therefore response from the tracker (mode similarity measures) using the 
corresponding mean shift kernels returned for the two markers could be very similar. 
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FIG. 8. Images (a)-(d) show tracking results for overlapping markers: (a) two of the markers are getting closer (indicated 
by white arrow); (b) the two markers are overlapping; (c) the two markers are separated but their identity is wrongly 
estimated; (d) when the two markers move further apart the tracker is able to recover correct identities.  

 

Figure 9 shows pancreas marker tracking results as a function of gantry angle for markers 2, 
and 6. To better visualize the accuracy of the tracker Fig. 10 shows the difference (black line) 
between estimated and ground truth position for the u and v direction for markers 2 and 6. For 
reference standard deviation limits 3  for the ground truth are also shown as gray lines. The 
ground truth standard deviation changes significantly from one image to another as it is estimated 
from only three measurements per marker. To reduce this effect the dispersion shown in the figure 
has been filtered by a moving average filter. As seen most of the error is within or close to 3  of 
the ground truth apart from a few spikes caused by temporary errors in marker identity estimation 
(for the gantry rotation angle around -75º). It is evident that the proposed tracker is able to estimate 
position of the fiducial markers accurately.  

 

FIG. 9. Tracking results for markers 6 and 2. Black line shows ground truth and the gray line estimated markers position. 
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FIG. 10. Error between estimated marker position and the corresponding ground truth shown as dark lines for pancreas 
markers 6 and 2. Standard deviations limits 3  for the ground truth are shown as gray lines. 

 

Figure 11 shows sample images from the prostate image sequence, illustrating good and 
poor quality data. Figure 12 shows prostate marker tracking results as a function of gantry angle for 
markers 1 and 2. To better visualize the accuracy of the tracker Fig. 13 shows the difference (black 
line) between estimated and ground truth position for the u and v direction for markers 1 and 2. 
Again most of the error is within or close to 3  of the ground truth. A few larger errors occur, 
mostly close to gantry angle 0º or ±180º. These gantry angles correspond to lateral projections 
where the signal to noise ratio is greatly reduced making it difficult, even for the human observers, 
to accurately identify the marker positions (see example low quality projection image in Fig. 11 and 
note the increase in standard deviation of manual ground truth around these angles in Fig. 13).   

 

 

FIG. 11. Examples of the tracking results obtained for the prostate seed data. Cross symbols (‘+’) show position of 
ground truth and X’s show marker position estimated by the tracker.  
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FIG. 12. Tracking results for prostate markers 1 and 2. Black line shows ground truth and the gray line estimated markers 
position. 

 

 
FIG. 13. Error between estimated marker position and the corresponding ground truth shown as dark lines for prostate 
markers 1 and 2. Standard deviations limits 3  for the ground truth are shown as gray lines. 

 

The overall performance of the tracker is summarized in Tables I and II. The ground truth 
statistics given in Table I do not reflect the actual performance of the human observers as the 
human observers had made a number of gross errors mainly due to misidentifying corresponding 
markers in the sequence. These gross errors were subsequently detected and corrected as this data 
was collected mainly for creating the ground truth. As is evident from the presented statistics, the 
tracking error is comparable with the ground truth error. This means that the method performs as 
well as a human observer, indeed it is actually performing better as the outliers have been 
eliminated from the manually selected data. 
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TABLE I. Pancreas marker tracking results statistics, calculated as a difference between estimated and ground truth 
marker position: dispersion in the u and v directions and maximum Euclidian distance. For comparison the table 
contains also corresponding statistics for the ground truth. The results after applying post-processing31 (see discussion) 
are also included for comparison. Results are quoted in mm when scaled to the isocentre plane. 

 Before post processing (mm) After post processing (mm) Ground truth (mm) 
Marker  u  v  max  u  v  max  u  v  max  

1 0.22 0.20 1.26 0.20 0.20 1.25 0.22 0.22 1.26 
2 0.25 0.21 2.82 0.17 0.20 1.16 0.22 0.20 0.75 
3 0.15 0.29 1.30 0.15 0.28 1.30 0.22 0.23 0.92 
4 0.33 0.22 2.16 0.27 0.21 1.15 0.25 0.20 0.93 
5 0.18 0.27 1.06 0.17 0.28 1.06 0.19 0.26 1.12 
6 0.20 0.29 1.56 0.14 0.30 1.06 0.19 0.25 0.73 

 

TABLE II. Prostate marker tracking results statistics, calculated as a difference between estimated and ground truth 
marker position: dispersion in the u and v directions and maximum Euclidian distance. Results are quoted in mm when 
scaled to the isocentre plane. 

 Tracking results (mm) 
Marker  u  v  max  

1 0.39 0.22 1.68 
2 0.35 0.36 2.09 
3 0.34 0.35 1.74 

 

The robustness of the tracker was also characterized using the fraction of identified marker 
positions that were within 1 mm (2 pixels) of the estimated ground truth. For the pancreas image 
this was quantified separately for markers with and without nearby clutter (estimated as described in 
section II.D). Markers with no nearby clutter were detected successfully in 100.0% of cases (2060 
marker locations). Markers with nearby clutter were detected successfully in 97.6% of cases (1737 
of 1780 marker locations). The combined success rate in the pancreas image for cases with and 
without clutter was 98.9%. In the prostate image, markers with no nearby clutter were detected 
successfully in 98.3% of cases (677 of 689 marker locations). Markers with nearby clutter were 
detected successfully in 86.8% of cases (355 of 409 marker locations). The combined success rate 
for the prostate image was 94.0%. 

To further investigate the performance of the proposed tracker, qualitative results without 
ground truth data, were obtained for 378 projection images of a motorized breast phantom and 
another sequence of 640 projection images obtained for a different pancreatic cancer patient. Figure 
14 shows example images from the motorized phantom data. It is evident from Fig. 14 that the 
tracker is capable of dealing with significant contrast changes, as well as significant clutter due to 
wires (in projection #360), occluding surface (in projection #141), as well as honeycomb internal 
structure of the phantom (in projections #269 and #285). Tracking results from the second pancreas 
patient dataset showed similar performance to the first, including examples where the tracker copes 
with overlapping markers and severe clutter/noise in the data. 

 

 
FIG. 14. Examples of the tracking results obtained for the phantom data.  
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IV. DISCUSSION 
The experimental results demonstrate that the proposed method achieves comparable or better 
(when gross errors from the manual tracking are included in the analysis) tracking accuracy as was 
reached by human observers. The proposed algorithm is designed for, and can achieve, real time 
tracking at a frame acquisition rate of 5.5 Hz as used by the CBCT image acquisition system. 
Although not all potential application areas require real time performance (tracking is not always 
necessary at the rate of the data acquisition) it still significantly simplifies and reduces the cost of 
the procedure. It took human observers between three and five hours to perform marker selection in 
the whole image sequence used in the experiments, and this time does not include gross error 
detection, which was necessary as all three human observers made a number of such errors. The 
notable accuracy and robustness of the proposed tracker was obtained thanks to two main factors, 
namely: (i) the use of the mean shift algorithm (accuracy) in conjunction with random sampling 
methodology (robustness); (ii) selection of constraints which reflect the characteristics of the CBCT 
projection image sequences. Whereas the latter is application specific the former is more universal 
as it does not depend on the application area.  

The success rate of any tracking algorithm is highly dependent on the quality of the input data 
and the definition used for tracking success. The evaluation data that we used is particularly 
challenging as it contained six identical markers close to the target volume (pancreas images) or 
very noisy projection data (prostate images). The large number of markers means there is a higher 
potential for overlapping or occlusion of markers compared to input data featuring fewer markers. 
Indeed, almost half of the tracked marker positions in our test data were judged to have clutter 
nearby. We calculated robustness of the algorithm separately for cases with and without nearby 
clutter. This may be useful in predicting the success of the algorithm for other data sets with 
different levels of clutter. The overall success rate of the algorithm for the pancreas test image was 
98.9% (defined as tracking error of less than 1 mm compared to estimated ground truth). Based on a 
similar criterion, Poulsen et al.18 quoted a success rate of 99.9% for their CBCT marker tracking 
algorithm, although it is difficult to compare these results directly due to differences in the 
evaluation data (different anatomical site, different image resolution, different number and type of 
markers, different dose per projection). The success rate by this measure for our prostate marker test 
image was somewhat lower at 94.0%, however the dispersion of the error from ground truth was 
still small at less than 0.5mm. The reduction in performance was mainly caused by very low image 
contrast and high levels of noise in lateral projections of the prostate image. Although the accuracy 
of the tracker worsens slightly when tracking markers in low quality images, it should be noted that 
the tracker is able to resume normal accuracy when the quality of the images improves. What is 
remarkable is that the proposed tracker is able to achieve this autonomously in the on-line mode. 
The previously proposed tracking methods18,19 operate in off-line mode to provide similar robust 
performance.  

For some applications, for example motion corrected CBCT volume reconstruction9, real time 
tracking is not necessary. In this case the results can be further improved by post processing of the 
marker tracks. A post processing algorithm has been developed31 where all the hypothetical marker 
positions, generated for all the markers and all the images, are fed to a function which assigns a 
score to all possible track configurations supported by the hypotheses generated by the tracker. The 
configuration with the highest score defines final estimate of the markers’ position. This has the 
effect of correcting any temporary misassignments of marker identity close to instances of marker 
overlap, thereby further improving the robustness and accuracy of the tracker. Results of applying 
this post-processing31 to our evaluation data are shown in Table I. The overall “success” rate is 
increased to 99.5%. 

Although the described algorithm has been tested on CBCT projection images, it can be adapted 
to other tracking applications e.g. in fluoroscopy. The required modifications will be mainly 
restricted to the design of specific constraints whereas the mean shift with random sampling would 
remain unchanged. Further modifications of the algorithm are possible by including more involved 
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propagation formulae. For the given application this was not necessary as the strong constraints 
introduced via the score function compensated for the simplicity of the predictor.  

This paper does not include discussion on image preprocessing and tracking failure detection. 
The latter is essential for most real time tracking applications. This can be simply implemented by 
monitoring one or all components of the score function falling below some threshold and 
initializing a tracker recovery procedure; in the simplest case asking for operator’s assistance (e.g. 
Tang et al.21). In general the selection of appropriate image preprocessing is strongly data 
dependant. For the results shown in this paper a simple intensity adjustment was used to improve 
image contrast. 
 
V. CONCLUSIONS  
The paper describes in detail an automatic fiducial marker tracking algorithm developed for 
tracking markers in a sequence of CBCT projection images. This enables marker motion apparent in 
the projection images to be separated into components due to gantry rotation and true 3D marker 
motion. The proposed method uses a combination of the mean shift algorithm, sequential random 
sampling and custom designed constraints. The initial tests performed show that the accuracy and 
robustness of the proposed method is superior to the results obtained by human observers. The 
methodology for designing constraints from the prior knowledge about the experiment was 
explained. Although the method was developed for CBCT projection images it can be simply 
adapted to other tracking applications e.g. fluoroscopy. To the best knowledge of the authors this is 
the first time an automatic robust tracking method has been described in detail for CBCT projection 
images and indeed the first time mean shift and sequential random sampling methods have been 
used in the context of fiducial markers tracking. 
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