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The RTT80 cone beam x-ray computed tomography system, developed by Rapis-
can Systems Ltd, uses switched x-ray sources and fixed offset detector rings to remove
the time consuming mechanical rotations of earlier imaging systems. This system
produces three-dimensional images in real time. A Geant4 Monte Carlo simulation
has been developed to investigate scattered radiation in the uncollimated detector
machine, showing high levels of scatter behind highly attenuating objects.

A new scatter correction method is proposed which estimates scatter to each
detector, in each projection, from 1cm3 voxels of the computerised object. The scatter
distributions from different materials are pre-determined using a Geant4 Monte Carlo
simulation. The intensity of scatter from each voxel is based on measured data.
The method is applied to two simulated test objects, a water box simulated with
a monoenergetic input spectrum and a test suitcase simulated with a polyenergetic
spectrum. The test suitcase is broken down into separate components to analyse the
method further. The results show that the method performs well for low attenuating
objects, but the results are sensitive to the intensity values. However, the method
provides a good basis for a scatter correction method.
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Chapter 1

Introduction

In 1917 Johann Radon published a paper proving that material properties of an object

could be determined from line integrals through the object. Many years later, in 1971,

the first x-ray computed tomography machine, developed by Godfrey Hounsfield was

installed for clinical use. Hounsfield and Allan Cormack shared the Nobel Prize in

1979 for their independent studies in developing the algorithms.

Since the first machine was introduced, x-ray CT has developed rapidly. Machines

have evolved from slow parallel beam geometries, with a source and detector trans-

lated and rotated about the object, to fan beam systems and cone beam systems with

helical cone beam trajectories. With developments in computer technology, recon-

struction algorithms and detector technology alongside, scanning time has reduced

from hours to three-dimensional object reconstruction in real time. This has led to

a wide range of applicability, not only in medical science but in many other areas,

as a non-destructive testing technique. Some examples are, examining porosity in

rocks in the geosciences, airport baggage scanning and examining aircraft parts in

the transport industry.

Artifacts arise in a reconstructed image due to factors such as aliasing, partial vol-

ume effects, beam hardening and scattered radiation. This thesis focuses on scattered

radiation in cone beam CT systems. When an x-ray beam traverses an object it is

subjected to physical interactions with atoms of the object material. An x-ray photon

may be absorbed or scattered. When radiation is scattered into a detector element

14



CHAPTER 1. INTRODUCTION 15

it leads to errors in the reconstructed attenuation coefficients, leading to streaks and

cupping artifacts in the image. There is a significant increase in scattered radiation

in cone beam imaging systems due to greater object irradiation and subsequently

more scattering points. When fixed rings of detectors are employed it is not possible

to collimate the detector elements to reduce the scatter signal, as the detectors must

be able to record photons from a wide range of angles.

The RTT80 cone beam CT system, developed by Rapiscan System Ltd, uses

switched x-ray sources and fixed offset detector rings to remove the time consum-

ing mechanical rotations of earlier imaging systems. This system produces three-

dimensional images in real time. With an application in airport baggage scanning it

is important to identify low-Z materials in the identification of suspect objects. Since

detector collimation is not possible, scatter correction methods are sought to remove

scatter from the reconstructed images.

The level of scattered radiation present in an image is dependent on a number

of factors such as the material present, the size of the scattering objects and their

proximity to the detectors. This thesis investigates scatter in the RTT80 system using

a Geant4 Monte Carlo simulation. Furthermore, a new scatter correction method is

proposed whereby scatter to each detector in a projection is estimated from 1cm3

voxels of the computerised object. Angular scatter distributions from voxel samples of

different materials are calculated in advance using a Geant4 Monte Carlo simulation.

The algorithm is developed for inhomogeneous objects imaged with a polyenergetic

beam of x-rays, with intensity values taken from the measured data.

A brief outline of the structure of the thesis is now given.

Chapter 2 provides an overview of x-ray computed tomography and presents the

mathematical concepts such as the Radon transform, the Fourier slice theorem and

the filtered backprojection algorithm.

Chapter 3 introduces Monte Carlo methods and gives a detailed description of

the Geant4 Monte Carlo simulation used throughout the thesis. The three physics

processes, photoabsorption and Compton and Rayleigh scatter, are explained in more
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detail here.

In Chapter 4 the Geant4 Monte Carlo simulation is utilised to investigate scatter

levels in the RTT80 machine. The objects considered are typical to medical and

airport baggage scanning applications.

Chapter 5 gives an overview of the scatter correction methods that have been

proposed in medical CT, and the new scatter correction algorithm is presented. The

Geant4 Monte Carlo simulation of the angular scatter distributions is explained along

with other pre-tabulated data required in the method.

In Chapter 6 scatter estimates are obtained, using the algorithm described in

Chapter 5, for test objects that have been simulated with the Monte Carlo simulation.

These results are concluded in Chapter 7, and ideas for further work are presented.



Chapter 2

X-ray Computed Tomography

2.1 Introduction

When an x-ray beam traverses an object the initial energy is attenuated by either

photoabsorption or scattering processes, that are dependent on the object material.

The difference in intensity values measured at the base of the object in transmission

tomography, due to different beam paths through the object, forms the basis of x-ray

imaging.

Before the introduction of x-ray computed tomography, images were acquired by

projecting x-rays, from one view, through an object and recording the final intensity

on radiographic film. This provided a superpositional image of the different structures

through the depth of the object, leading to low contrast detectability.

Tomography refers to the reconstruction of cross-sections, or slices, of an object

from projection data. The idea that a cross-sectional image could be reconstructed

from its line integrals was first proposed mathematically by Radon in 1917 [54].

The introduction of x-ray CT as an imaging modality only became possible in the

1970s with increases in computer technology, and the practical implementation is

attributed to Hounsfield [31]. X-ray Computed Tomography yields information about

the internal structure of the object.

The remainder of this chapter introduces the main concepts of x-ray CT and

provides a mathematical description of the problem.

17
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2.2 Generating x-rays

In x-ray CT an x-ray tube produces a polyenergetic beam of x-rays that are trans-

mitted through the imaging object. In an x-ray tube a negatively charged cathode

accelerates electrons towards a positively charged anode target. When the electrons

bombard the target material, x-rays are created by two processes; Bremsstrahlung

and k-shell emission, which results in a polyenergetic x-ray spectrum [59]. Tungsten

is a popular target material due to its good conductivity and high melting point.

Only approximately 1% of the energy of the electrons is converted into x-rays, with

the remainder being released in the form of heat.

Bremsstrahlung radiation is also known as braking radiation. When an electron

approaches a target atom the attractive force of the nucleus can cause the electron

to change its direction, resulting in deceleration. The electron deceleration results

in the loss of kinetic energy in the form of an x-ray photon. The x-rays created by

Bremsstrahlung cover a whole range of energies, with a maximum energy equal to

the original electron energy. This forms the smooth part of the x-ray spectrum.

K-shell emission produces characteristic x-rays. If the electron has energy greater

than the binding energy of the k-shell of the target atom, it may knock out a k-shell

electron. The atom is excited and releases the excess energy in the form of x-ray

photons. The energies of these x-rays are characteristic of the target material as

their energies are the difference between shell binding energies. These characteristic

x-rays are the sharp peaks in the x-ray spectrum.

Fig. 2.1 provides an example of an x-ray spectrum created by bombarding a

tungsten target with 150keV electrons. The characteristic peaks are clearly visible,

and the maximum energy of the x-rays created by Bremsstrahlung is equal to the

energy of the incident electrons.
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Figure 2.1: 150kVp polyenergetic x-ray spectrum from a tungsten target

2.3 Geometry

There have been many developments in x-ray CT since the first machines were intro-

duced in the early 70s [37]. With developments in computer technology, the resolution

of the reconstructed image has improved dramatically, lending itself to many areas

of applicability. Changes in the geometry of the x-ray CT machine have been aimed

at fast data acquisition, providing more challenges in reconstructing the data.

The first machines were based on parallel data acquisition with one source and

one detector being translated and rotated about the object. These machines took a

matter of hours to produce images and were impractical. Fan beam imaging system

were later developed, allowing a whole projection of measurements to be collected

simultaneously. With a rotating source and arc of detectors, or a rotating source and

a fixed detector ring, a fan of x-ray beams is projected towards all the detectors at

once, leading to significant improvements in acquisition time.

With a desire to decrease scanning time further, and with developments in detector

technology, cone beam imaging systems were introduced. With multiple rows of

detectors, allowing large areas of an object to be imaged simultaneously, cone beam

systems allow faster acquisition. With the introduction of helical cone beam CT,
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where the source is considered to have a helical path around the object, complete

objects are scanned continuously and scanning time reduced even further.

The most recent developments in CT lead to the scanning of three-dimensional

objects and image reconstruction in real time. By implementing a fixed ring of sources

and multiple fixed rings of detectors, mechanical rotation is no longer necessary and

data acquisition is instant.

2.4 Physics processes

For x-rays of energies 30-160keV considered in this application, the x-rays interact

with matter through three processes. These are photoabsorption, Compton scattering

and Rayleigh scattering [8].

Photoabsorption is the process by which an x-ray photon collides with an atomic

electron of the traversed material and imparts all of its energy to the electron, the

photon is completely absorbed. If the photon has sufficient energy it will eject the

electron from the atom and may emit low energy x-rays as vacant shells are filled, a

process known as fluorescence. Photoabsorption is a material and energy dependent

process which decreases with increasing energy.

Compton scattering is an incoherent scattering process whereby an x-ray photon

interacts with an electron, which is bound to an atom of the scattering material,

and imparts some of its energy to the electron. An x-ray photon is emitted in any

direction depending on the amount of energy that was lost in the scattering process.

Compton scattering is less probable at low energies and small scattering angles, but

is consistent at higher energies where it becomes the dominant process. Since the

number of Compton scattering events is dependent upon the number of electrons

present in a material, the Compton scattered photons provide information about the

electron density of the scattering material.

Rayleigh scattering is a coherent scattering process whereby the x-ray photon

scatters from the whole atom. All of the electrons of the atom produce scatter but

the scattered amplitudes only add up in phase in the forward direction, therefore
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the Rayleigh scattering process is highly forward peaked. Rayleigh scattering is the

dominant scattering process at low energies, but decreases as the energy of the x-ray

photon increases. The Rayleigh scattered photons provide information about the

atomic structure of the scattering material.

2.5 Artifacts

Artifacts appear in the reconstructed image for a number of different reasons[29].

The main contributors are presented here.

Beam hardening is a well known effect which is the result of a polyenergetic input

x-ray spectrum. Due to the energy dependence of the photoabsorption process, low

energy photons are more likely to be absorbed and therefore the effective energy of

the beam changes at different depths of the object. This leads to streaks and cupping

artifacts in the image.

Scattered photons may be absorbed in a detector element leading to an increase

in the recorded data. If the primary signal is low compared to the scattered signal

this similarly leads to streaks and cupping artifacts within a reconstructed image.

The Nyquist sampling theorem states that in order for a signal to be fully recon-

structed it must be sampled at twice the highest frequency. Therefore, the highest

frequency that can be reconstructed is constrained by the spatial sampling rate of

the imaging system. This results in some high frequency components appearing at

lower frequencies causing streak artifacts within the reconstructed image.

Partial volume effects occur when a voxel is not fully covered by a structure

or contains more than one contrasting structures. The reconstructed attenuation

coefficient will appear as an average of the components present.

2.6 Mathematical model

The problem of mathematically obtaining a computerised image of an object from

its projection data is known as an inverse problem. The direct problem, where the
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object is known, is used to investigate scattered radiation in later chapters using a

Monte Carlo simulation. In x-ray CT what we wish to reconstruct is the attenuation

coefficient of the object. The attenuation coefficient, in the monoenergetic case, is

proportional to the density of the object, and therefore distinguishes between different

materials.

2.6.1 Attenuation coefficient

The attenuation coefficient µ(x) is a measure of how much energy a beam loses at

a point x ∈ R3, measured in cm−1 and is material and energy dependent. It is

equivalent to the sum of the attenuation coefficients of each of the interacting physics

processes.

µ(x,E) = µp(x,E) + µc(x,E) + µr(x,E). (2.1)

where µp, µc and µr are the attenuation coefficients of photoabsorption, Compton

and Rayleigh scattering processes respectively and E is incident photon energy. The

object is considered to be a three-dimensional distribution of the x-ray attenuation

coefficient.

2.6.2 Transport equation

The transport equation governs the movement of photons through matter [6, 17]. Let

I(x, θ, E) be the intensity of particles at a point x ∈ R3, moving in a direction θ ∈ S2

with energy E ∈ [E1, E2]. If S(x, θ, θ
′
, E, E

′
) is the portion of particles scattering

from θ
′
, E
′

to θ, E at the point x and J(x, θ, E) is the intensity of internal sources,

then,

θ · ∇xI(x, θ, E) + µ(x,E)I(x, θ, E) =

1

4π

∫ E2

E1

∫
S2

S(x, θ, θ
′
, E, E

′
)I(x, θ, E

′
) dθ

′
dE

′
+ J(x, θ, E). (2.2)

The equation states that the change in intensity at a point is equal to the difference

between the incoming intensity and outgoing intensity.
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2.6.3 Beer-Lambert law

Neglecting the scatter component, the solution to the transport equation is given by

the Beer-Lambert law,

I = I0 exp

(
−
∫
L

µ(x) dx

)
, (2.3)

which relates the measured intensity, I, to the integral of the attenuation coefficient

µ(x) along the ray path, L, where I0 is the original beam intensity. It is intuitive to

divide by I0 and take the logarithm to obtain the linear equation,

ln

(
I0

I

)
=

∫
L

µ(x) dx. (2.4)

However, since the x-ray beam is polyenergetic, what is actually measured, in the

absence of noise, is

I =

∫
E

I0(E) exp

(∫
L

µ(x,E) dx

)
dE. (2.5)

When a polyenergetic beam is transmitted, what is actually reconstructed is µ(x, Ē),

where Ē is the effective energy of the scanner. The assumption that the beam is

monoenergetic leads to artifacts in the reconstructed data, previously described as

beam hardening.

2.6.4 Radon transform

Johann Radon formulated, in 1917, that given all the lines through a function f , it

is possible to reconstruct f . For f ∈ L{Rn}, let θ ∈ Sn−1 and let Θ⊥ denote the

hyperplane perpendicular to θ. For t ∈ R, the n-dimensional Radon transform is

given by,

Rf(θ, t) =

∫
Θ⊥

f(tθ + y) dy. (2.6)

This gives the integral of f over the hyperplane Θ⊥, with signed distance t from the

origin. For simplicity let Rθ(t) = Rf(θ, t).

The inverse problem in x-ray computed tomography is to reconstruct the two-

dimensional image of cross-sectional slices of f = µ given a set of discrete line integrals

through an object. In two-dimensional space the Radon transform is the integral
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Figure 2.2: The two-dimensional Radon transform

along the lines parameterised by l(θ, t), where θ ∈ S1 is orthogonal to the direction

of the line and t ∈ R is the distance of the line from the origin. Fig. 2.2 provides an

illustration of the two-dimensional case.

The dual Radon transform of a function g, also known as the backprojection

operator, is defined as,

R∗g(x) =

∫ 2π

0

g(θ, x · θ) dθ. (2.7)

The Radon transform represents all the points through a line and the dual Radon

transform represents all the lines through a point [50]. This will become important

later, but first it is necessary to introduce the Fourier transform of a function f and

its relationship to the Radon transform.

2.6.5 Fourier transform

It is often useful to consider the frequency representation of a function [14]. This may

simplify the calculations, for example the convolution operator in the space domain is

a simple multiplication in the frequency domain, and the Fourier transform is crucial

in the inversion of the Radon transform. Let f̂ be the Fourier transform and f̃ be
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the inverse Fourier transform of a function f such that,

f̂(ω) =
1

2π

∫ ∞
−∞

e−iω·xf(x) dx, (2.8)

f̃(x) =
1

2π

∫ ∞
−∞

eiω·xf(w) dω, (2.9)

where ω is a variable in the frequency domain, and x represents a point in the spatial

domain.

2.6.6 Fourier slice theorem

The Fourier slice theorem relates the Fourier transform of one projection of f to its

two-dimensional Fourier transform, and it also proves that the Radon transform is

invertible. In this instance we have f ∈ L1{R2},

R̂θf(ω) =
1√
2π

∫
R
e−iω·tRθf(t) dt

=
1√
2π

∫
R
e−iω·t

∫
θ⊥
f(tθ + y) dy dt

Setting x = tθ + y,

=
1√
2π

∫
R
e−iωθ·xf(x) dx

=
1√
2π

(
2πf̂(ωθ)

)

=
√

2πf̂(ωθ). (2.10)

That is, the one-dimensional Fourier transform of a parallel projection taken at an

angle θ is proportional to a radial line at an angle θ of the two-dimensional Fourier

transform F (u, v).
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2.7 Reconstruction

In theory, given enough projections of f, equation (2.10) could be inverted to solve

for f(x). However, this is not trivial and so more practical solutions are sought.

The most popular inversion method is the filtered backprojection method. This is an

accurate method, based on the Fourier slice theorem, that is suited to computational

implementation. The method is described below.

2.7.1 Filtered backprojection

The method presented here is for the two-dimensional case. First, a point must be

made about the Fourier slice theorem. As previously stated, the Fourier slice theorem

relates the one-dimensional Fourier transform of a projection of f to a radial line of

the two-dimensional Fourier transform of the function f . In practice, a discrete set

of projection data is acquired leading to a discrete set of radial lines. This results in

sparser sampling of the higher frequency components of the two-dimensional Fourier

transform which, if inverted, would lead to blurring in the reconstructed image.

Let the Riesz potential, Iα, be defined by,

Iαf(x) = ˜|ω|−αf̂(x). (2.11)

Setting α = 0, I−1 can be described as a simple ramp filter (Fig. 2.3) which ac-

centuates the high frequencies that are missing from the two-dimensional Fourier

transform. The filtered backprojection formula [53] can now be defined as,

f(x) =
1

4π
R∗(I−1Rf)(x) (2.12)

The proof is given by writing the two-dimensional inverse Fourier transform,

I−1f(x) =
1

2π

∫
R
eiw·x|ω|f̂(ω) dω. (2.13)

and then changing to polar coordinates by setting ω = tθ giving,

I−1f(x) =
1

2(2π)

∫
S1

∫
R
eitx·θ|t|2f̂(tθ) dt dθ, (2.14)
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Figure 2.3: Ramp filter

where t ∈ R and θ ∈ S1. The factor of 1
2

appears since f̂(tθ) = f̂(−tθ). Then, from

the Fourier slice theorem,

I−1f(x) =
1

4π

∫
S1

∫
R
eitx·θ|t|2 1√

2π
R̂f(θ, t) dt dθ, (2.15)

and finally using the definition of the Riesz potential,

f(x) =
1

4π
R∗(I−1Rf)(x). (2.16)

This is essentially a smearing back of the filtered projection data across the image

plane. In practical circumstances applying a ramp filter to amplify the high frequen-

cies can lead to undershoots at the object boundaries. Usually some smoothing is

applied to the ramp filter to remove these artifacts.

To apply the algorithm above to fan beam data, the rays must first be rebinned

by interpolation to obtain a set of parallel rays. A popular filtered backprojection

algorithm for direct three-dimensional cone beam CT reconstruction is the FDK

algorithm [27]. The original algorithm was proposed for a circular scanning tra-

jectory and has since been extended to suit helical source trajectories [64]. More

recently, a theoretically exact three-dimensional helical cone-beam CT formula has

been proposed [40, 41, 39] that may be implemented by a filter backprojection al-

gorithm. Alternative algorithms for helical cone beam CT reconstruction are given

in [43, 63, 24, 16, 15]
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2.7.2 Algebraic reconstruction techniques

Algebraic reconstruction techniques (ARTs) provide a completely different approach

to image reconstruction [35]. The problem here is described as a set of simultaneous

linear equations which are solved for the unknowns.

To reconstruct a tomographic slice algebraically from projection data, the un-

known cross-sectional image is imagined to be discretised into small cells of constant

attenuation coefficient. The set of linear equations are then formed by tracing each

ray through the cells and summing over the contribution of each cell to the ray in-

tegral. Let N be the total number of cells and let M be the total number of rays

over all projections, then if fj denotes the attenuation coefficient in cell j and if gi

denotes the measured data for ray i, their relationship is given by,

N∑
j=1

wijfj = gi, i = 1, . . . ,M, (2.17)

where wij is the fractional area of cell j intercepted by ray integral i. This results

in a system of M equations, one for each measured data value, with N unknown

attenuation coefficients, one for each cell. Fig. 2.4 provides a simplified example with

N = 9 and M = 2. In reality, however, M and N are large, and the larger the system

of equations the more computations required to solve it.

ARTs were popular in the past when reconstruction was performed on a small

grid of large voxels but, with increases in computing power and display resolution,

M and N have grown very large rendering these methods computationally expensive

and subsequently slow. These methods lack the accuracy of the filter backprojec-

tion method. However, in certain situations such as when only a small number of

projection data can be taken, these methods are more flexible and provide a good

alternative approximation. These algebraic techniques are usually solved iteratively,

based on the method proposed by Kaczmarz. This method requires an initial esti-

mate which is then projected onto the hyperplane represented by the first equation

and then the second equation and so on, until a solution is found.
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Figure 2.4: In ARTs a tomographic slice is divided into cells of constant attenuation
coefficient and solved as a system of simultaneous equations.

Other general references are [29, 9, 30, 26]. This completes the general overview of

x-ray computed tomography. An advantage of increases in computer technology is

the ability to simulate physical problems in order to gather more information that

would be difficult to gather experimentally. The remainder of the thesis focuses on

scattered radiation that leads to artifacts in image reconstruction. In the following

chapter a Monte Carlo simulation tool is described that will be used to investigate

the problem of scattered radiation.



Chapter 3

Monte Carlo Methods and the

Geant4 Simulation

3.1 Monte Carlo methods

Monte Carlo methods are computational methods that use pseudo-random sampling

to solve problems that are too difficult to solve deterministically or numerically. Apart

from statistical errors, the method is numerically exact. That is, given enough com-

puting time, it would converge to the exact solution [11, 12, 49, 55].

In terms of photon transport, the Monte Carlo method is similar to the linear

Boltzman Equation (2.2). Since particle interactions are inherently statistical, a

Monte Carlo simulation can lead to a more realistic interpretation of physical phe-

nomena. A Monte Carlo simulation of photon transport through matter can give

more detailed information than an experimental setup, such as the separation of

recorded primary and scattered radiation.

30
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3.2 Geant4 Monte Carlo simulation

3.2.1 Introduction to Geant4

Geant4 is an object-oriented Monte Carlo toolkit for the simulation of particles

through matter [1, 2]. Geant4 began from the merger of two separate studies at

CERN and KEK that intended to improve the existing GEANT3 program by devel-

oping an object-oriented C++ framework code. This grew into a worldwide collab-

oration of scientists, due to its inherently adaptable nature. The software is freely

available .

The object-oriented aspect of the framework allows it to be easily extended with

additional functionality, and has led to a repository of particle interaction information

that is up-to-date and constantly improving with developing research. All aspects of

the simulation process are incorporation within the existing framework, and a number

of user action classes, described below, allow the user to incorporate their particular

machine specifications. Detailed particle tracking information at step points through

the transportation process are available and can be manipulated suitably. Extensive

literature validating the physics models is available in [5, 4, 45, 3, 7] to name but a

few. Full details are available in the Geant4 website validation section.

The user defined action classes allow the user to implement machine specific re-

quirements, such as geometry, physics processes and collection and storage of par-

ticle information. A Geant4 Monte Carlo simulation was implemented to emulate

the RTT80 x-ray cone beam CT machine developed by Rapiscan systems Ltd. The

implementation of such a large machine, with correct management of detector hits col-

lections and manipulation of particle stacking to separate hits from different physics

processes, is by no means trivial. The following section gives a brief overview of the

main user defined classes used in this specific implementation.
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3.2.2 User-defined classes

Detector Construction

The detector construction class is responsible for implementing the machine specific

geometry. Initially, a world volume is created in which all other volumes will be

placed. The size, physical position and rotation within the world volume and material

of each additional geometrical entity is defined here.

Detectors: The detector positions and rotations are read in from file. Although,

initially, the detector material was simulated it proved particularly time consuming

and was subsequently neglected. The detector is now filled with air and all particle

tracks are killed as soon as they reach a detector volume. The detector response can

be incorporated separately after the data has been simulated.

Single ring or multiple ring detectors (from 1 - 8) can be created, depending on a

macro command which is read in from file at runtime. The detectors are then defined

to be sensitive elements in order to instigate their data collection when photons are

incident upon them.

Sources: The sources are defined similarly to the detectors, as their positions and

orientations are read in from file. The material is also air, but they are not sensitive

elements. The sources have an area, representative of the incident area of the anode.

Source housing: An option is provided to simulate the source housing which con-

sists of two carbon rings, a steel ring and an aluminium tunnel. This can be simulated

in advance to save time, and is presented in the following chapter.

Objects: The region of interest is contained within another ‘ObjectContainer’ vol-

ume, which is defined to be a large cylinder filled with air. This has no impact on the

data but allows any objects defined within it to be translated by the same amount if

desired. Since it covers the whole region within the detector rings, translation would

be in the z-direction to simulate object motion through the machine. However, this
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similarly proved to be very time consuming and was subsequently ignored. With

increasing processing power this would be a desirable effect.

Constructive Solid Geometry (CSG) representations and Boundary Represented

Solids (BREPs) are available as solid representations. The objects used throughout

this thesis are simple CSG models, such as boxes, cylinders and spheres.

Primary Generator

All the information regarding the generation of the primary particles is defined within

this class. This includes the particle definition, the number of particles to be sent

per unit of simulation (known as an event), the initial position, energy and direction.

These values collectively determine the distribution of the x-ray beam.

The primary particles are chosen to be x-ray photons and, in this instance, a unit

of simulation is chosen to be one photon per active detector for the current source

projection. This does not necessarily mean that a photon is sent to each active

detector, as this will depend on the algorithm chosen for the distribution of the rays.

Photon energy: The energy of the photons can be monoenergetic or polyenergetic.

In the polyenergetic case, an energy is randomly sampled from the chosen input

spectrum, which is read in from file.

If p(E) is the probability density function of the chosen input spectrum, such

that 0 ≤ E ≤ Emax, and F (E) is the cumulative distribution function of p(E), then

a random energy E∗ is sampled by choosing a uniform random number ξ ∈ [0, 1] such

that:

ξ = F (E∗) =

∫ E∗

0

p(x) dx, (3.1)

and

E∗ = F−1(ξ). (3.2)

Initial photon position: The initial position of the photon is a point within the

source area. This can be chosen to be either the central point of the source, as defined
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in detector construction above, or a random point within the source which is defined

to reflect the area of the anode.

Initial photon direction: The direction of each photon is determined by appoint-

ing a position within the active detector region. There are three options: Point

detector, area detector and random sweep. Point detector is an option to send one

photon to the centre of the face of each active detector, providing an even number

of rays to all detectors over a number of events. The area detector algorithm results,

similarly, in a photon being sent to each detector, but this can be at any random

point on the detector face. The random sweep uses uniform random sampling to

send all the photons in a random direction within the active detector region. This

algorithm most closely reflects the behaviour of the beam experimentally, as it will

not be evenly distribution unless a large number of events are simulated, and the

detectors in front of the source will appear to have a larger surface area than those

at the sides.

Run Action

A run is the largest unit of simulation. Within one run, the geometry, sensitive

detectors and physics processes must remain unchanged. In this instance, a run is

one source projection to one ring of detectors, where the number of photons to be

transported through the object is set at run time.

The Run Action class determines what is to be done before and after each run.

At the beginning of each run, Run Action handles the creation of data arrays to store

the output data. All the details of the final output are set here, such as the output

file names, the maximum histogramming energy and the number of energy bins. At

the end of each run, the final histogrammed data is written to file in the required

format.
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Event Action

A run consists of a number of events; the smallest unit of simulation. As described

previously, this is one photon per active detector, in one detector ring, for a given

source projection. Event Action handles any processing required before and after

an event, such as processing the detector hits results for histogramming. The Event

Action class is given as an example of the code in Appendix A.

Stacking Action and Stepping Action

Stacking Action controls the order of the tracking of particles with a last in first out

manner, although it is possible for the application developer to manipulate the order

in which the particles are processed. When a particle is taken off the stack it is tracked

until it is absorbed, killed or moves out of the world volume. Any secondary particles

created are pushed onto the stack for later processing. The tracking involves small

steps, determined by the mean free path of the particle, and the Stepping Action

class provides particle information before, during and after each step. In order to

record scatter separately, whenever Stepping Action provides the information that

a scattering event has occurred, the particle track is killed and the photon pushed

onto a waiting stack to await processing. Stacking Action then determines when

these particles will be processed, which is chosen to be at the end of the event.

This enables separate scattering collection, from Rayleigh, Compton and multiple

scattering events, without additional simulations.

Physics List

All particle types, cut rates and physics processes are defined within this class. The

interaction processes for this application are photoabsorption, Compton scattering

and Rayleigh scattering. Detailed descriptions are presented in the following section,

but first a description of how the interaction points are determined, and which of the

interaction processes occurs, is given.
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3.2.3 Calculating the mean free path

Particles are transported a step at a time. Each step length is based on the mean free

path of the particle. For each process the mean free path of the particle is calculated

separately.

Let ni be the number of atoms per volume of the ith element of a compound mate-

rial with atomic number Zi and let σj(Zi, E) be the total cross section per atom of the

process j, where j is either Compton scatter, Rayleigh scatter or photoabsorption.

Then, the macroscopic cross section for a photon of energy E is given by,

µj(E) =
∑
i

(
ni · σj(Zi, E)

)
, (3.3)

and the mean free path of the particle for process j is,

λj(E) = µj(E)−1. (3.4)

Once the mean free path has been calculated for each process the interaction point

must be determined.

3.2.4 Determining the point of interaction

The actual step length assigned to each process is randomly sampled using the mean

free path. The probability of no interaction up to a point x is governed by the expo-

nential probability law, exp
(
−
∫ x

0
µj(x) dx

)
. Hence, the probability an interaction

occurs in the interval x+ dx is then,

P (x) = µj(x) exp

(
−
∫ x

0

µj(x) dx

)
, (3.5)

and the cumulative distribution function is given by,

F (x) =

∫ x

0

µj(x) exp

(
−
∫ x

0

µj(x) dx

)
dx.

= 1− exp

(
−
∫ x

0

µj(x) dx

)
. (3.6)

Let,

nλj
=

∫ x

0

µj(x) dx =

∫ x

0

dx

λj(x)
(3.7)
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be the number of mean free paths which a particle travels. Then,

F (x) = 1− exp
(
− nλj

). (3.8)

The total number of mean free paths traversed by the photon before an interaction

of process j, is sampled at the beginning of the trajectory such that,

nλj
= − ln(ξ), (3.9)

where ξ is a uniform random number in the interval (0, 1). The shortest of nλj
·λj(x)

triggers process j for which a new nλj
is sampled, and the total number of mean free

paths for the remaining processes are updated accordingly for a step length ∆x,

n
′

λj
= nλj

− ∆x

λj(x)
. (3.10)

This Geant4 implementation uses the RanecuEngine random engine from the Com-

puting Library for High Energy Physics (CLHEP) for pseudo-random number gener-

ation. Uniformly distributed random numbers are sampled between 0 and 1 with a

Multiplicative Congruential generator for the initialisation [32].

3.3 Physics Processes

3.3.1 Photoabsorption

This particular implementation of the Geant4 toolkit uses the low energy electro-

magnetic physics package to simulate photon absorption. This uses a parameterized

photoabsorption cross section, which uses the least squares method to provide a sep-

arate fit of the coefficients a,b,c,d to the experimental data, taken from the EPDL97

data library [23], in several energy intervals. The photoabsorption cross-section is

energy and material dependent and must be recalculated throughout the simulation.

σ(Z,E) =
a(Z,E)

E
+
b(Z,E)

E2
+
c(Z,E)

E3
+
d(Z,E)

E4
, (3.11)
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where E is the energy of the x-ray photon and Z is the atomic number of the material.

This gives the mean free path of the particle. The cross-section σ(Z,E) is used in

the calculation of the mean free path.

3.3.2 Scattering

The Compton and Rayleigh scattering processes are modelled using the Geant4 low

energy Compton scattering package (G4LECS) [42]. Generally, in MC simulations,

the target electron in the Compton scattering process is assumed to be at rest and in

free space, when in reality the electron is bound to the atom of the traversed material.

The extension package provides a slight variation on the standard Compton formula

to account for Doppler broadening effects.

3.3.3 Total cross sections

The total cross-sections for the scattering processes are interpolated from the EPDL97

library, for a given energy E0, as follows,

ln(σ(E)) =
ln(σ1) ln(E2/E0) + ln(σ2) ln(E0/E1)

ln(E2/E1)
. (3.12)

where E1 and E2 are the closest energies below and above E0 respectively that are

available in the data library with corresponding cross-sections σ1, σ2 [66].

3.3.4 Sampling the scattering angle

If a Compton scattering event occurs the polar scattering angle, θ, is randomly sam-

pled, based on composition and rejection methods, from the differential Klein-Nishina

cross section multiplied by the incoherent scattering form factor interpolated from

the EPDL97 data library,

Ps(θ, q) =
dσ

dΩ

KN

· SF (q) (3.13)

where q = E0 sin2(θ/2) is the momentum transfer and,

dσ

dΩ

KN

=
r2

0

2

(
E
′

E0

)2(
E
′

E0

+
E0

E ′
+ cos θ − 1

)
. (3.14)
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The scattering process is rotationally symmetric and, therefore, independent of the

azimuthal angle. The Klein-Nishina formula assumes a free electron and the form

factor takes the electron binding effects into account, which effectively suppresses

small angle scatter for low energy photons.

If a Rayleigh scatter event occurs the scattering angle, θ, is sampled according to,

Pr(θ, q) = (1− cos2 θ) sin θ · FF 2(q). (3.15)

The Rayleigh scattering form factor decreases rapidly as q increases, resulting in a

strongly forward peaked distribution.

3.3.5 Sampling the scattering energy

There is no change in the energy of a Rayleigh scatter photon, so only Compton

scattering is considered here. By the conservation of energy and momentum, the

standard Compton formula from a free election is,

E
′

free =
E0

1 + (E0/m0c2)(1− cos θ)
, (3.16)

where E0 is the energy of the incident photon, E
′

free is the energy of the scattered

photon, θ is the polar scattering angle and m0c
2 is the electron rest energy. The

G4LECs approximation [56], relates the energy of the scattered photon from a bound

electron to the energy of the scattered photon from a free electron by,

E
′
= E

′

free

(
1− pz|k0 − k

′ |
m0cE0

)
, (3.17)

where k = |k0−k
′ | is the photon momentum transfer and pz is the component of the

initial state electron momentum in the direction of photon momentum transfer [19].

With a description of the Geant4 Monte Carlo simulation complete, the following

Chapter utilises the code to investigate scattered radiation in a switched source x-ray

CT machine designed by Rapiscan Systems Ltd. A description of the imaging system

is given, and results obtained when a number of different objects are simulated are

presented.



Chapter 4

Scatter Investigation for the

RTT80 Machine

4.1 The RTT80 machine

The real-time tomography (RTT) system designed by Rapiscan Systems Ltd is a

baggage scanning x-ray cone-beam CT machine designed to produce 3-dimensional

images in real time. It uses switched x-ray sources, positioned around a stationary

ring, to reduce the time needed to scan an object compared to mechanically rotating

systems. The imaging system has eight detector rings which lie out of the plane of the

sources and cannot be collimated since they must be able to record photons arriving

from all source projections. Incidentally, scattered photons can enter a detector from

any point in the scanning region. The RTT80 machine has an 80cm diameter and is

intended for airport baggage scanning.

A VRML view image of the machine is captured in Fig. 4.1. The green lines

represent the x-ray photon tracks and it can be clearly seen that some of the photons

are scattered out of the detector plane.

In a vacuum a pencil beam of x-rays travels in a straight line. However, when

x-rays are projected in a straight line through an object some of the photons in the

beam are lost. At the energies used in this application (30-160keV), this is due to

either photoabsorption or x-ray scatter. The scattered photons can be sent in any

40
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Figure 4.1: The RTT machine geometry with simulated object and photon paths

direction, according to some probability, and are unlikely to follow the same line as

the original beam. When the energy of the beam is recorded in a detector after

exiting the object, the resulting energy will be lower due to this attenuation.

A fan beam projection of x-rays consists of lots of pencil beams, or rays, from

the source to each detector. If a photon scatters from a ray it is most likely to be

scattered out of plane of the detectors. However, a scattered photon may deviate

from its original beam path and be recorded in another detector, falsely increasing

the recorded energy of the incident ray. This leads to degradation of the output

image. It has been shown that scatter leads to streak artifacts in the image and

adds to the cupping artifacts which are also attributed to beam hardening [33, 28,

34, 60]. The total amount of scatter contributing to the image is dependent upon the

object material properties (atomic and electron densities), object size and distance

to detectors, as well as incident photon energy. If the ratio of the scattered photons

to the incident photons is high, this can seriously degrade the reconstructed image.

In conventional x-ray CT machines, with a rotating source and detector gantry

(Fig. 4.2), each detector is collimated to limit the angle of scattered photons that

can reach a detector. However, in the RTT system, since the detector ring is fixed,

the same detector must be able to collect photons from a number of different source



CHAPTER 4. SCATTER INVESTIGATION FOR THE RTT80 MACHINE 42

Figure 4.2: Conventional machine geometry with a rotating source and detector array.

projections travelling from a large range of angles, so this type of collimation is not

possible.

Studies into scattered radiation, at these energies, are based on medical applica-

tions, where the scattered x-rays are mainly due to interactions with bone and soft

tissue, the latter having a mass attenuation coefficient similar to water. Medical x-

ray machines typically employ the conventional geometry, displayed in Fig. 4.2, with

a rotating source and detector array, although often with a flat panel detector, for

both fan beam and cone beam imaging systems. In airport baggage scanning the

scattering objects are generally small in size with differing material properties.

It is, therefore, intuitive to investigate scattered radiation for both medical and

airport baggage scanning applications specifically for the RTT machine geometry.

The investigation is based on the Geant4 Monte Carlo simulation described in the

previous chapter.
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4.2 Verifying the model

4.2.1 X-ray source housing

To improve the speed of the Geant4 simulation the effect of the x-ray source housing

on the initial input spectrum was determined in advance. The original input spectra

are displayed in Fig. 4.3, and the source housing in Fig. 4.4. Each spectrum of x-

rays in Fig. 4.3 is created by bombarding a tungsten target with electrons [22]. The

incident electrons in (a), (b) and (c) have energies of 50, 100 and 150 kiloelectron

volts respectively. No x-rays can be created with an energy greater than the energy

of the electrons, due to conservation of energy. The graphs show the probability

density function of hits recorded in energy bins, the smooth part of the spectrum is

from Bremsstrahlung radiation and the peaks are due to characteristic x-rays. The

characteristic x-rays are at the binding energies of the inner electron shells and are

specific to the target material.

This x-ray source housing consists of a steel ring, two carbon rings and an alu-

minium tunnel. The attenuation of the x-ray beam after passing through the source

housing was simulated and recorded in energy bins of 0.5keV, with 20000 photons

being sent to each active detector. A simple analytic model was created to validate

the simulation. This model traces each ray from the source to the centre of the detec-

tor, calculating the length of intersection of each ray with each of the source housing

components.

4.2.2 Analytic model

Let rij denote the ray from source i to detector j, and let N0(E) be the number of

initial photons at energy E such that E = [E1, E2], , then the number of photons

remaining after passing through the source housing is given by,

N(rij, E) = N0 exp
(
−

4∑
i=1

µi · li
)
, (4.1)

where µi denotes the attenuation coefficient of the ith component and li is the length

of the ray through the ith component.
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Figure 4.3: Tungsten x-ray spectra
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Figure 4.4: X-ray source housing
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In the RTT80, the detector output is proportional to the total energy, which is

given by,

energy =
∑
E

N(E) · E. (4.2)

Fig. 4.5 displays the total energy remaining as a fraction of the original beam after

passing through one side of the source housing, for each input spectrum and one

detector ring. More of the original beam is absorbed at lower energies due to the

energy dependence of the photoabsorption process. The simulated results are in

excellent agreement with the analytic model, apart from the expected statistical

fluctuations. The rays at the edge of the x-ray fan beam have the highest attenuation

due to longer paths through the rings. The uneven distribution of the x-ray beam

across the active detectors can be compensated for during calibration. It is the shift

in the input spectrum to the detectors that is of interest, as all the physics processes

are energy dependent.

Fig. 4.6 plots the energy spectrum recorded in three different detectors spread

over the first half of the fan beam. There is little difference in the shape of each

spectrum and so the new input spectrum is taken to be that which is recorded in

the central detector. The amended input spectra in Fig. 4.7 show a shift to higher

energies, as lower energy photons are more likely to be absorbed due to the energy

dependence of the photoabsorption process.

To further verify the simulation, a 50mm radius aluminium cylinder and a 150mm

radius water cylinder, relevant to the following scatter tests, were simulated and

plotted against the analytic model. X-ray photons were directed to the centre of each

active detector when simulating the aluminium cylinder, giving a perfect match to the

analytic model, Fig. 4.8a. A very high photon count of 60000 per active detector were

simulated to remove statistical fluctuations. For the water cylinder simulation the

photon directions were randomly sampled within the active detector region resulting

in some of the x-ray beam being lost in the gaps between the detectors, Fig. 4.8b,

otherwise the comparison is good.
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Figure 4.5: Fraction of energy remaining after passing through the simulated source
housing
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Figure 4.6: Probability density functions of photon hits after passing through the
source housing
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Figure 4.7: Tungsten x-ray spectra after passing through the source housing
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Figure 4.8: Comparing simulated data to an analytic model
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4.2.3 Real data

A comparison with real data is difficult as the RTT machine was still in the devel-

opment stage throughout this study and, therefore, some approximations have been

made. The number of photons depends on the peak kilovoltage (kVp), the tube

current (mA), the pulse time (s), the target material and any beam filtration. As

mentioned previously, the target material is tungsten (W) and the source housing,

particularly the steel ring, provides the beam filtration. The remaining parameters

were subject to extensive testing and are variable in real data collection with an

aim towards a high current and 150kVp tube voltage. Therefore, simulated photon

numbers were fixed as for a 20mA current, 150kVp tube voltage and a pulse time

of 8.68×10−5s giving a total of N = 10.5×106 photons. This total number, N , is

calculated from data provided by Rapiscan Systems Ltd, which provides tungsten

x-ray spectra as a function of energy, E, for 30-150kVp tube voltages given in units

of photons/(mA · s · mm2), measured at a 750mm distance from the source.

If Wk is the tungsten spectrum for a tube voltage k, c is the current in mA and t

the integration time in seconds, then the total number of photons in a projection is

calculated by,

N = D
(7502

r2
Atc

∑
E

Wk(E)e−µ·l
)
. (4.3)

where A is the detector area, D is the number of active detectors, and r is the distance

from the source to the central detector element.

Figs. 4.9 and 4.10 compare real data, on the left, to simulated data, on the right.

This real data was collected with a 9.5mA current, a 100kVp polyenergetic input

spectrum and an integration time of 8.68×10−5s. Fig. 4.9a is a real white image,

that is an image acquired with no object in the scanning region, with attenuation

due only to the x-ray source housing. The data is averaged over a few runs with an

averaged dark image subtracted. The dark image is the output of the system with no

object and with the x-ray beam turned off. Once a dark image has been subtracted,

the output of the RTT machine is proportional to the total energy of the photons

absorbed by the detectors.
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This real data image can be compared with Fig. 4.9b, the result of simulated

Monte Carlo data, with N = 11×106 based on the real data input parameters before

filtering. The simulation consists of only the source housing and no object, with

photons sent in any direction within the active detector region, unlike Fig. 4.5b where

a fixed number of photons were directed to the centre of each active detector. The

dip in the middle is due to intensity differences in the x-ray beam due to different

path lengths from the source to detectors, given by the inverse square law,

I =
I0

4πr2
, (4.4)

where I0 is initial beam intensity and r is the distance from the source to the detector.

Some of the beam intensity will also pass through the gaps between the detectors.

A dip is also clear in the real data, and the alternating high frequencies observed

in both images is due to the gaps between detector segments and the fact that the

segments are straight with only the centre lying on a circle. The real and simulated

outputs are clearly similar but there will be electronic noise in the real data. Another

main reason for differences is due to scatter between different detector elements, since

the detectors are not modelled in the Geant4 simulation there is no scatter between

them. Finally, the material properties of the source housing components may not be

exact.

Fig. 4.10a displays real projection data with a delrin cylinder object placed at the

centre of the scanning region. For comparison, 4.10b provides simulated projection

data of a delrin cylinder with N = 2×106, based on the real data parameters after

filtering. The two sets of data provide a similar level of attenuation within the delrin

region, although the material properties are not exactly known which explains a

slight difference. The results outside the attenuating region for the simulated data

do not provide the typical arch shape due to source housing attenuation as the input

spectrum is approximated to be that given after passing through the source housing

to the central detector in the projection. The real data is raw data and this uneven

distribution is compensated for during calibration, however this data is not available.
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Figure 4.9: No Object
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Figure 4.10: Delrin cylinder
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4.3 Simulated scatter data

4.3.1 Simulated scatter objects

Four objects, displayed in Fig. 4.12, were simulated to analyse the effects of an uncol-

limated detector x-ray CT machine in airport baggage scanning and medical imaging.

The Body Phantom is a 150mm radius cylinder of water. The Brain Phantom con-

sists of a 90mm radius cylinder, where the outer centimetre is made of bone and the

inner 80mm is made of water. The Cotton Suitcase is a box with a 2mm rim of PVC

and an inner box of dimensions 450mm×250mm containing cotton, with a density

of 0.2g/cm3. The Mixed Suitcase is the same as the Cotton Suitcase but with two

additional objects. A 0.5mm thick ring of aluminium with an inner radius of 29.5mm

consisting of butane gas and a 1mm thick square container of PVC containing a

29mm×29mm square of water.

4.3.2 Experimental setup

The results were collected based on the amended 50kVp, 100kVp and 150kVp input

x-ray spectra for a tungsten target. One source projection with both single and

multiple detector rings were considered separately. The detectors lie on straight-line

segments with the centre of each segment lying on a circle of radius 460mm.

Due to continuing developments, the detectors are assumed to have 100% effi-

ciency which is a good approximation, particularly at lower energies. The detector

response function for a typical scintillation detector material, LYSO, is displayed in

Fig. 4.11. A detector response of 1 indicates that 100% of the photon energy is ab-

sorbed by the detector. Below 100keV almost 100% of the energy is absorbed and

above 100kVp up to 80% of the energy is absorbed.

The x-ray beam is contained within the active detector region in all directions,

and the depth of each object is greater than the beam coverage. A total of 10.5×106

photons were transmitted, as described previously, from a randomly sampled point

on the source to a randomly sampled point in the active detector region. Particle cut
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Figure 4.11: Detector response function for LYSO

rates were set to 1.0Å.

All four objects were analysed for each x-ray spectrum. The objects were placed at

the centre of the scanning region, containing air, and material properties were taken

from the internal Geant4 materials database, which is derived from the National

Institute of Science and Technology (NIST) database [21].

Each simulation took between 3 and 8 hours to complete on a AMD opteron 2212

processor with a clock rate of 2GHz, depending on the size and material of the object.
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(a) Body Phantom (b) Brain Phantom

(c) Cotton Suitcase (d) Mixed Suitcase

Figure 4.12: VRMLview images of scattering objects
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4.4 Results

4.4.1 Single detector ring data

Fig. 4.13 displays the results obtained for the Body Phantom with the 100kVp input

spectrum, separated for each physics process. At lower energies and small angles

Rayleigh scatter is expected to be dominant, where as at higher energies and wider

angles Compton scatter is expected to dominate. This is clearly the case in this

instance, which illustrates that the scattering processes behave as expected.

Figures 4.14-4.16 illustrate the results obtained for the Brain Phantom, Cotton

Suitcase and Mixed Suitcase respectively for 100kVp. The Body and Brain Phantoms

are more attenuating than the suitcases due to the higher density of water to cotton.

The Body Phantom is more attenuating than the Brain Phantom since it has a larger

radius creating a longer path for the photons to travel through the object.

The total energy of scattered photons recorded in each detector for the two suitcase

objects is generally higher than the scattered energy recorded for the Body and Brain

Phantoms.

The change in the reconstructed attenuation coefficients from the true attenuation

coefficients due to scattered radiation depends on the fraction of the recorded signal

as scatter. If the total signal is much higher than the scattered signal then the change

will be minimal. If, however, the recorded signal is low, the change will be significant.

The fractional contribution of scattered energy to the image is found by dividing the

total scatter recorded in each detector by the total energy recorded. The results for

each energy spectrum are displayed in Figures 4.17-4.19 and summarised in Table 4.1,

which displays the maximum percentage of scatter contributing to the image for this

projection.

Scatter levels are found to be highest for each of the objects when the lowest input

spectrum (50kVp) is used. Low energy photons are highly absorbing so less primary

beam is recorded. The Body Phantom projection contains very high levels of scatter,

reaching 37% in this instance.
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Figure 4.13: Simulation results for the Body Phantom at 100kVp.
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Figure 4.14: Simulation results for the Brain Phantom at 100kVp.
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Figure 4.15: Simulation results for the Cotton Suitcase at 100kVp.
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Figure 4.16: Simulation results for the Mixed Suitcase at 100kVp.
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(d) Mixed Suitcase

Figure 4.17: Scatter contribution to the image for all objects at 50kVp

For each input spectrum the Body Phantom projection contains the highest per-

centage of scatter. As the x-ray energy of the input spectrum increases the levels of

scatter contributing to the image decrease for each object considered. For 100kVp

and 150kVp both of the suitcase objects have scatter levels of less than 1%.

A number of algorithms have been proposed for the removal of scatter from re-

constructed x-ray CT images. These algorithms are usually based on single scatter

approximations as it is possible to determine the location of the scatterer in this in-

stance. When x-rays have been scattered multiple times, the origins of the scattering

event are difficult to determine, so it is interesting to show a breakdown of the total

scatter into single and multiple contributions, Table 4.2.

For large dense objects, where single scattered photons may have a long path

through the object, the scattered photons are more likely to scatter again. If the
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Figure 4.18: Scatter contribution to the image for all objects at 100kVp

Table 4.1: Comparison of scatter contributions

Max Scatter Contribution (%)

Object 50kVp 100kVp 150kVp

Body Phantom 37.21 8.72 6.77

Brain Phantom 4.72 1.51 1.24

Cotton Suitcase 2.18 0.8 0.56

Mixed Suitcase 6.61 0.99 0.83
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Figure 4.19: Scatter contribution to the image for all objects at 150kVp
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Table 4.2: Single and multiple scatter contribution as a percentage of total scatter

Single (%) Multiple (%)
Object 50kVp 100kVp 150kVp 50kVp 100kVp 150kVp

Body Phantom 69.57 60.24 55.14 30.43 39.76 44.86
Brain Phantom 90.63 78.50 76.90 9.37 21.49 23.10
Cotton Suitcase 75.35 77.19 77.16 24.64 22.81 22.84
Mixed Suitcase 58.96 75.85 75.87 41.04 24.15 24.13

scattering material is not highly absorbing, these photons may emerge from the ob-

ject and be recorded in the detector region. Approximately twice the percentage of

multiple scatter is recorded for the Body Phantom compared with the other objects,

that are relatively consistent, at 100kVp and 150kVp. Scatter correction methods

are discussed in the next chapter.

4.4.2 Multiple detector ring data

Simulated data was similarly obtained for a cone beam imaging system with eight de-

tector rings. Scattered radiation in a cone beam system is expected to be higher than

fan beam systems due to a larger irradiation of the object. With greater object cov-

erage there are more possible scattering locations and, with no detector collimation,

the increase will be significant.

The detector rings are labelled from one to eight, depending on their proximity to

the source ring, with ring one being the closest. Fig. 4.20 displays the multi-ring data

for rings one, four and eight. The results differ slightly due to the small difference

in ray path lengths through the object to each ring, but are similar nevertheless.

Fig. 4.21 illustrates the large change in scatter contribution for all objects when

changing from a fan beam to a cone beam imaging system.
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Figure 4.20: Smoothed 8 ring scatter contribution at 100kVp
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Figure 4.21: Comparing single and multiple detector ring scatter at 100kVp
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4.5 Summary

For the fan beam imaging system applied to medical scenarios, an uncollimated x-

ray CT machine could lead to high levels of scatter in the image if the object being

scanned was large. For a large water based object, such as the human body, most

of the primary beam in the shadow of the object is absorbed, leaving a high level of

the recorded data due to scattered photons. Advanced scatter correction methods

would be required to reconstruct an acceptable image. Since the majority of space

in a suitcase typically consists of clothing, which has a very low density, scatter

contribution compared to primary beam is negligible. For small scattering objects, in

this instance, the absence of detector collimation does not unduly compromise image

quality. [62].

However, for the cone beam imaging system, scattered radiation contributes sig-

nificantly to the image for all the simulated objects, for both medical and airport

applications. In baggage scanning, identifying certain materials is a priority and so

it is important to ensure accuracy in reconstructed density. An advanced scatter

correction algorithm is, therefore, necessary.

In the next chapter, an overview of the current correction algorithms proposed in

medical x-ray CT are presented. A new correction is subsequently proposed with the

intention of providing a fast correction method for inhomogeneous objects imaged

with a polyenergetic input spectrum.



Chapter 5

Scatter Correction

5.1 Scattered radiation in x-ray imaging systems

Scattered radiation has posed a difficult problem in all x-ray imaging systems and

has been investigated extensively. However, the vast majority of literature, at the

energies and object sizes considered throughout this thesis, are based on medical

applications. In radiographic imaging, x-ray fan beam CT and x-ray cone-beam CT,

scattered radiation has been shown to result in a decrease in the measured attenuation

coefficient and consequently the introduction of streaks and cupping artifacts in the

reconstructed image. Studies analysing these effects in radiography are [18, 36, 13],

in fan-beam imaging systems [33, 34, 28, 38], and in cone-beam CT [25, 60].

Many of these studies, based on Monte Carlo simulations have shown that scat-

tered radiation in an x-ray image is dependent on object size, thickness and material,

as well as the detector field size, object-to-detector distance and the primary intensity

of the x-ray beam. There is a significant increase in recorded scatter in cone beam

imaging systems, where scatter-to-primary ratios of over 100% have been demon-

strated for large objects and cone angles [60].

Although scattered radiation still causes artifacts in x-ray fan beam imaging sys-

tems with a rotating source and detectors, it is possible to collimate the x-ray source

allowing only a small coverage of the imaged object and, similarly, to collimate the

detectors to limit the number of angles from which they can receive the x-ray beam.

65
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Although scatter is not completely eradicated, it is significantly reduced by these

methods.

However, the introduction of fixed detector rings removes the possibility of detec-

tor collimation, as the detectors must record x-rays which are incident from many

different angles. Cone beam imaging systems are particularly desirable as they allow

imaging of large objects with isotropic resolution, and decrease the scanning time

significantly. However, without scatter correction methods, cone beam CT provides

much poorer quality images for low contrast objects than conventional CT machines

due to an increase in the scattered radiation recorded [25]. This is due to a lack

of source collimation leading to greater irradiation of the object and therefore more

possible scattering locations.

For a cone-beam imaging system with fixed detector rings, such as the RTT80

imaging system, scattered radiation will be particularly high.

5.2 Scatter correction methods

Many methods have been proposed for the removal of x-ray scatter in CT images.

One method proposes scatter suppression during the imaging process by inserting

anti-scatter grids in front of the detectors; a method commonly used in radiography

[25, 65]. However this method also removes some of the primary signal, reducing the

signal-to-noise ratio, and would not be possible in a fixed detector ring system.

In flat panel imaging systems, the beam stop method requires that an array

consisting of small lead discs be placed between the x-ray source and object [51].

Two projections are required with and without the beam stop array in place. The

measured signal in the shadowed area of the lead discs is assumed to be entirely from

scattered radiation and scatter distributions are estimated by interpolation from the

scattered data. This method is impractical as it requires additional data acquisition.

[68, 60] have proposed extensions to this method. In [68], the method is based on

an array of moving lead blockers, such that different detector elements are blocked

throughout the acquisition and the missing primary is estimated by interpolation.
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This method only requires one set of acquisition data, but still results in a decrease

in the measured primary signal. It was proposed in [60] that collimators be placed

at the edge of the source beam so that a shadow is cast on the edge of the detector

plane, and the scattered distribution is estimated from the detectors in the shadow.

The performance of this method is strongly object dependent, particularly for highly

asymmetric phantoms. The beam stop method and it’s extensions are not suitable

for the RTT80 system geometry.

Methods in [28, 10] are based on the assumption that, for round phantoms, the

scatter background is uniform, in either one projection or for the whole image. This

is obviously impractical for irregular-shaped heterogeneous objects.

A number of methods have been proposed that produce scatter estimates based

on simplified physics models and simplified geometrical descriptions [47, 52, 61, 58].

The convolution filtering method assumes the scatter distribution is a blurred version

of the primary signal, implying a spatially invariant scatter distribution. The method

was originally proposed for radiographic imaging in [47], in which a pre-determined

scatter kernel, based on experimental acquisition with the beam stop method, is

chosen to provide the smallest root-mean-square percentage error in a number of

images. The scatter kernel is essentially a low pass filtered version of the detected

primary distribution, which is unsuitable for a heterogeneous object.

[52] similarly provides a method based on the convolution of the weighted and

windowed projection data, assuming a spatially invariant scatter convolution kernel,

as a means to remove scatter from rotating detector and fixed detector fan beam

systems. The scatter kernel in this instance is based on Monte Carlo scatter distri-

butions, and requires prior knowledge of the object to be imaged. [58] proposes a

similar method.

The scatter kernel superposition (SKS) method used in megavoltage image [61] has

been adapted in [48] to be used in kilovoltage imaging where the scatter-to-primary

ratios are much higher. The acquisition data recorded in each detector element is

mapped to a water equivalent thickness (WET), and the scatter kernels are chosen

based on these values. WET maps are described in [34] and are specific to medical
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applications as they make the assumption that only soft tissues are present such that

the mass attenuation coefficient is close to that of water and the material only differs

in density.

The method in [57] is similar to the convolution filtering methods but provides an

extension to account for the object heterogeneities. Calibration scatter kernels are

generated by homogeneous objects of different thicknesses, estimated experimentally

using the beam stop method with PMMA phantoms chosen for its similarity to soft

tissue. After data acquisition, scatter kernels are obtained for each tomographic

projection by interpolating the pre-determined calibration scatter kernels closest to

the mean gray value of the tomographic projection. These scatter kernels are then

adapted to take into account the inhomogeneities of the object in terms of a analytic

single scatter model which is expressed as a function of the acquisition data. Multiple

scatter is assumed to be the same for the object as for the calibration plate. Again,

this is specific to medical imaging, but the idea that the single scatter component

can be obtained as a function of the acquisition data is useful.

Monte Carlo methods have been utilised successfully in scatter analysis but the

large computational time required for these methods restricts their use in correcting

scatter [25, 36, 18, 13]. The Monte Carlo method to investigate scatter in [36] was

implemented to speed up the conventional Monte Carlo simulation by using lookup

tables for equiprobable scatter angles, originally proposed by Hemmings [36]. [20, 67]

both propose methods to speed up the Monte Carlo simulation for scatter correction

purposes. The first proposes a speed up of the Monte Carlo simulation with a forced

detection algorithm and curve fitting procedure, leading to a speed increase of two

orders of magnitude based on conventional Monte Carlo simulations. The second

proposes a Monte Carlo simulation of the scatter element, based on the reconstructed

image, to be obtained using a low photon count and then de-noised by a three-

dimensional fitting of Gaussian basis functions, shortening the simulation time by

three to four orders of magnitude. Even with these speed increases a Monte Carlo

simulation of scatter for correction is still too slow for practical purposes.
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A final method to be discussed combines deterministic and Monte Carlo calcula-

tions [44]. A deterministic method describes the contribution of single scatter events,

from voxelised regions of the object, to the measured signal along with a coarse Monte

Carlo method to determine the multiple scatter component. Essentially a integration

over energy and volume is performed to calculate the single scatter intensity reaching

a specific element for each scattering process. The Monte Carlo simulation for mul-

tiple scatter uses lookup tables for equiprobable scatter angles as described in [36].

This method provides a good approximation to the scatter component for inhomo-

geneous objects, and is easily adapted for different machine geometries. However, a

deterministic method for computing the single scatter element would still be slow for

practical purposes.

In summary, the algorithms described above are not achievable for the RTT80

geometry, make assumptions about the object that are not practical for this appli-

cation or are too slow in practice. For airport baggage scanning applications the

material properties and dimensions are completely unknown, unlike medical applica-

tions where some prior knowledge of the object scattering materials are known.

5.3 Scatter correction algorithm

It is desired to develop a fast scatter correction algorithm that works well for inhomo-

geneous objects, that are completely unknown prior to the data acquisition, and that

is suitable for the unusual RTT machine geometry with a polyenergetic input spec-

trum. By first reconstructing the image and thresholding, it is possible to identify the

scattering regions of the object and to estimate the scattering material based on the

reconstructed attenuation coefficient. In order to obtain a fast algorithm, minimal

calculations are required to estimate the scatter signal after the initial reconstruction.

The algorithm proposed in this thesis aims to approximate the scattered signal

in each tomographic projection using pre-determined scatter distributions from small

material samples, based on a Geant4 Monte Carlo simulation.

When a reconstruction is performed on the data the result is a three-dimensional
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Figure 5.1: The object is scanned, reconstructed and displayed as a 2-D computer
image. Each value in the image represents a small region of the object where µ is
assumed to be constant.

computer array of attenuation coefficients, representing different slices of the object as

the third dimension is traversed. Each value of the array represents a small region of

the object where the attenuation coefficient is assumed to be constant. This sequence

is illustrated in Fig. 5.1 for a simple suitcase object containing one scattering cylinder.

The size of this region indicates the resolution of the system as any object smaller

than this cannot be resolved. In this sense, the region of interest (ROI) within the

scanner can be imagined to be discretised into small voxel elements representing a

single attenuation value in the reconstructed computerised image. These voxels will

be referred to as reconstruction voxels.

Once the scattering points have been identified within the computer image, the

size and position of the scattering objects within the ROI are known. If the scatter

signal originating from these objects could be determined it could be subtracted from

the original data to give an almost scatter free image. There would still be a low

background scatter component but the majority would be removed.

Ideally, the scatter objects could be re-created within a Monte Carlo simulation,

however current computer processing power would not allow a fast approximation.

The time that it takes to simulate projection data depends on the size and material
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properties of the desired object as well as the computer processing power available.

For those described in Chapter 4 each projection took between 3 and 8 hours to

complete for only one detector ring. When multiple detector rings are used and

many object rotations are required with simulated object motion, the simulation

would require many months on many processors.

It is desired to provide a good approximation to the scatter component by per-

forming as few calculations as possible. If scatter distributions from material samples

of a certain size were pre-calculated, they could be utilised to approximate the single

scatter signal.

To determine the algorithm, it is intuitive to imagine that the ROI is discretised

into voxels that are larger than the reconstruction voxels in order to reduce the

computation time. These voxels will be referred to as scatter voxels and denoted by

v. Fig. 5.2 illustrates this for the simple suitcase object. Alternatively, think of each

voxel as a value in a three-dimensional computer array which represents small regions

of the object assumed to have constant scattering coefficient. These regions are larger

than those represented in the reconstruction, therefore the array is smaller, and so

there are multiple reconstruction voxels contained within each scattering voxel.

In this instance the voxels are chosen to be 1cm3 in size which imposes a limit

on the smallest size of a scattering object. The scattering voxels to be used in the

scatter correction method are chosen to be those that have their centre lying in a

scattering region of the reconstructed image. All other voxels are set to zero.

5.3.1 Scatter from a point

The algorithm is derived by first determining scatter from one scattering point, ξ ∈

R3, in source projection α to a detector βs (see Fig. 5.3). The ray passing through ξ

travels in the direction of the detector βp, where the primary data is recorded. Let l1

be the path of the ray through the object to ξ and let l2 denote the path of the ray

from ξ through the object in the direction of βs. The primary path of the ray through
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Figure 5.2: The ROI is imagined to be discretised into scatter voxels. A voxel with
its centre lying in a scattering region is set to ‘scattering’ and all others are set to
zero.

Figure 5.3: Scatter from a point ξ to detector βs in source projection α
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the object is denoted by lp. Then the single scattered energy reaching detector βs

from the ξ in source projection α is given by,

Iαs (βs, ξ) =
∑
g

∫
E

[
N0(E) exp

(
−
∫
l1

µ(E, x) dx
)dσg
dΩ

(θ, E, Z)E
′

· exp
(
−
∫
l2

µ(E
′
, x) dx

)
dΩβs

]
dE, (5.1)

where, N0(E) is the number of initial photons at energy E, E
′
is the scattered photon

energy, θ is the scattering angle, and dΩβs is the solid angle subtended by the detector

βs at the the point ξ. The differential scatter cross-section is denoted by dσg

dΩ
for

process g = {Compton, Rayleigh}, µ is the attenuation coefficient and Z is the

atomic number.

To minimise calculations the measured data will be utilised. With this in mind

and since the majority of scatter is in the forward direction, the attenuation of the

ray after the scattering event is approximated to be equal to the attenuation of the

ray in the forward direction, θ = 0, such that,

exp
(
−
∫
lp

µ(E, x) dx
)

= exp
(
−
∫
l1

µ(E, x) dx
)

exp
(
−
∫
l2

µ(E
′
, x) dx

)
. (5.2)

Using the Beer-Lambert law,

Ip(E)

I0(E)
= exp

(
−
∫
lp

µ(E, x) dx
)
, (5.3)

equation 5.1 simplifies to,

Iαs (βs, ξ) =
∑
g

∫
E

[
N0(E)

Ip(E)

I0(E)

dσg
dΩ

(θ, E, Z)E
′
dΩβs

]
dE. (5.4)

The differential cross-section gives the probability that a photon will be scattered

into angle θ. Let,

dγ

dΩ
=
∑
g

E
′

E

dσg
dΩ

, (5.5)

then dγ
dΩ

gives the total energy scattered into angle θ per unit initial energy. Substi-

tuting this into equation 5.4,

Iαs (βs, ξ) =

∫
E

[
Ip(E)

dγ

dΩ
(θ, E, Z)dΩβs

]
dE, (5.6)
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since,

I0(E) = N0(E)E. (5.7)

Define Īp as follows,

Īp(E) =
Ip(E)∫

E
Ip(E) dE

=
N(E)E∫

E
N(E)E dE

, (5.8)

where N(E) is the number of photons remaining after object propagation and, there-

fore, Īp is the normalised output energy spectrum. Then,

Ip(E) = Īp(E)

∫
E

Ip(E) dE = Īp(E)Ip, (5.9)

where Ip is the total primary energy after propagation. Assuming that the fraction

of photons remaining at energy E after passing through the object are equal to the

fraction sent, thus ignoring beam hardening effects, equation 5.9 can be written in

terms of the probability density function of the input x-ray spectrum, N̄0(E), such

that,

Īp(E) =
N̄0(E)E∫

E
N̄0(E)E dE

, (5.10)

where,

N̄0(E) =
N0(E)∫

E
N0(E) dE

. (5.11)

So Īp(E) can be calculated in advance from the input spectrum, and since the recorded

primary data, Ip is unknown, an approximation is given by Ip̃ which is the measured

energy data from primary and scattered photons,

Ip̃ = Ip + Is. (5.12)

In terms of the measured data the total scattered energy from a point, ξ, is given by,

Iαs (βs, ξ) = Ip̃dΩβs

∫
E

Īp(E)
dγ

dΩ
(θ, E, Z) dE. (5.13)

5.3.2 Scatter from a voxel

A voxel contains many scattering points so it is necessary to sum the contributions

from each of these scattering points to determine the scatter contribution from a voxel,
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v. Let ξv be the set of scattering points inside the voxel, v, such that ξv = {ξ : ξ ∈ v},

then the single scatter energy approximation from a voxel is,

Iαs (βs, v) =

∫
ξv

[
Ip̃dΩβs

∫
E

Īp(E)
dγ

dΩ
(θ, E, Z) dE

]
dξ. (5.14)

Since v is small, the change in dΩβs(ξ) is negligible and is assumed to be constant

over ξv. Instead of treating scatter from each point in ξv separately it is intuitive to

imagine that the voxel is one scattering point and that a ray of photons covers the

voxel (see Fig. 5.4). In this sense equation 5.14 can be approximated by,

Iαs (βs, v) = dΩβs

∫
ξv

Ip̃ dξ

∫
ξv

[ ∫
E

Īp(E)
dγ

dΩ
(θ, E, Z) dE

]
dξ

and by changing the order of integration,

= dΩβs

∫
ξv

Ip̃ dξ

∫
E

[
Īp(E)

∫
ξv

dγ

dΩ
(θ, E, Z) dξ

]
dE. (5.15)

If the probabilities of energy scattering into detector βs for each point in ξv are

grouped together, this gives an overall probability of energy scattering from the voxel

v into detector βs, per unit initial energy. Denote this by dγv

dΩ
such that,

dγv
dΩ

(θv,m) =

∫
ξv

dγ

dΩ
(θ, Z) dξ, (5.16)

where θv is the angle between the line passing through the centre of the voxel and the

line from the centre of the voxel to the centre of the detector βs. Since dγv

dΩ
depends

on the number of scattering points as well as the atomic number, Z, this is now a

function of m(Z, ρ), where m represents the material and ρ is the density.

The integral over Ip̃ is the sum of all the measured data in the shadow of the

voxel on the detector plane. That is, all lines passing through the voxel, which will

be denoted by Iv and referred to as intensity for the remainder of the study, where,

Iv =

∫
ξv

Ip̃ dξ. (5.17)

Substituting dγv

dΩ
and Iv into equation 5.15 gives,

Iαs (βs, v) = IvdΩβs

∫
E

Īp(E)
dγv
dΩ

(θv, E,m) dE. (5.18)
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Figure 5.4: Scatter from a voxel v to detector βs in source projection α

It is possible to determine dγv

dΩ
in advance using a Monte Carlo simulation whereby

a voxel of the desired size and material is illuminated with monoenergetic photons,

which will be described in more detail in the following section. Similarly, dΩβs , θv

and Īp can all be pre-calculated and stored in look-up tables to improve the algorithm

efficiency. The detectors in the shadow of each voxel are also known, but Iv cannot be

calculated until the projection data has been acquired. Since the geometry specific

elements are calculated in advance, this is easily adapted and suited to any machine

geometry.

In reality, E is binned into a discrete number of energy bins, E = [E1, E2], and

so the energy dependent data can be combined giving,

S(θv, Z) =
∑
E

Īp(E)
dγv
dΩ

(θv, E,m) dE, (5.19)

which can be substituted into equation 5.18 to give,

Iαs (βs, v) = IvdΩβsS(θv,m). (5.20)

5.3.3 Scatter from an object

Once a reconstruction has been performed the scattering regions must be identified

and the corresponding scatter voxels set to ‘scattering’. Let the indicator function
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χs represent this acceptance such that,

χs(v) =


1 if v is scattering

0 if v is not scattering

then the total scatter to a detector in a projection is the sum of all the contributions

of scatter from each scattering voxel. That is,

Iαs (βs) =
∑
v

χs(v)IvdΩβsS(θv, Z). (5.21)

The speed of the scatter algorithm will depend on the size and number of scatter-

ing objects present. Once a scatter estimate is obtained, for each source projection,

this can be subtracted from the original data and a second reconstruction performed.

5.3.4 Pre-calculated data

For the remainder of this study the object is assumed to be static, however the

algorithm could be extended to incorporate a moving conveyor. Considering one

source rotation of the object a sub-region of the ROI is discretised into four rows in

the z-direction, or cross-sectional slices, each consisting of 50 by 50 voxels of 1cm3 in

size. This covers a sub-region of 500mm by 500mm by 40mm. The x-ray cone beam

is considered only to cover the eight-ring active detector area and is contained within

the four slices.

Scatter distributions

The scatter distributions were obtained by sending monoenergetic photons from a

point source through both a sphere and a cylinder of radius 5mm and recording the

scattered energy in detectors at angular intervals from 0 - 180◦. The beam completely

covered the samples. Although this is essentially a single scatter calculation, some

multiple scatter was also recorded in the process and contained within the distribu-

tions.

The source lies 400mm from the sample and results are obtained for detectors at

both a 200mm and a 400mm radius in an arc around the sample sphere, where air is
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Table 5.1: Material

Material Atomic No. Density (g/cm3)
Water 7.42 1

Aluminium 13 2.7
Stainless Steel 26 7.88

Lead 82 11.34

modelled in the experimental region. Results are also obtained with the experimental

region as a vacuum. The source, sample and detectors all lie in the same plane. Since

scatter is rotationally symmetric it is independent of the azimuthal angle so values

at polar angles from 0◦ - 180◦ are all that are required. Since scatter is a slowly

varying function, 2◦ angular samples are taken and interpolated to provide a good

approximation.

Angular scatter distributions were simulated for 15 energies from 10keV to 150keV

and four materials; water, aluminium, lead and steel. Their properties are displayed

in Table. 5.1, and corresponding cross-sectional data taken from the NIST XCOM

database in Fig. 5.5.

The experimental set-up is illustrated in fig. 5.6, although it is not to scale. Let

N0 be the number of photons sent from a monoenergetic source, with energy E, in

any direction through the sample and let T (θv) be the total scattered energy recorded

in detector β(θv). The scattered angle θv is the angle made between the line from the

source through the centre of the sample and the line from the centre of the sample

in the direction of the centre of the detector β. Then define TA to be the average

energy scattered per photon sent such that,

TA(θv) =
T (θv)

N0

. (5.22)

The value of TA will depend on how many photons are sent but eventually dTA

dΩ

converges, where dΩ is the solid angle subtended by a detector with the centre of the

source. The scatter distribution can then be defined as,

dγv
dΩ

(θ, E,m) =
1

E

dTA
dΩ

, (5.23)

which gives average energy scattered into angle θv for material m, per unit initial

energy, E, per unit solid angle [46].
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Figure 5.5: Cross sectional data

Figure 5.6: Scatter distribution from a spherical voxel
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Figures 5.7, 5.8 and 5.9 display the angular scatter distributions for each sample

material for sphere and cylinder samples in 400mm of air and the cylinder sample in

a vacuum respectively. Although the scattered energy in the distributions changes

slightly depending on the sample shape and whether the experimental region is a

vacuum or filled with air, the overall trend is the same, illustrated in Fig. 5.10 for the

sphere in 400mm of air. The results agree with the NIST reference data, Fig. 5.5.

The scattering distributions in the correction method are from an area and not

a point. This implies that they will depend both on scattering and photoabsorption

cross sections. The scattered energy increases for each material as the photoab-

sorption cross-section decreases. When scatter becomes the dominant process, at

approximately 30keV, 50keV and 110keV for water, aluminium and stainless steel re-

spectively, the scattered energy becomes almost constant. Photoabsorption, at these

energies, is always the dominant process for lead and so there is little change in the

scattered energy.

When the scattering cross-section dominates for each material, the energy differ-

ences are due to the density. Aluminium is more dense than water and so becomes the

most scattering material at 50keV and stainless steel is more dense than aluminium,

becoming the most scattering material above 110keV.

Changing the sample from spherical to cylindrical has an effect on the distribution

energies as the cylinder covers a larger area of the scattering voxel. If scattering is

the dominant process for a material at a particular energy, then the larger area will

slightly increase the scattered energy. If photoabsorption is the dominant process

then the scattered energy will decrease slightly as more of the photons are absorbed.

Changing from an experimental region with air to a vacuum lowers the energy

slightly due to increased scatter from air molecules.

Calculating the solid angles

The solid angle that a detector subtends with the centre of a voxel is effectively a

measure of how much the voxel ’sees’ of the detector face. This will depend on the

position of both the voxel, vc ∈ R3, and the detector, β ∈ R3 and must be calculated
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Figure 5.7: Angular scatter distributions for a spherical sample in air
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Figure 5.8: Angular scatter distributions for a cylindrical sample in air
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Figure 5.9: Angular scatter distributions for a cylindrical sample in a vacuum
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Figure 5.10: Scattered energy at θ = 0
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Figure 5.11: solidAngles subtended by a detector to all voxels

for each voxel-detector pair. dΩβs does not change over the source projections.

For a large voxel-to-detector radius, r, and a small detector area, A, the subtense

can be approximated by:

dΩβs(β, vc) =
A cos(φ(β, vc))

r(β, vc)2
, (5.24)

where A cosφ is the projection of the detector face onto the plane parallel to the line

from the centre of the voxel to the centre of the detector face. Fig. 5.11 illustrates

the solid angle that two of the detectors subtend with all the voxels.

Calculating the scatter angles

Scatter angles are calculated in each source projection for each voxel-detector pair.

As mentioned previously, this is the angle made at the centre of the scattering voxel

between the ray from the source and the scattered ray in the direction of the centre

of the detector.

If the source position is given by α ∈ R3, then two unit vectors θ1 and θ2 are

calculated such that,

θ1 = (α− vc)/r1,

θ2 = (vc − β)/r2,
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where,

r1 =
√∑

(α− vc),

r2 =
√∑

(vc − β), (5.25)

and,

θv(α, β, vc) = arccos(θ1 · θ2). (5.26)

Calculating the scatter intensity

The intensity of scatter, Iv, that each voxel contributes to the image will depend

on the acquisition data as it is equal to the sum of all the intensities recorded in

the shadow of a voxel on the detector plane. The detectors in each voxel shadow

are consistent for each imaged object and can be determined in advance, minimising

the calculations of the scatter correction method after acquisition. The voxels are

considered to be spherical for these calculations, making an elliptical shadow on the

detector plane. Some of the voxels will only be partly covered by the x-ray beam and

others will not be covered at all.

In summary, this method approximates scatter from 1cm3 voxels, rather than using

a point scatter approximation. The scatter distributions are calculated in advance

using a Geant4 Monte Carlo approximation, and the intensity of scatter from each

voxel is based on the acquisition data. By approximating scatter from a small voxel

rather than a point, the number of calculations required to estimate the scatter is

reduced. Similarly, by making the assumption that the scattered rays are attenuated

like those in the forward direction, this removes the computationally expensive task

of calculating ray paths through the object. If there are few scattering regions within

a section of the object, there will be few calculations to compute.

In the following chapter scatter estimates are calculated, using the method described
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here, from a few test objects which were simulated with the Geant4 Monte Carlo

code described in Chapter 2.



Chapter 6

Results of the Scatter Correction

Method

The scatter correction method is applied to two test objects, a water box and a test

suitcase. The objects were simulated with the Geant4 Monte Carlo code described

in Chapter 2, with a similar experimental set-up as for the scatter test objects in

Chapter 3. A full rotation of each object was simulated for every fourth source

projection of the RTT machine, with multiple detector rings.

In Chapter 3, large bodies of water were shown to be highly scattering and so

provide a good initial test object for the scatter correction method. The method is

initially tested under ideal conditions, where the object is homogeneous, the initial

photon energy is monoenergetic and the scattering object fits exactly within the dis-

cretised scattering voxels. The test object is a 200mm×200mm box of water, extend-

ing infinitely (that is, extending beyond the beam coverage) in the third-dimension,

placed at the centre of the scanning region, and each photon has an energy of 100keV

to remove the effects of beam hardening.

The second test object is simulated under more difficult conditions to test the

robustness of the algorithm. The simulated object is inhomogeneous and consists of

a 450mm×450mm box filled with cotton, with a 2mm outer rim of PVC. This suitcase

is filled with four objects displayed in Fig. 6.1. A 120mm×70mm box of aluminium,

a 100mm×100mm box of water, a 80mm×80mm box of stainless steel and a lead

87
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(a)

Figure 6.1: Test suitcase

cylinder with a 80mm radius. Again all objects are extended infinitely in the third

dimension. The object is placed slightly above the isocentre, where the conveyor

belt would be and the objects are positioned so they do not fit exactly within in the

scattering voxels.

The scatter correction estimate is obtained for the four inside objects only, as-

suming that scatter from the cotton and thin PVC rim is low. To simulate all the

pixels would be computationally expensive. In order to further analyse the method,

the test suitcase is broken down into separate components, and simulated for three

projections, equally spaced around the source ring. First, the cotton and PVC rim

are removed, leaving only the four internal objects. Then each of the four objects

is simulated separately for close analysis. The scatter estimates took less than three

seconds to compute per projection and there is room for further optimisation. The

normalised x-ray energy spectrum, Īp(E), was assumed to start at 40keV.

6.1 Water box

All the scattering voxels within the water box are included in the scatter correc-

tion. First the intensity of each scattering voxel, Iv, is found, in each projection, by

summing the total recorded energy in the detectors in the voxel shadows from the

simulated projection data. This must be calculated for each scattering voxel in each

of the four cross-sectional slices. Fig. 6.2 illustrates the voxel slice numbering and
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Figure 6.2: Test suitcase

the position of each source projection. There are a total of 768 source projections,

denoted here by αi with i = 0. . . . , 767.

The results of the voxel intensities in the whole discretised scattering region are

displayed in Fig. 6.3 for each voxel slice for source projection 0. There are few

voxels covered by the beam in slices one and four, and in the area of the water box,

Fig. 6.4 there is no coverage at all. So only slices two and three are considered in

this instance. For the remainder of this section the results are displayed for three

projections equally spaced in the first quarter of the source ring (α0, α48 and α98),

more results are available in Appendix B. The results are similar in each quarter as

the box is placed at the centre. For voxels outside of the attenuating region, where no

rays have passed through the object, it is apparent in Fig. 6.3, that the intensity in

the voxels closer to the source have a higher beam coverage due to the inverse square

law drop off of the intensity of the beam.

Fig. 6.5, shows the intensity each voxel contributes to the scatter correction, with

the intensity of all voxels outside of the water box set to zero. Results for voxel slice

two are along the top and voxel slice three along the bottom. It is the edges of the

object, depending on the source rotation, that contribute the most scatter to the

correction. The rays passing through the corners of the box have the shortest path



CHAPTER 6. RESULTS OF THE SCATTER CORRECTION METHOD 90

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

2000

4000

6000

8000

10000

(a) Slice 1

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50

2

4

6

8

10

12

x 10
4

(b) Slice 2

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

x 10
4

(c) Slice 3

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4

(d) Slice 4

Figure 6.3: Water box: Voxel intensities for source projection 0
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Figure 6.5: Water box: Scattering voxel intensities

through the object and are attenuated the least. The high intensity voxels do not

necessarily contribute the most to the reconstructed image, as it is the scatter rays in

areas of low attenuation, that lead to the largest error. It is the area in the shadow

of the object that we are concerned with, where photoabsorption is higher.

The results of the simulated data are displayed in Figures 6.6, 6.7 and 6.8, where

image (a) shows single, multiple and total scatter recorded for each projection. The

data is statistical in nature but a clear pattern can be seen in each case and a smooth-

ing spline has been applied for easier comparison. Image (b), in each figure, plots the

log of the primary along with the single scatter component, to illustrate which part in

each projection we are interested in. It is only the areas where the photoabsorption

is high that scatter will cause significant errors in the image. Detectors need only be

considered in the active region.

The results of the scatter correction method applied to the water box are displayed

in Fig. 6.9, for both the spherical and cylindrical water samples at 200mm and 400mm

in air. The results show a good approximation to the single scatter component, for
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Figure 6.6: Water box: Simulated data for source projection 0
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Figure 6.7: Water box: Simulated data for source projection 48
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Figure 6.8: Water box: Simulated data for source projection 96
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all projections in the area behind the object. Let xsim denote the simulated total

scatter signal and xest denote the scatter estimate by a cylinder sample with a 200mm

detector distance, then the error ε is defined as.

ε = xsim − xest, (6.1)

The percentage of the total scatter signal that is reproduced by the scatter algorithm

is given by (1 − ε) and displayed in Fig. 6.10 for projection 0. The approximation

reproduces over 60% of the simulated total scatter signal in the most attenuating

regions behind the object, and is similarly above 60% for all other projections.

The cylinder sample in 200mm of air provides the closest approximation to the

single scatter component, and the cylinder in 400mm of air is the closest approxi-

mation to the total scatter. For these results it is clear that both the size of the

sample, and the length of the scattered rays through air in the scatter distributions

can make a significant difference. The cylindrical 400mm estimate is higher than the

single scatter component, as multiple scattered photons from the small sample are

contained within the scatter distribution.

The peaks in the data are due to scattering from voxels at the edges of the object,

which were shown previously to contribute a greater intensity. It is assumed that

the missing scatter at the edges of the active region is due to the assumption that

all rays after scattering are attenuated like those in the forward direction. For rays

passing all the way through the object close to the edges, a scattering event near the

top of the object can lead to a very short subsequent attenuation path through the

object. The ray in the forward direction, however, will have a much longer journey

and will be much more highly attenuated than the scattered ray. This assumption

however, does not compromise the scatter correction method as it is the area behind

the object where a good approximation is desired.
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Figure 6.9: Water box: Scatter approximation
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6.2 Test suitcase

The scatter correction results for the test suitcase, simulated with a 150kVp polyen-

ergetic spectrum are presented here. The intensites of each voxel for the test suitcase,

Fig. 6.11, for source projection 0, show that more voxels are affected by the object

attenuation than for the water box. Similarly, voxel slices one and four contribute lit-

tle to the data, but a few projections do incorporate slice four. Only the four objects

are considered within the scatter correction method and the suitcase itself is ignored.

Fig. 6.12 shows the scattering pixels that contribute to the correction method. A

voxel is chosen to be scattering if its centre lies within a scattering region, and as the

objects do not perfectly fit within these pixels their shapes change slightly. This is

clearly evident for the lead cylinder.

The intensities to the chosen scattering voxels only, with all other set to zero, are

displayed in Fig. 6.13 for three source projections equally spaced around the source

ring (α0, α256 and α512), for voxel slice two at the top and voxel slice three at the

bottom. The contribution each voxel makes is very different for each source projection

and voxel slice. This depends on the how many objects each ray passes through, and

therefore how much it is attenuated. Still, it is the corners of the objects that provide

the highest intensities, these highest intensites being much lower than those for the

water box.

The simulated data for each of the three projections is displayed in Figures 6.14,

6.15 and 6.16. Image (a) in each figure displays separate scatter contributions for each

projection and image (b) shows the primary with the single scatter to illustrate the

regions of interest. The single and total scatter contributions have a clearly defined

shape, differing over the projections. The total scatter recorded is lower than the

water box, but the primary beam is also much lower. The large majority of scatter

in this instance is due to single scattering events and there is little primary signal.

Fig. 6.17 displays the scatter estimate against the smoothed simulated scatter

data, for the sphere and cylinder samples in 400mm of air. More results are available

in Appendix B. The cylinder sample proved to be the best approximation for the water
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Figure 6.11: Test suitcase: Voxel intensities for source projection 0
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Figure 6.12: Test suitcase scattering voxels

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

500

1000

1500

2000

2500

3000

(a) Projection 0

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

1000

2000

3000

4000

5000

6000

7000

8000

9000

(b) Projection 256

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

1000

2000

3000

4000

5000

6000

7000

(c) Projection 512

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

200

400

600

800

1000

1200

1400

1600

1800

(d) Projection 0

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

200

400

600

800

1000

1200

1400

(e) Projection 256

 

 

5 10 15 20 25 30 35 40 45 50

5

10

15

20

25

30

35

40

45

50 0

200

400

600

800

1000

1200

1400

1600

1800

(f) Projection 512

Figure 6.13: Test suitcase: Scattering voxel intensities
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Figure 6.14: Test Suitcase: Simulated data for source projection 0
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Figure 6.15: Test Suitcase: Simulated data for source projection 256
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Figure 6.16: Test Suitcase: Simulated data for source projection 512



CHAPTER 6. RESULTS OF THE SCATTER CORRECTION METHOD 99

100 200 300 400 500 600

0.5

1

1.5

2

2.5

Active Detector

E
n
e
rg

y
/M

e
V

 

 

sphere 400mm

cylinder 400mm

Total scatter

Single scatter

(a) Projection 0

100 200 300 400 500 600

0.5

1

1.5

2

2.5

Active Detector

E
n

e
rg

y
/M

e
V

 

 

sphere 400mm

cylinder 400mm

Total scatter

Single scatter

(b) Projection 256

100 200 300 400 500 600

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Active Detector

E
n
e
rg

y
/M

e
V

 

 

sphere 400mm

cylinder 400mmTotal scatter

Single scatter

(c) Projection 512

Figure 6.17: Test suitcase: Scatter approximation

box, and the sphere sample is plotted to illustrate the differences due to sample size.

Although the estimate follows a similar trend to the simulated data, it is much too

low and does not provide a good approximation. Between 12% and 30% of the total

simulated scatter signal is reproduced by the estimate, is highly attenuating areas.

There are two main problems that are thought to affect the results. First, the objects

do not fit exactly within the scattering voxels, this results in an increase in the voxel

intensity if the size has been extended and a decrease if the size has been reduced.

Second, the shadows of the voxels are assumed to be cylindrical which is the shadow

of spherical voxels on the detector plane. This was calculated for simplicity, and to

avoid over-estimating the voxel scatter intensity if the detector is not fully cover by

the shadow.

To analyse these results further and to investigate the conditions under which the
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scatter correction method provides good results, the following sections break down

the test suitcase into separate components.

6.3 Four objects no suitcase

In order to investigate the errors caused by ignoring the suitcase and cotton, the four

objects were simulated in air, without the surrounding. The intensity values to the

scattering pixels, Fig. 6.18, are much higher in this instance compared to the test

suitcase. When comparing the two total simulated intensities for the projection 0, it

is clear that the rays are much more attenuated when they pass through the cotton

suitcase, Fig. 6.19. The scatter component within the acquired data, in this instance,

is also much lower than the test suitcase, Fig. 6.20. It is clear, from this analysis,

that the suitcase can not be ignored.

The scatter correction compared to the simulated data provides a much better

estimate when the suitcase is removed, Fig. 6.21. Projections 0 and 512 provide good

approximations to the single scatter component in the areas behind the objects, repro-

ducing up to 80% and 57% respectively. Projection 256 however, over-compensates

for scatter. This is possibly due to the change in the object shapes. If a voxel is set

to scattering and it is not fully covered by the scattering object the intensity value

will be incorrect. Particularly if the rays passing by the edge of the object are not

highly attenuated.

Results were also collected for the simulated four objects in a vacuum, to analyse

the effects air has on the results. Fig. 6.22 displays the data for projections 256 and

512. The multiple scatter component appears to remain unchanged. However, there is

significant change in the single scatter component, especially outside the object region

where the rays are unattenuated by the object. There is a drop of approximately 8%

at the peaks and as much as 35% at the edge of the active detector region.

The results of the scatter approximation obtained with sphere and cylinder sam-

ples similarly in a vacuum are display in Fig. 6.23. The estimate is even slightly lower

than for the four objects in air, implying that either the scatter distributions or the
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Figure 6.18: Four objects in air: Scattering voxel intensities
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Figure 6.19: Simulated total energy for test suitcase and four objects with no suitcase
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Figure 6.20: Four objects in air: Simulated and smoothed scatter data
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Figure 6.21: Four objects in air: Scatter approximation
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Figure 6.22: Four objects in a vacuum: Simulated and smoothed scatter data



CHAPTER 6. RESULTS OF THE SCATTER CORRECTION METHOD 104

100 200 300 400 500 600

0.2

0.4

0.6

0.8

1

1.2

1.4

Active Detector

E
n
e
rg

y
/M

e
V

 

 

sphere vacuum

cylinder vacuum

Total scatter

Single scatter

(a) Projection 256

100 200 300 400 500 600

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Active Detector

E
n

e
rg

y
/M

e
V

 

 

sphere vacuum

cylinder vacuum

Total scatter

Single scatter

(b) Projection 512

Figure 6.23: Four objects in a vacuum: Scatter approximation

intensity values are too low. Since the scatter distributions provided a good approx-

imation to the water box it is likely that the intensity values are not correct. To

investigate this further, scatter estimate are obtained for the four objects simulated

separately.

6.4 Aluminium object

The aluminium object is simulated separately in air and in a vacuum. The voxel

intensities shown in Fig. 6.24 show that the highest scattering points will be from

the corners of the object. Figures 6.25, 6.26 and 6.25 show the separate scatter

components, image (a), and the primary against the single scatter component, image

(b), for the three projections in air. In the scatter data there at two peaks associated

with the edges of the object.

The scatter estimate was obtained for the object in air and in a vacuum for

the cylindrical sample in air and in a vacuum respectively. The estimate for the

aluminium object in air is display in Fig. 6.28, and in a vacuum in Fig. 6.29. The

estimates are still too low but they follow the general trend of the simulated scatter

data in the area behind the object. Still, approximately 65%, 57% and 45% of the

simulated scatter component is reproduced for projections 0, 256 and 512 respectively.

Since the approximation is low in the vacuum case, it is the intensity that causes the
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Figure 6.24: Aluminium object in air: Scattering voxel intensities
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Figure 6.25: Aluminium object in air: Simulated data for source projection 0
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Figure 6.26: Test Suitcase: Simulated data for source projection 256
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Figure 6.27: Test Suitcase: Simulated data for source projection 512
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Figure 6.28: Aluminium object in a air: Scatter approximation

problem here.

In Fig. 6.28a one of the peaks from scatter at the edge of the object is missing in

the estimate. It can be seen from Fig. 6.24a that the right bottom corner voxel of the

box has an intensity less than half that of the top left corner. The aluminium object

fits exactly horizontally but not vertically within the scattering voxels. There is a

slight shift upwards, which results in the top of the box being extended slightly and

the bottom of the box reduced due to the size of the scattering voxels. Therefore,

intensity is gained in the top left corner from rays that are unattenuated by the box

and is reduced in the bottom right corner as not all rays that have passed through

the edge of the object are included in the intensity calculations. It is clear that the

scatter estimate is very sensitive to the intensity values.
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Figure 6.29: Aluminium object in a vacuum: Scatter approximation
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6.5 Water object

The water object in the test suitcase is simulated separately in air and an estimate

to the scatter provided with the voxel intensities for each voxel slice displayed in

Fig. 6.30. More voxels contribute to the intensity than the aluminium object as there

is less attenuation through the object. Similarly to the aluminium object, the water

object is shifted slightly in the y-direction and so does not fit exactly within the

scattering voxels. This provides a good comparison to the large water box with a

polyenergetic input x-ray spectrum.

The primary and separate scatter components obtained from the simulation are

displayed in Figures 6.31, 6.32 and 6.33, and the scatter estimate displayed against

the simulated scatter data are given in Fig. 6.34. Again the scatter estimate applied to

a water object provides a good approximation to the single scatter element, especially

for a cylinder sample. In the areas behind the object the reproduction of the total

scatter component is as good as 90% in projection 0, 73% in projection 256 and 80%

in projection 512. One reason for this compared to the aluminium object may be

that more of the scattering voxels contribute significantly to the estimate, as it is less

attenuating, and therefore it is less sensitive to errors in the intensity measurements

at the edges.
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Figure 6.30: Water object in air: Scattering voxel intensities
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Figure 6.31: Water object in air: Simulated data for source projection 0
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Figure 6.32: Water object in air: Simulated data for source projection 256
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Figure 6.33: Aluminium object in air: Simulated data for source projection 512
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Figure 6.34: Water object in air: Scatter approximation
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Figure 6.35: Water object in a vacuum: Scatter approximation
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6.6 Steel and lead objects

The steel and lead objects are expected to have a low scattered component as they

are both highly attenuating objects. This results in only a low number of scattered

photons escaping the object after scattering, particularly for lead which has a low

forward scatter distribution. The voxel intensities in the area of the object are shown

for voxel slices two and three in Fig. 6.36 for steel and for voxel slice two in Fig. 6.37

for lead. Very few of the voxels contribute a significant intensity in either case.

Fig.6.38 displays the simulation results for the steel object. The scatter component

is low but has a clearly defined distribution, and the primary beam is similarly low

in the area behind the object. This leads to a high scatter-to-primary ratio and so it

is important to obtain a good approximation to the scatter component for the steel

object.

However, since the estimate is very sensitive to the intensity values and the ob-

jects do not fit within the scattering voxels, this leads to a very bad approximation,

Fig. 6.38. Another effect that must be considered here is beam hardening. The low

energy photons are preferentially absorbed and so there will be a shift in the spectrum

of energies at points within the object. The scatter distributions at each energy must

be multiplied by the fraction of photons that are present at that energy, N(E), where

E, in this case, is given in 10keV energy bins. Photoabsorption is the dominant effect

in steel up to energies of over 110keV when Compton scatter becomes the dominant

process. Therefore, the scatter distributions for steel increase with increasing energy.

Fig. 6.40 examines the change in the scatter estimate, for projection 256, by setting

N(E) at lower energies of E to be zero. The results are displayed for spectrums shifted

to 100, 110, 120 and 130keV. The increase in the scatter estimate is clear, leading to

a decrease of scatter by 25% in the area behind the object.

Fig. 6.41 displays the scatter contribution of the lead object in air and in a vacuum.

As can be seen the lead object contributes barely any scatter to the image. It is

therefore unnecessary to include the lead object in the scatter estimate.
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Figure 6.36: Steel object in air: Scattering voxel intensities
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Figure 6.37: Lead object in air: Scattering voxel intensities
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Figure 6.38: Steel object in air: Simulated and smoothed scatter data
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Figure 6.39: Steel object in a air: Scatter approximation



CHAPTER 6. RESULTS OF THE SCATTER CORRECTION METHOD 116

100 200 300 400 500 600

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Active Detector

E
n
e
rg

y
/M

e
V

 

 

100keV

110keV

120keV

130keV

(a) Projection 256

Figure 6.40: Steel object in a air: Scatter estimate with the input spectrum shifted
to higher energies
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Figure 6.41: Lead object: Simulated scatter component in air and in a vacuum
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6.7 Summary

In summary, the correction method is very sensitive to the intensity values, Iv, espe-

cially for highly attenuating objects where few scatter voxels contribute significantly

to the scatter component. Inconsistencies in the true shape of the objects and the

approximated shape of the objects cause errors in these intensity measurements, as

well as inaccuracies in the calculation of the voxel shadows on the detector rings.

However, even though the method needs further refinement, it has been shown to

behave well in certain situations and provides the basis for a good scatter correction

method.

Reconstructions were performed on both the water box and test suitcase simu-

lated data, before and after scatter removal, using a conjugate gradient least squares

method. Although the scatter estimate was good for the water box, the primary

energy recorded in the detectors behind the object was still high, compared to the

scatter, leading to a very low scatter to primary ratio. This was due to the high energy

monoenergetic initial photon energies used in the simulation, with the intention of

removing beam hardening effects. Therefore, when a reconstruction was performed,

after subtracting the estimated scatter signal from the simulated data, the difference

in reconstructed values was negligible showing no significant improvement.

When a reconstruction was performed on the test suitcase data the solution did

not converge. Since the input spectrum is polyenergetic, and there are more highly

scattering objects than the water box, this does provide high scatter to primary

ratios in areas behind highly attenuating objects. However, since the recorded signal

is low and only every fourth source projection is simulated, this does not provide

enough information to determine a unique solution. More processing power would be

required to perform a full revolution of the system for every source projection, as the

current data took many weeks to acquire over multiple processors. For these reasons,

unfortunately, no reconstructions can be provided.

In the following Chapter, conclusions of the work throughout this thesis and ideas

for further work are presented.



Chapter 7

Conclusions and Further Work

Throughout this thesis, scattered radiation in a switched source multi-ring detector

CT machine, with no detector collimation, has been investigated. Scattered radia-

tion was shown to contribute significantly to the measured data in areas behind large

objects where the measured primary signal was low. The results of the scatter inves-

tigation, based on simulated data, demonstrated the significant increase in detected

x-ray scatter when moving from fan beam to cone beam imaging systems.

An overview of scatter correction methods in x-ray CT was given, which con-

cluded that current methods were not suited to airport applications or the correction

methods were slow and impractical. A new, faster scatter correction method has

been proposed, whereby the scatter component is estimated in each detector, per

projection, by summing the contribution of scatter from computerised 1cm3 voxels of

the image.

The method was applied to two test objects, a homogeneous water box simulated

with a monoenergetic spectrum and a test suitcase simulated with a polyenergetic

spectrum. A good approximation to the single scatter component of the water box

was found, where greater than 60% of the total scatter signal was reproduced. When

the method was applied to the test suitcase, the reproduced signal was less than 20%

of the simulated scatter data. When then method was applied to simulated data

of the internal objects with the suitcase removed, the estimate was much improved

showing that the assumption that low scatter voxels could be ignored is invalid.

118
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The scatter estimate was very sensitive to the voxel intensities, which were incor-

rect due to the approximations of the shape of the objects and inaccuracies of the

voxel shadows. The investigation into the proposed scatter correction method is by

no means complete, but initial tests indicate that the method could be significantly

improved with refinement. The following section presents some ideas of how the

results could be improved.

7.1 Further work

One idea for further work is to differ the size of the scattering voxels over each

scattering region. Smaller voxels at the object edges, so that the object shapes are

better approximated, would remove some of the intensity errors whilst reducing the

minimum size of a scattering object. Similarly, larger scatter voxels could be used to

add the contribution of scatter from the low scattering cotton component, without

increasing the computation time significantly. Better approximation of the voxel

shadows would equally remove intensity errors.

To remove beam hardening effects, the spectrum of energies, Īp, could differ de-

pending on the scattering material. This involves analysing the primary beam spec-

trum detected in the scatter distributions for the different materials. More objects of

differing shapes and sizes need to be simulated in order to test the method further.

In terms of speed, the algorithm is by no means optimised. In it’s current form, all

solid angles for each voxel-detector pair and all scatter angles for each voxel-detector

pair in each projection are read in from file. By grouping together small changes in

angles this would significantly reduce computation time. A reconstruction before and

after scatter removal should be performed, given more time and processing power, to

prove the effectiveness of the algorithm.

In the long term, with developments in computer processing power, the Geant4

Monte Carlo simulation could be implemented within the reconstruction loop provid-

ing scatter correction alongside the reconstruction. First, a reconstruction is required

to approximate the attenuation coefficients then this information could be fed into
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a Monte Carlo simulation leading to an approximation of the scatter signal. The

scatter could then be removed from the original data and another reconstruction per-

formed on the new data providing an improved approximation to the reconstructed

attenuation coefficients, with these results being fed back into the Monte Carlo sim-

ulation. A better approximation to the scattered signal could then be simulation

and subtracted from the original data and so on until a scatter free image is found.

Of course, significant improvements in computer processing power would be required

before this was feasible in a real scenario.
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Appendix A

Example Code

The following code is the user defined Event Action class for the Geant4 Monte Carlo

simulation of the RTT80 machine.

#include "G4Timer.hh"

#include "cxrModel_v20EventAction.hh"

#include "cxrModel_v20PrimaryGeneratorAction.hh"

#include "cxrModel_v20RunAction.hh"

#include "cxrModel_v20DetectorConstruction.hh"

#include "cxrModel_v20SensorsHit.hh"

#include "cxrModel_v20Histogram.hh"

#include "logFile.hh"

#include "G4Event.hh"

#include "G4EventManager.hh"

#include "G4HCofThisEvent.hh"

#include "G4VHitsCollection.hh"

#include "G4TrajectoryContainer.hh"

#include "G4Trajectory.hh"

#include "G4VVisManager.hh"

#include "G4SDManager.hh"

#include "G4UImanager.hh"

#include "G4UnitsTable.hh"

#include "G4ios.hh"

#include "G4RunManager.hh"

#include <fstream>

using namespace std;

cxrModel_v20EventAction::cxrModel_v20EventAction
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(cxrModel_v20DetectorConstruction* DET, G4bool separateScatter):

detCon(DET)

{

// timer

RunTimer = new G4Timer();

time = 0.0;

scatter = separateScatter;

}

cxrModel_v20EventAction::~cxrModel_v20EventAction()

{

delete RunTimer;

delete [] sensorsCollID;

}

void cxrModel_v20EventAction::BeginOfEventAction(const G4Event*)

{

// Give each active detector a collection ID

// for managing hit counts

static G4int count = 0;

if (count == 0)

{

noOfDetRings = detCon->GetNoOfDetRings();

G4cout << "***noOfDetRings in eventAction****"

<< noOfDetRings << G4endl;

sensorsCollID = new G4int[noOfDetRings][softDetsIn];

char cxrColName[40];

SDman = G4SDManager::GetSDMpointer();

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

sensorsCollID[k][i] = 0;

sprintf(cxrColName,"cxrSDet%d/cxrDetCol",i+(k*softDetsIn));

sensorsCollID[k][i] = SDman->GetCollectionID

((G4String)cxrColName);

}

}

}
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totalE = 0.;

RunTimer->Start();

count++;

}

void cxrModel_v20EventAction::EndOfEventAction

(const G4Event* evt)

{

HCE = evt->GetHCofThisEvent();//point to event

//CHC initialised for hits collection

cxrModel_v20SensorsHitsCollection* CHC = 0;

//set up pointers to enable use of histogramming

pRunManager = G4RunManager::GetRunManager();

pRunAction = (cxrModel_v20RunAction*)(pRunManager

->GetUserRunAction());

G4bool histogram = pRunAction->histogram;

/* Collect hits information for histogramming. Options are:

(1) Total energy all processes combined

(2) Total energy for separate processes

(3) Histogrammed hits all processes combined

(4) Histogrammed hits of each process separately

*/

if(scatter)//separate scatter

{

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

// Find the number of hits for each process

G4int noScatter = noOfHits[k*softDetsIn+i][0];

G4int compton = noOfHits[k*softDetsIn+i][0]

+ noOfHits[k*softDetsIn+i][1];

G4int rayleigh = noOfHits[k*softDetsIn+i][2] + compton;

G4int msc = noOfHits[k*softDetsIn+i][3] + rayleigh;

// Get hit count of the event

if (HCE) CHC = (cxrModel_v20SensorsHitsCollection*)(HCE

->GetHC(sensorsCollID[k][i]));

if (CHC)

{

G4int nHit = CHC->entries();

if (nHit > 0)

{
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G4double totalE;

if (noOfHits[k*softDetsIn+i][0] > 0)

{

totalE = 0;

for (G4int j = 0; j < noScatter; j++)

{

if(histogram)

{

totalE = (*CHC)[j]->GetEdep();

pRunAction->energyHistogram[k][i]

->histogramTheData(totalE);

totalE = 0;

}

else totalE += (*CHC)[j]->GetEdep();

}

if (!histogram) pRunAction->energyHistogram[k][i]

->totalDetectorEnergy(totalE);

}

if (noOfHits[k*softDetsIn+i][1] > 0)

{

totalE = 0;

for (G4int j = noScatter; j < compton; j++)

{

if(histogram)

{

totalE = (*CHC)[j]->GetEdep();

pRunAction->comptonHistogram[k][i]

->histogramTheData(totalE);

totalE = 0;

}

else{ totalE += (*CHC)[j]->GetEdep();

}

}

if(!histogram) pRunAction->comptonHistogram[k][i]

->totalDetectorEnergy(totalE);

}

if (noOfHits[k*softDetsIn+i][2] > 0)

{

totalE = 0;

for (G4int j = compton; j < rayleigh; j++)

{

if(histogram)
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{

totalE = (*CHC)[j]->GetEdep();

pRunAction->rayleighHistogram[k][i]

->histogramTheData(totalE);

totalE = 0;

}

else totalE += (*CHC)[j]->GetEdep();

}

if(!histogram) pRunAction->rayleighHistogram[k][i]

->totalDetectorEnergy(totalE);

}

if (noOfHits[k*softDetsIn+i][3] > 0)

{

totalE = 0;

for (G4int j = rayleigh; j < msc; j++)

{

if(histogram)

{

totalE = (*CHC)[j]->GetEdep();

pRunAction->mscHistogram[k][i]

->histogramTheData(totalE);

totalE = 0;

}

else totalE += (*CHC)[j]->GetEdep();

}

if(!histogram) pRunAction->mscHistogram[k][i]

->totalDetectorEnergy(totalE);

}

}

}

}

}

}

// All process data collected together

else

{

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

totalE = 0;

if (HCE) CHC = (cxrModel_v20SensorsHitsCollection*)(HCE

->GetHC(sensorsCollID[k][i]));

if (CHC)

{
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G4int nHit = CHC->entries();

if (nHit > 0)

{

for (G4int ii = 0; ii < nHit; ii++)

{

if(histogram)

{

totalE = (*CHC)[ii]->GetEdep();

pRunAction->energyHistogram[k][i]

->histogramTheData(totalE);

totalE = 0;

}

else totalE += (*CHC)[ii]->GetEdep();

}

if (!histogram) pRunAction->energyHistogram[k][i]

->totalDetectorEnergy(totalE);

}

}

}

}

}

if(scatter)

{

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

for (G4int j = 0; j < 4; j++)

{

noOfHits[k*softDetsIn + i][j] = 0;

}

}

}

}

//activate the timer

event_id = evt->GetEventID();

RunTimer->Stop();

time += (RunTimer->GetRealElapsed() / (G4double)60.0);

time_mins = (G4int)time;

time_seconds = (G4int)((time - (G4double)time_mins)*(G4double)60);

if ((event_id+1)%10 == 0)

{

G4cout << (event_id + 1) << " events completed in "
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<< time_mins << " minutes "<< time_seconds

<< " seconds." << G4endl;

char theTime[200];

logFile *myRecord = new logFile();

fetchedName = pRunAction->GetLogFileName();

myRecord->PublicSetLogName(fetchedName);

sprintf(theTime,

"Event Id: %d Real elapsed time: %d mins, %d secs",

event_id, time_mins, time_seconds);

myRecord->AppendLogFile( &theTime[0]);

delete myRecord;

}

}

void cxrModel_v20EventAction::SetNoOfDetHits

(G4int (*hits)[4], G4int stage)

{

G4int j = stage;

// Get hit counts for each process from stacking action

if(!noOfHits)

{

noOfHits = new G4int[noOfDetRings*softDetsIn][4];

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

for(G4int j = 0; j < 4; j++)

{

noOfHits[k*softDetsIn + i][j] = 0;

}

}

}

}

for (G4int k = 0; k < noOfDetRings; k++)

{

for (G4int i = 0; i < softDetsIn; i++)

{

noOfHits[k*softDetsIn + i][j] = hits[k*softDetsIn+i][j];

}

}

}
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Appendix B

Additional Results

Additional results are displayed here for the water box and test suitcase. Specifically,

they show the scatter estimate against the simulated scatter data for alternative

source projections.

136
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Figure B.1: Water box: Scatter approximation for different projections
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Figure B.2: Test suitcase: Scatter approximation for different projections


	Abstract
	Declaration
	Copyright Statement
	Acknowledgements
	Introduction
	X-ray Computed Tomography
	Introduction
	Generating x-rays
	Geometry
	Physics processes
	Artifacts
	Mathematical model
	Attenuation coefficient
	Transport equation
	Beer-Lambert law
	Radon transform
	Fourier transform
	Fourier slice theorem

	Reconstruction
	Filtered backprojection
	Algebraic reconstruction techniques


	Monte Carlo Methods and the Geant4 Simulation
	Monte Carlo methods
	Geant4 Monte Carlo simulation
	Introduction to Geant4
	User-defined classes
	Calculating the mean free path
	Determining the point of interaction

	Physics Processes
	Photoabsorption
	Scattering
	Total cross sections
	Sampling the scattering angle
	Sampling the scattering energy


	Scatter Investigation for the RTT80 Machine
	The RTT80 machine
	Verifying the model
	X-ray source housing
	Analytic model
	Real data

	Simulated scatter data
	Simulated scatter objects
	Experimental setup

	Results
	Single detector ring data
	Multiple detector ring data

	Summary

	Scatter Correction
	Scattered radiation in x-ray imaging systems
	Scatter correction methods
	Scatter correction algorithm
	Scatter from a point
	Scatter from a voxel
	Scatter from an object
	Pre-calculated data


	Results of the Scatter Correction Method
	Water box
	Test suitcase
	Four objects no suitcase
	Aluminium object
	Water object
	Steel and lead objects
	Summary

	Conclusions and Further Work
	Further work

	Bibliography
	Example Code
	Additional Results

