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Time-of-flight secondary ion mass spectrometry (ToF-SIMS) in principle has the 
capability to detect and localise complex chemistry on the sub-cellular scale.  
Robust sample preparation protocols are therefore of great importance when 
attempting to preserve the natural biochemistry and architecture of biological 
specimens and extract meaningful information.  It is likely that the optimum 
methodology will depend on the nature of the sample, and the goal of the 
analysis. The following study focussed on the preparation of cancer cells for ToF-
SIMS analysis. Air drying, freeze fracturing, freeze drying and cytospinning-based 
preparation techniques and variations thereof were evaluated. Using image 
contrast, assessing spectra for the gain, or loss of native and non-native cellular 
species and the ratio of inorganic to organic ion yields, the investigation provides 
a systematic evaluation of the features of each preparation technique. This 
study then employed the optimum methods to determine the influence of the 
various phases of the cell cycle on classification of ToF-SIMS spectral data.  A 
number of cell types, both cancerous and non-cancerous in G1, S and G2/M 
growth phases are separated by anticancer drug treatment and FACS 
(fluorescence activated cell sorting) and subjected to ToF-SIMS analysis.  The 
results indicate that ToF-SIMS can detect surface biochemical changes induced 
by the cell cycle. Importantly it is also capable of detecting subtle alterations in 
cellular chemistry caused by anticancer drugs. Furthermore, the ToF-SIMS data 
was compared to results obtained from synchrotron sourced FTIR 
microspectroscopy to provide a more robust complementary analysis and 
support chemical evidence gathered. 
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Chapter 1: Introduction 

The following thesis follows a discovery based, holistic approach to examine the 

development of chemically based methods to understand and characterise 

cancer and chemotherapeutic agents at a cellular level.  

 

The succeeding chapter introduces theory relevant to the investigation. Cancer 

and cell biology will be introduced; spectrometric and spectroscopic concepts 

will be discussed; and, finally, statistical methods explained.   

 

1.1 Cancer 

Cancer, today, still remains one of the most feared causes of death. After 

cardiovascular disease, a mortality rate of about 12.4 million cases per year 

makes cancer a leading cause of death worldwide (figure 1.1) [1]. Out of those 

deaths, lung cancer was the most common cancer in men and breast in women 

[1]. The following will discuss, broadly, cancer epidemiology and aetiology; 

tumour nomenclature, detection, diagnosis and prognosis; and, finally, model 

cell lines and cell biology will be introduced.  

Figure 1.1. Distribution of Global Cancer burden by World Health Organisation 

Region. Reproduced from [1] 
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1.1.1 Cancer epidemiology 

Several forms of cancer vary significantly in incidence, prevalence and mortality 

rate between populations (figure 1.1) [2,3]. It seems that every form of cancer is 

rare in some location and the incidence of cancer in immigrants from these 

areas soon meets the level of the host population [4]. This observation lead 

cancer epidemiologists to believe most forms of the disease are, in principle, 

preventable. This trend ruled out genetic explanations for the global differences 

in cancer incidence and brought forward ideas relating to lifestyle choice and the 

environment [2]. The following will introduce some of the factors commonly 

addressed by cancer epidemiologists, a more exhaustive list of discussions is 

provided elsewhere by the International Agency for Research on Cancer (IARC) 

[1].  

 

1.1.1.1 Carcinogenic effects of tobacco 

The carcinogenic effect of tobacco was probably the most noteworthy discovery 

in the history of cancer epidemiology [2]. The risk of cancer increases 

significantly with smoking, including cancer of the lung, oral cavity, nasal cavity 

and nasal sinuses, pharynx, larynx, oesophagus, stomach, pancreas, liver, urinary 

bladder, kidney and uterine cervix, and myeloid leukaemia [1]. Furthermore, the 

incidence of lung cancer increases rapidly among those who are frequently 

exposed to second hand smoke - ƻŦǘŜƴ ǘŜǊƳŜŘ ŀǎ άǇŀǎǎƛǾŜ ǎƳƻƪƛƴƎέ ώмϐΦ wŜŎŜƴǘ 

estimates suggest the incidence of smoking related cancers to be higher in more 

affluent regions as the consumption of cigarettes started earlier in these places. 

Similarly, the incidence of smoking related cancers in males is greater than in 

females as women began to smoke several years after men [1]. Interestingly, the 

detrimental effects of smoking have different consequences between 

populations [2]. For example, in China, smoking leads to more deaths from liver 

cancer than cardiovascular disease [5].  

 

Despite recent changes in the composition of cigarettes, tobacco smoke still 

remains the most common source of carcinogens in humans [1]. Out of the 4800 

compounds found in cigarette smoke, 69 are thought to be carcinogenic [6]. The 
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most harmful agents are carbon monoxide, nicotine, nitrogen oxides, 

nitrosamines, hydrogen cyanide, volatile aldehydes, aromatic hydrocarbons and 

alkenes. Of these, aromatic hydrocarbons and nitrosamines are the most 

destructive.  

 

Smokeless tobacco products such as chewing tobacco or snuff are ς despite the 

lack of burning ς also carcinogenic. Smokeless tobacco is used widely in Asia, 

Africa, Northern America and Nordic European Countries [1]. There are over 30 

carcinogens in smokeless tobacco including similar compounds to tobacco 

smoke [1]. Furthermore, smokeless tobacco use exposes the person to the 

highest human exposure to nitrosamines [1].  

 

Continued exposure to the carcinogenic compounds in tobacco can lead to DNA 

damage and disrupt mechanisms involved with cellular repair, which eventually 

leads to cancer [1,6]. 

 

1.1.1.2 Diet and obesity 

The large number of foods and their many ingredients presents a complex 

problem for dietary epidemiologists [2]. Nevertheless, epidemiological 

observations have successfully identified nutritional deficiencies responsible for 

diseases such as pellagra, blindness, scurvy and spina bifida [7]. Such strong 

associations have yet to be made with cancer due to the complexity of the 

disease and, frequently, conflicting information [2,7]. For example, the daily 

intake of calcium has been marked as an important factor in reducing the 

probability of colon cancer in prone individuals [7].  Contrastingly, however, it 

has also been found that too much dietary calcium (>600mg/day) can increase 

the risk of prostate cancer [8]. It is believed that Calcium is involved in the 

regulation of vitamin D synthesis, more specifically, the down-regulation of the 

anti-proliferative effects of the vitamin [8]. As with many dietary factors, 

difficulties in quantifying calcium intake have compounded investigations. It is 

therefore, unclear how serious such investigations can be taken [7,8,9]. Similar 

ǇǊƻōƭŜƳǎ ƘŀǾŜ ƭŜŀŘ ǘƻ ǘƘŜ ǊƛǎŜ ŀƴŘ Ŧŀƭƭ ƛƴ ǇƻǇǳƭŀǊƛǘȅ ƻŦ Ƴŀƴȅ άŀƴǘƛŎŀƴŎŜǊέ 
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compounds, such as beta-carotene and folate [7]. It is important to note the 

efficacy of these compounds probably also depends on the synergistic influence 

of other natural components of the food [7]. Thus far, no single compound 

contained within food shows a strong, reliable association with the prevention, 

or induction of cancer [2,7]. 

 

As a general rule, western diets can be linked to higher risks of cancers, such as 

prostate and colon cancer [8]. The higher intake of fats, processed meats and 

red meats that characterizes the western diet is thought to be largely 

responsible [8]. In particular, the methods, by which, the food is prepared and 

cooked, may be important for the disease. For example, high temperature 

cooking methods, such as charcoal grilling and frying, can produce potent 

mutagenic heterocyclic amines [9]. 

 

More recently, links have been found between obesity and cancer. The world 

cancer report produced by the IARC suggests that obesity is contributing 

άǎƛƎƴƛŦƛŎŀƴǘƭȅέ ǘƻ ƛƴŎǊŜŀǎƛƴƎ ŎŀƴŎŜǊ ƛƴŎƛŘŜƴŎŜǎ ώмϐΦ Lǘ ƛǎ ōŜƭƛŜǾŜŘ ǘƘŀǘ 

approximately 5% of all cancers in Europe are caused by obesity and could 

possibly be prevented if levels were reduced [2].  

 

1.1.1.3 Viruses, parasites and bacteria 

Another important advance in cancer epidemiology characterized pathogens 

capable of inducing carcinogenesis [2]. For example, DNA from a certain 

phylogenetic subgroup of human papillomaviruses (HPVs) has been detected in 

around 99.7% of cervical cancers [10]. This suggests the link between HPV and 

cervical cancer is the strongest ever reported for a specific cause of cancer, 

which could be greatly reduced by vaccination [10].  

 

Other pathogens responsible for increasing the risk of cancer include 

Helicobacter pylori, a bacterium that can cause stomach cancer; the hepatitis-C 

virus (HCV), linked with liver cancer; and, many others [1,2].  
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1.1.1.4 Hormones and growth factors 

It is clear that androgens play a pivotal role in the development and 

maintenance of both male and female reproductive organs and in the treatment 

of the relevant cancers. For example, surgical or medical castration has proven 

as an effective means of treating patients with metastatic prostate cancer [8]. 

This is probably due to the fact that the prostate is necessary for the conversion 

of testosterone to dihydrotestosterone, both of which have been linked to the 

induction of prostate cancer in rats [8,9]. As briefly mentioned previously, 

vitamin D ς another steroid hormone ς has potent antiproliferative, pro-

apoptotic, and pro-differentiative effects on prostate cancer cells [9]. 

Synthesised primarily in response to dermal sunlight exposure, vitamin D is also 

believed to have chemopreventative effects and inhibit tumour growth [9].  

 

Steroid hormones are known to modulate the production and biological action 

of growth factors [11]. It is not surprising therefore, that insulin-like growth 

factors (IGFs) have been associated with prostate cancer. These polypeptides are 

intimately involved with cancer cell proliferation, differentiation, and apoptosis 

[8]. It is thought that IGFs may be an important link between the western 

lifestyle and a higher incidence of prostate cancer [8]. Essentially, the 

consumption of large amounts of fats stimulates the production of excessive 

IGF, thus providing the conditions, in which prostate cancer could proliferate [8].  

 

Interestingly, the western lifestyle is also associated with increased breast 

cancer risk. It seems that the western diet in particular, induces menarche at a 

younger age and post menopausal obesity, which raises endogenous oestrogen 

levels [2]. Increased levels of endogenous hormones, such as oestrogen, are 

believed to play a pivotal role in the development of several cancers of the 

female reproductive organs [1,2].  

 

1.1.1.5 Genetic factors 

Genetic influences are widely considered to be accountable for several cancers 

[1,2]. Familial clustering of some forms of cancer is thought to be predominantly 
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due to genetic susceptibility, including: the combined or individual influences of 

both highly and weakly penetrant genes; and, genetic variations in the synthesis 

and metabolism of hormones, carcinogen metabolism, DNA repair, and 

inflammation pathways [1,2,9]. However, inconclusive results have often led to 

the dismissal of these alone [2,9]. It is more likely that a complex relationship 

between genetic factors and environmental influences is responsible for the 

pathogenesis of prostate cancer [2,9].  

1.1.2 Cancer classification  

Unfortunately, for vertebrates to live long lives, cells must continuously divide 

for development, maintenance and repair. To do so, vertebrates have evolved 

ways of inducing cell proliferation when needed, while suppressing clonal 

autonomy. However, when these processes fail, cancer is the inevitable result 

[12]. Cancer is a general term used to describe one of the 200 various types of 

disease causing malignant neoplasms [3]. These are diseases in which the 

incessant proliferation of somatic cells kills by invading, overthrowing and 

corroding normal tissues [12]. The dividing cells form masses, or tumours, of 

undefined structure which can be characterised as either solid or diffuse, 

according to the tissue or cell of origin [3].  

 

1.1.2.1 Solid tumours 

Solid tumours form in tissues and are predominantly made up of neoplastic 

ǇǊƻƭƛŦŜǊŀǘƛƴƎ ŎŜƭƭǎ ǿƛǘƘ ŀ ŎƻǾŜǊƛƴƎΣ ƻǊ άǎǘǊƻƳŀέ ƻŦ ŎƻƴƴŜŎǘƛǾŜ ǘƛǎǎǳŜ ŀƴŘ ŀ ōƭƻƻŘ 

supply [3]. Solid tumours can be classified as either benign, in-situ, or malignant 

according to the nature of their bulk of cells. The least aggressive, benign, 

tumours remain localized and grow slowly, only causing damage through 

obstruction or pressure [3]. Similarly, in situ tumours can be defined by the 

absence of invasion; remaining localised. These tumours usually develop, and 

remain, in epithelium (figure 1.2) [13]. However, if the tumour gains the capacity 

to invade the basement membrane and destroy the supporting mesenchyme 

(figure 2) they can be described as malignant [3,13].   
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Figure 1.2. Schematic of tumour development adapted from [13]. 

 

Malignant tumours can form in any tissue and, when large enough, are able to 

recruit their own blood supply ς a process known as angiogenesis - by 

stimulating the growth of blood vessels [14]. Furthermore, by penetrating the 

newly formed blood vessels, tumour cells may be carried to distant sites to 

produce secondary tumours, also known as metastases [13]. Fortunately, only 

around 1% of the released cells go on to form metastases as many are broken 

down by the immune system [15]. 

 

The precise nomenclature of solid tumours is based on the generic tissue of 

origin, such as mesenchyme or epithelium; the specific tissue of origin, e.g. liver 

or lung; whether it is benign or malignant; if known, the cell of origin; and, 

finally, the pattern of growth [13]. Malignant tumours, for example, use the 

prefix carcinoma for tissue originating in the epithelium, or sarcoma for those of 

connective tissue, or mesenchyme. If the tumour formed in fat mesenchyme, for 

example, it would be a liposarcoma. For further examples see table 1.1.  

 

 

 

 

 

 

Epithelium 

Basement 
membrane 

mesenchyme 

Muscle 
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Tissue Cell type Benign tumour Malignant tumour 

Epithelium 

Skin 

 

Prostate 

 

Squamous 

epithelium 

Prostate 

epithelium 

 

Squamous cell 

papilloma 

Adenoma 

 

Squamous 

carcinoma 

 

Adenocarcinoma 

    

Mesenchyme 

Fat 

Bone 

 

Adipocytes 

Osteocytes 

 

Lipoma 

Osteoma 

 

Liposarcoma 

Osteosarcoma 

    

Haemato-lymphoid 

Immune 

system 

 

Lymphoid cells 

 

 

 

Hodgkin lymphoma 

    

Central Nervous 

System 

Meninges 

 

Meningothelial 

cells 

 

Meningioma 

 

Anaplastic 

meningioma 

    

Table 1.1. Examples of nomenclature of common tumours adapted from [13].  

 

1.1.2.2 Diffuse tumours 

As with solid tumours, haematological malignancies, or diffuse tumours, as 

sometimes termed, can be broadly divided into groups, in this case, Leukaemias 

and lymphomas [13]. Leukaemias involve the abnormal proliferation of white 

blood cells into the bone marrow, peripheral blood and organs [3]. These can be 

classified according to the cell of origin (myeloid or lymphoid) and pace of the 

disease (acute or chronic) [3,13]. As the name suggests, acute leukaemias 

generally progress much faster than chronic forms [3]. Finally, the suffixes ςcyt 

and -blast are used to indicate the maturity of the cells. For example, acute 

lymphocytic and acute lymphoblastic leukaemias refer to mature and immature 

cells respectively [3].  
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Lymphomas arise from cells of the lymphoid system and are grouped as 

IƻŘƎƪƛƴΩǎ ƻǊ ƴƻƴ-IƻŘƎƪƛƴΩǎ ǘȅǇŜǎ ώмоϐΦ IƻŘƎƪƛƴΩǎ ƭȅƳǇƘƻƳŀǎ ƻǊƛƎƛƴŀǘŜ ŦǊƻƳ . 

lymphocytes and non-IƻŘƎƪƛƴΩǎ ǘȅǇŜǎ ŜƴŎƻƳǇŀǎǎ ŀ ǿƛŘŜ ǊŀƴƎŜ ƻŦ ŘƛǎŜŀǎŜǎ 

better described elsewhere [13]. 

1.1.3 Detection, diagnosis and prognosis 

Currently, the detection, diagnosis and assessment of the severity of cancer 

(prognosis) require the use of a combination of various techniques. Preoperative 

screening techniques are used to detect the disease and postoperative methods 

are used to diagnose and determine the best modality of treatment to be 

offered, if required [16].   

 

Interestingly, there is presently a certain amount of controversy surrounding 

some screening methods [16,17]. Screening tests can produce false positives, 

which could result in unnecessary emotional stress and other expensive tests. 

On the other hand, tests can also produce false negatives, which can be 

dangerous if the cancer is undetected [17]. Finally, there is the danger of 

ŘŜǘŜŎǘƛƴƎ άƛƴǎƛƎƴƛŦƛŎŀƴǘ ŎŀƴŎŜǊέΣ ǿƘƛŎƘ ŎƻǳƭŘ ƴŜǾŜǊ ƎǊƻǿ ŜƴƻǳƎƘ ǘƻ ŎŀǳǎŜ ŀƴȅ 

symptoms. In such cases mismanagement of the disease can be more damaging 

than the cancer itself [16]. Consequently, only a few screening tests are thought 

to be consistent enough for routine use [17]. Some of these are presented in 

more detail below.   

 

1.1.3.1 Preoperative diagnostic modalities 

Screening 

Before any screening method the doctor will use pre-screening guidelines to 

assess whether the patient is at risk of cancer [17]. The guidelines include 

recommendations based on demographic data such as sex, race, age, family 

history etc [17].  
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Probably the most commonly used screening method in men is the prostate-

specific antigen test [17]. Prostate-specific antigen, or PSA, as often abbreviated, 

is a serine protease (34 kDa) produced by the prostatic epithelium. Involved in 

the lysis of the seminal coagulum ς formed following ejaculation [18] ς this 

analyte is present in all men with functioning prostate glands [19]. Typically, 

normal PSA levels will range from 0-4 ng/ml in a man free of significant prostatic 

disease [20]. The correlation between elevated PSA levels and prostate cancer 

was first made by the Roswell Park group in 1982 [21]. Subsequently, PSA has 

become one of the best markers for a cancer today. However, it should be noted 

that elevated PSA levels can also occur for non-malignant reasons such as: 

benign prostatic hyperplasia (BPH), prostatic intraepithelial neoplasia (PIN), 

prostatitis and physical manipulation of the prostate. If undetected a false 

positive in this case could lead to unnecessary biopsy, which is also concomitant 

with certain risks [16,17].  

 

In women, a commonly used screening method is the Papanikolaou (Pap) smear 

test to detect cervical cancer [22]. Invented by George Papanikolaou, this 

involves the collection of exfoliated cells from the cervix and vagina, which are 

then placed on a microscope slide, stained and inspected for abnormalities 

[17,22].  

 

Other less complicated tests can be carried out at home. These include, for 

example, examination of the testes to help detect testicular cancer and breasts 

to detect breast cancer [17].  

 

Imaging techniques 

Imaging techniques play an important role in diagnosing, staging (discussed 

later) and evaluating the course of treatment for patients with cancer [23]. 

Therefore, it is unsurprising that many imaging methods such as: 

ultrasonography, computed tomography (CT), magnetic resonance imaging 

(MRI) and various nuclear techniques, have been adapted to this application.  
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Ultrasonography is one of the most common techniques used. Essentially, it is a 

non-invasive ultrasound-based imaging technique used to visualize the internal 

architecture of the area of interest [24]. Importantly, due to the ease of 

application and low cost of the procedure, it has not only become useful for the 

diagnosis and staging of cancer, but has also become a vital tool for screening 

[24].  

 

Computed tomography is an x-ray based technique used to produce three 

dimensional images of parts of the body based on their ability to absorb x-rays. 

However, it is difficult to detect cancer in areas such as the prostate because the 

attenuation of prostatic carcinoma, BPH and the normal prostate are very 

similar [25]. This problem can be dealt with through the administration of 

intravenous contrast agents [25]. CT has proven useful in the detection of the 

extracapsular spread of cancers by assessing irregularities in tissue margins and 

changes in the density of surrounding fat tissues [25]. Furthermore, CT is able to 

detect skeletal metastases [23].   

  

MRI is another extremely versatile technique capable of multiplanar, high 

resolution imaging. At present MRI can be used in a similar way to CT but carries 

less risk as x-rays are not used, unlike CT scans [23]. It is clear however, that MRI 

has much more room to evolve and has already seen great benefits, for 

example, from the development of endorectal and pelvic-surface coils instead of 

the traditional body coil [26]. 

 

Nuclear techniques used for imaging generally involve the use of a radioisotopic 

tracer designed to target a specific physiological event. For example, bone 

scintigraphy employs technetium-99m (99mTc); an element which is used during 

the remodelling of the bone that is necessary during tumour growth. Images can 

ǘƘŜƴ ōŜ ŀŎǉǳƛǊŜŘ ƻǾŜǊ ǘƘŜ ǿƘƻƭŜ ǎƪŜƭŜǘƻƴ ǘƻ ǎƘƻǿ άƘƻǘ ǎǇƻǘǎέ ŘǳŜ ǘƻ 

metastases [27]. Other similar techniques include: positron emission 

tomography, that uses fluorodeoxyglucose labelled with 18F; and, 



20 

 

immunoscinitgraphy, which combines a highly specific antibody ς aimed at a cell 

surface antigen ς with an isotope suitable for imaging [27].  

 

1.1.3.2 Postoperative diagnostic methods 

Predominantly, biopsies are used to confirm the diagnosis of malignancy 

following one or more of the previously mentioned preoperative diagnostic 

modalities. It is also possible, however, to assess the severity of the disease; 

providing guidance on which course of treatment, if any, to take.   

 

The most widespread histopathological method, used to assess the severity of a 

tumour, is grading. The most famous of these techniques was introduced by 

Gleason for assessing prostate cancer [28]. Very simply, these methods utilise 

optical microscopy to examine the glandular architecture of a tissue sample 

obtained via biopsy [28]. Once examined, the sample will obtain a score 

between two and ten; ten being the most severe case. However, this technique, 

by its very nature, can lack reproducibility as the grading can vary between 

pathologists [29]. It is therefore unsurprising that inadequate predictions as to 

the natural history of tumours are frequently made, often leading to 

mismanagement of the disease. 

 

Combining the results obtained from both preoperative and postoperative 

diagnostic modalities, clinicians are able to accurately stage the disease 

according to the TNM (Tumour/Node/Metastases) system (table 1.2) [30]. 
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Stage Pathology 

T0 

 

Tis or Cis 

 

T1-4 

 

Nx 

 

 

N0 

 

N1,2,3 

 

 

 

M 0,1,x 

No evidence of primary tumour. 

 

Tumour or cancer in situ.  

 

Increasingly advanced cancer stages.  

 

Adjacent lymph nodes could not be 

assessed. 

 

Exhibits no metastases. 

 

Increasing spread to lymph nodes. A 

higher number is associated with 

greater spread 

 

Distant metastases not present (0), 

ǇǊŜǎŜƴǘ όмύ ƻǊ ƛǎƴΩǘ ŎƭŜŀǊ όȄύ 

 

Table 1.2. Summary of TNM cancer staging system. Adapted from [30]. 

 

Importantly, TNM staging relies heavily on collaborations between pathologists 

and clinicians. Consequently, diagnosis can often depend on the opinions of a 

group of people, which, as previously stated can often lead to mismanagement 

of the disease [29]. Associated with these mistakes are heavy emotional and 

financial costs [19]. It is thought that developing physical and spectrometric 

analytical techniques ς such as Time-of-Flight Secondary Ion Mass Spectrometry 

(ToF-SIMS), Infrared and other related techniques ς to analyse single cells and 

mono-layers of cells will eventually provide accurate and repeatable methods to 

be used for the analytical diagnosis of the severity of cancer.  
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1.1.4 Cancer cell lines 

Cell lines are essentially permanently established cultures of cells that have the 

ability to proliferate indefinitely. They are able to override telomere erosion ς 

via chemical or viral transformations ς and pass the Hayflick limit [31]. This limit 

would normally restrict their capacity to divide to around 52 divisions, before 

they become senescent [31]. Each cell line will represent the tumours, from 

which, they are derived. However, it should not be ignored that the growth 

conditions of cultured cell lines are not as subtly regulated as they are in vivo. 

Consequently, variations in the cells growth patterns could occur. That aside, 

there is no evidence to suggest they are genetically altered in culture. For this 

reason, they are able to provide valuable information about cancer without 

wasting precious tissue samples. 

1.1.5 The cancer cell cycle 

The unregulated proliferation that characterises cancer, or rogue, cells is the 

result of the evasion or negation of restriction mechanisms that control normal 

clonal autonomy [32]. The following will introduce the cell cycle and regulatory 

systems, briefly, highlighting the factors contributing to deregulated 

proliferation. 

 

1.1.5.1 The cell cycle 

The series of coordinated events required for DNA replication and cell division 

can be described as the cell cycle (figure 1.3) [33]. All proliferating cells pass 

through a cycle of four distinct phases: G1 is the first gap phase, which is used to 

manufacture enzymes necessary for DNA synthesis; S phase is the second stage, 

during which DNA is synthesised; G2 is the second gap phase needed to produce 

RNA and proteins for mitosis; and finally, M phase, or mitosis describes the 4 

stage process of cell division ς well described elsewhere [34]. 
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Figure 1.3. Schematic of the cell cycle adapted from [35] and fluorescence image 

of dividing cells during mitosis.  

 

1.1.5.2 Cell cycle regulation 

Normally, non-cancerous somatic cells remain in a non-cycling, or quiescent 

state of 2n DNA content; often described as a fifth gap phase (G0). Entry into the 

cell cycle can only occur upon receipt of various chemical signals known as 

mitogens [32]. These protein based social cues prevent the onset of proliferation 

pRB 

Nuclei 

Cytoplasm 
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outside of an appropriate social context [32]. Cell proliferation is further 

constrained by the presence of a retinoblastoma protein (pRB) regulated 

transition point towards the end of G1 (figure 1.3) ς a point which most cells only 

reach after prolonged exposure to mitogens [32]. 

 

The proliferative effects of the mitogens are gated by a web of inhibitory growth 

factors ς such as the interferons and transforming growth factors ς which has to 

be overcome for cell cycle entry to occur [32,36]. Acting as potent anti-

proliferative agents, these pleiotropic signalling factors act, in part, by 

suppressing phosphorylation of pRB. This is achieved through the inhibition of 

cyclin-dependent Kinases (CDKs) and suppression of the transcription factor, and 

proto-oncogene, c-myc. A more informed discussion of c-myc can be found in 

references [32,37].  

 

The proliferative potential of normal cells is restrained further by pathways that 

lead to denucleation of progeny cells, also known as terminal differentiation 

[38]. Continuous proliferation is only observed in stem cells, which undergo 

slow, infrequent divisions to replenish specialised cells and maintain the 

turnover of normal regenerative organs [32,38].  

 

Finally, those cells that do overcome all of the aforementioned inhibitory 

mechanisms face major obstacles to their continued expansion. Their 

dependence on trophic factors and physical barriers of epithelial tissue prevent 

further expansion and evasion [32]. 

 

1.1.5.3 Deregulated proliferation 

As previously stated, cancer and the cell cycle are fundamentally linked by the 

fact that cell cycle machinery controls proliferation, and cancer is a disease 

characterised by the evasion, or negation, of the mechanisms that restrict 

proliferation [33].  
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Probably the most important or common defects, resulting in the inception of 

cancer are related to pRB [33]. This is an important check point in the cell cycle, 

more specifically, late G1 phase (figure 1.3). Defects in this pathway are 

numerous, however, commonly, the RB gene is deleted or the cyclin dependent 

kinases responsible for the phosphorylation ς and inactivation ς of pRB are 

deregulated [32,33].  

 

It is important to reiterate that the reasons for the onset of cancer are too 

numerous to cover in this thesis. For more in-depth reviews see Evan and 

Vousden [32] and Collins et al. [33]. 

1.1.6 Cell physiology 

Since the purpose of the following investigation is to investigate mammalian 

cancer cells it is important to briefly describe the structures that are likely to be 

responsible for the biochemistry observed. Due to the nature of the analytical 

techniques used however, it is only appropriate to discuss the gross chemistry of 

the cell as this dominates spectra. Therefore, only larger organelles will be 

discussed including: the cell membrane, endoplasmic reticulum, Golgi apparatus 

and nucleus. 

 

 

 

 

Figure 1.4. Schematic of a mammalian cell. 
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1.1.6.1 Biological membranes 

Cell membranes encapsulate the cell and maintain the essential differences 

between the intra- and extracellular environments (figures 1.4 and 1.5) [39]. The 

membrane contains a series of specialised proteins that allow the passage of 

certain solutes; transmit information in response to environmental cues, 

allowing the cell to change its behaviour accordingly; provide structural links; or, 

synthesise ATP (figure 1.5) [39]. It should be noted that there are many other 

roles of membrane bound proteins that are often specific to certain cell types 

[39].  

Figure 1.5. Schematic of the cell membrane. Reproduced from [40]. 

 

All biological membranes share a basic 5nm thick structure: each is comprised of 

a thin film of noncovalently bound lipids and proteins [39]. This allows for the 

fluid structure ς originally proposed by Singer and Nicholson (Figure 1.5) [41] - 

such that the majority of the molecules within the membrane are able to move 

around laterally [39]. Phospholipid molecules are arranged with their 

hydrophobic, aliphatic tails pointing towards each other, while their hydrophilic 

polar head groups form the inner and outer surfaces of the membrane (figure 

1.5 and 1.6) [39]. The majority of these phospholipids all share the same 

phosphoglyceride backbone with differing ionic heads and saturated, or 

unsaturated, fatty acid tail groups (e.g. figure 1.6) [39]. Commonly, the outer 

layer of the membrane is made up of phosphocholines (e.g. figure 1.6), whereas 
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the inner part consists of mainly phosphatidylethanolamine, phosphatidylserine, 

and phosphatidylinositol to name a few [42]. 

 

 

 

 

 

Figure 1.6. Schematic and Structure of 1,2-dipalmatoyl-sn-glycer-3-

phosphocholine (DPPC).  
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The membrane is not just made up of proteins and phospholipids. There are also 

glycolipids, sphingolipids such as sphingomyelin ς derived from serine ς and 

cholesterol (figure 1.7). Cholesterol is particularly important as it can change the 

permeability of the membrane [39]. The polar head group (figure 1.7) of 

cholesterol is positioned next to the head group of a phospholipid. 

Consequently, the rigid, steroid rings partially immobilize the neighbouring 

regions of fatty acid chain [39]. In doing this, cholesterol makes the membrane 

less fluid therefore decreasing permeability to small water-soluble molecules 

[39]. Furthermore, it also prevents possible phase transitions as the hydrocarbon 

chains are unable to come together and crystallise [39].  

 

 

 

Figure 1.7. Structure of cholesterol 

 

Most of the molecules present within the cell membrane are also present, in 

varying concentrations, within the membranes of other organelles (table 1.3). 

Polar head group 

Rigid steroid ring 
structure 

Nonpolar 
hydrocarbon tail 
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These lipids together constitute a large part of the membrane, however, there 

are many physiologically important lipids in much lower concentrations well 

described elsewhere [39,42].  

 

Lipid Liver 

cell 

Red 

blood 

cell 

Mitochondrion Endoplasmic 

reticulum 

Cholesterol 17 23 3 6 

Phosphatidylethanolamine 7 18 25 17 

Phosphatidylserine 4 7 2 5 

Phosphatidylcholine 24 17 39 40 

Sphingomyelin 19 18 0 5 

Glycolipids 7 3 Trace Trace 

Others 22 13 21 27 

Table 1.3. Major Lipid compositions of different membranes as a percentage of 

total lipids by weight. Reproduced from [39].  

 

1.1.6.2 Endoplasmic reticulum and Golgi apparatus 

The endoplasmic reticulum (ER) (figure 1.4) is a labyrinth of flattened 

compartments and tubules made out of a membrane similar to that which 

encapsulates the cell, as described in section 1.1.6.1 [39]. These form a single 

internal space, or lumen, known as the endoplasmic reticulum cisternal space 

[43]. The endoplasmic reticulum membrane is essentially a selectively 

permeable connection between the cytoplasm, cisternal space and the nucleus 

[43]. Accounting for up to 60% of all cellular membrane, it is divided into two 

morphologies. The rough endoplasmic reticulum (RER) is generally comprised of 

flattened compartments [43]. The outer surfaces of the compartments are 

covered with ribosomes that synthesise proteins to be embedded in 

membranes; impounded in internal compartments; or, exported or secreted 

from the cell [43]. These proteins are first transported into the cisternal space 

for completion and then often onto the Golgi apparatus (figure 1.4) ς 
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responsible for sorting molecular traffic - for further modification and allocation 

[43]. The smooth endoplasmic reticulum (SER) is a more tubular structure and is 

chiefly responsible for the synthesis of lipids, detoxification of poisons and 

assembly of glycogen for carbohydrate metabolism [43]. Furthermore, the SER 

stores calcium used to trigger muscle contractions and assemble the 

cytoskeleton. Due to these functions, cells specializing in detoxification, or 

muscle cells, for example, will have a much larger ER [43].  

 

1.1.6.3 The nucleus 

The nucleus houses most of the genetic material, in the form of DNA, in a 

eukaryotic cell [44]. Occupying around 10% of the cell volume, the nucleus is 

surrounded by nuclear envelope, which is continuous with and of similar 

construction to the membrane of the ER (see 1.1.6.1) [39,43,44].  This envelope 

helps to maintain the integrity of the genetic material only allowing molecules in 

and out through large pores [44]. The nucleus is structurally supported by a 

series of internal filaments, known as lamina, and a meshwork of external 

filaments [44].   

1.2 Secondary Ion Mass Spectrometry (SIMS) 

Secondary ion mass spectrometry, or SIMS, as commonly abbreviated, is a 

surface analysis technique. Mass spectra of ionised surface particles, or 

secondary ions ς emitted, or sputtered, via high energy (KeV) primary ion beam 

bombardment ς can be obtain for a wide range of materials [45].  

  

The subsequent section will provide an overview of the most important theories 

and fundamental processes associated with the SIMS experiment. 

1.2.1 Secondary ion formation 

The impingement of high energy primary ions upon a sample surface sets off a 

cascade of events, through which their energy is transferred. Very simply, these 

events consist of desorption, or sputtering, as sometimes termed, and ionisation 

processes [45]. Several attempts have been made to theorize as to the 
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mechanics of secondary ion formation, the most popular of which, will be 

discussed in the following section. 

 

мΦнΦмΦм {ƛƎƳǳƴŘΩǎ ƭƛƴŜŀǊ ŎŀǎŎŀŘŜ ǘƘŜƻǊȅ 

The simplest ǿŀȅ ƻŦ ŘŜǎŎǊƛōƛƴƎ ǘƘŜ ǎǇǳǘǘŜǊƛƴƎ ǇǊƻŎŜǎǎ ƛǎ ǘƘǊƻǳƎƘ {ƛƎƳǳƴŘΩǎ 

linear cascade model of hard spheres [46]. The theory suggests that the 

impingement of a primary ion beam (typically between 10 and 40KeV), onto a 

surface, will result in a cascade of elastic collisions between the atoms of the 

solid ς within approximately 30Å of the surface (figure 1.8). Some of these 

collisions will return to the surface resulting in the emission, or sputtering, of 

atoms and atom clusters as represented pictorially in figure 1.8 [45]. The 

amount of sputtering is related to the density, mass and surface binding energy 

of the material [45].  

 

 

Figure 1.8. The sputtering process. Adapted from [47].  
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{ƛƎƳǳƴŘΩǎ ǘƘŜƻǊȅ ƛǎΣ ƘƻǿŜǾŜǊΣ reliant upon several criteria: 

¶ Only two atoms collide at any one time. 

¶ Sputtering occurs at small particle current and fluence; excluding 

conditions where excessive heating and sample damage occur. 

¶ Electronic excitation sputtering is ignored, which may be valid for high 

energy primary ion beams, but at lower energies electronic interactions 

between target atoms and incident particles should not be dismissed 

[45]. 

 

{ƛƎƳǳƴŘΩǎ ǘƘŜƻǊȅΣ ǘƘŜǊŜŦƻǊŜΣ ƛǎ more suited for simple materials such as simple 

organic layers on atomic substrates as illustrated in figure 1.8. It does not take 

into account bonding or vibrational excitation, so is essentially descriptive of a 

stack of individual atoms. To understand secondary ion formation within 

complex organic systems, much more intricate models are required such as the 

molecular dynamics simulations of Garrison et al. [e.g. 49]. In this particular 

example self-assembled monolayers of n-alkaniothiolates on a substrate of 

Au(111) were modelled. The sputtering yields that were gained, following low 

energy (500eV) argon bombardment, were close to experimental data [49]. 

Importantly, computer modelling has served as a way of visualising the 

sequence of events that lead to the liberation of secondary ions and their 

relationship with surface chemistry. This example visualises the collision 

cascades responsible for the emission of intact molecules, occasionally attached 

to gold substrate atoms ς as also illustrated by figure 1.8 [47,49]. Furthermore, 

smaller fragments have been shown to form as a result of direct primary ion 

impact and further fragmentation above the sample surface after emission [49]. 

These models, however, do not take into account ionization.  

 

1.2.1.2 Ionization models 

Originally developed for cluster ion formation from oxide surfaces, the nascent 

ionization model suggests that prior to sputtering, rapid electronic transitions 

occur [50]. Through these transitions, ions are neutralised before they are 

ejected from the surface. Secondary ions, therefore, are thought to occur due to 
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ǘƘŜ άƴƻƴ-ŀŘƛŀōŀǘƛŎ ŘƛǎǎƻŎƛŀǘƛƻƴ ƻŦ ǎǇǳǘǘŜǊŜŘ ƴŀǎŎŜƴǘ ƛƻƴ ƳƻƭŜŎǳƭŜǎέ ŀōƻǾŜ ǘƘŜ 

surface [50]. In simple terms, this suggests that energy is transferred between 

the ion beam and sample, leading to the dissociation of neutral molecules.  

 

A second, frequently used theory is the desorption ionisation model as proposed 

by Cooks and Busch [51]. Cooks and Busch propose that vibrational excitation 

plays an important role in the emission of cluster or molecular ions from organic 

materials. Essentially, large numbers of neutral molecules are desorbed, but 

must be ionised before they can be detected. Ionisation is thought to occur 

through a low energy process such as cationisation after desorption has 

occurred [48]. This can occur through two types of reaction: fast ion/molecule 

reactions or electron ionisation in the selvedge region ς the intermediate 

pressure region between the sample surface and vacuum (figure 1.8); and, 

unimolecular fragmentation in the vacuum ς related to the primary ion beam 

energy [45].  

 

1.2.1.3 The SIMS equation 

The intricacies of sputtering and secondary ion formation are still not entirely 

understood. What is clear though is the relationship between the number of 

secondary ions, the sample and the experimental conditions. This is exemplified 

by the following equation, known as the SIMS equation: 

 

(1.1)         Im=IpYmʰ
+

m̒  ́

 

Where Im is the secondary ion current of species m; Ip is the primary particle flux; 

Ym is the average number of molecules or atoms ejected from the sample per 

incident ion, or, sputter yield; h ± is the ionisation probability to positive or 

negative ions; ̒m is the fractional concentration of the chemistry of species m in 

the surface layer; and, finally, ́ is the transmission of the analysis system [45]. 
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The above equation can be used to calculate the secondary ion yield of a sample 

when subjected to static SIMS (discussed later) analysis. However, it should be 

ƴƻǘŜŘ ǘƘŀǘ ǘƘŜ ǎŀƳǇƭŜΩǎ ƛƳƳŜŘƛŀǘŜ ŎƘŜƳƛŎŀƭ ŜƴǾƛǊƻƴƳŜƴǘ Ŏŀƴ ŀƭǎƻ ŀŦŦŜŎǘ ǘƘŜ 

secondary ion yield through altering the ionisation probability - a phenomenon 

known as the matrix effect.  

1.2.2 Dynamic and Static SIMS 

Static conditions are specifically designed to maintain the integrity of the surface 

layer while recording a complete spectrum [52]. Given a surface consisting of 

1015 atoms/cm2, a static SIMS experiment would aim to target 1% of these to 

minimise damage to sample layers beneath the surface to preserve the 

molecular structure of the sample. The maximum primary ion dose for such an 

experiment should be no greater than 1 x 1013 ions/cm2, otherwise known as the 

static limit [53]. Organic samples, however, usually require a more delicate 

approach, being more susceptible to damage. It is therefore usual to operate 

well below the static limit (1012 ions/cm2) [45].  

 

Dynamic SIMS requires high primary ion flux densities, to deliberately increase 

the damage done by the impinging ion beam. Consequently, the sample is 

consumed and fewer molecular ions are desorbed, yielding mostly elemental 

ions [53].  

1.2.3 Imaging ToF-SIMS 

To create an image using ToF-SIMS the primary ion beam is rastered across the 

sample surface; recording a spectrum for every pixel. In this way, it is possible to 

map molecules by selecting peaks within those spectra and creating images to 

illustrate the localization. The ability to create high resolution images, using ToF-

SIMS, was acquired through certain, key developments.  

 

The time-of-flight mass analyser ς discussed later in more detail ς is widely 

ŎƻƴǎƛŘŜǊŜŘ ŀǎ ƻƴŜ ƻŦ ǘƘŜ Ƴƻǎǘ ƛƴǘŜƎǊŀƭ ƛƳŀƎƛƴƎ ŎƻƳǇƻƴŜƴǘǎΦ ¢ƘŜ ¢ƻCΩǎ άǉǳasi-

ǇŀǊŀƭƭŜƭέ ƛƻƴ ŘŜǘŜŎǘƛƻƴ ŀƭƭƻǿǎ ƳǳƭǘƛǇƭŜ ƳŀǎǎŜǎ ǘƻ ōŜ ŘŜǘŜŎǘŜŘ ŀǘ ŀƴȅ ƻƴŜ ǘƛƳŜ 

[54]. The use of a pulsed primary ion beam allows for greater chemical 
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specificity by helping to define the start and arrival times of the secondary ions 

for the accurate determination of secondary ion flight times and therefore m/z.  

The user is also able to either run experiments with high mass resolution 

(shorter pulses) or high spatial resolution (longer pulses) [54].  

 

The production of secondary molecular ions is equally as important a factor as 

the use of a time-of-flight tube; able to influence both the resolution and quality 

of a chemical image [55]. The key parameter governing secondary ion 

production is the choice of primary ion beam. Recently, it has become apparent 

that polyatomic or molecular projectiles such as Au3
+, C60

+, Bi3
+ etc are capable of 

improving secondary ion yields, and therefore, sensitivity. Furthermore, cluster 

ion bombardment has made it possible to obtain molecular information at depth 

- in certain materials ς while avoiding damage accumulation [56]. Of the 

polyatomic primary ion beams, C60
+ is the most exciting. Dramatic increases in 

yield (103 to 104) accompanied by a significant fall in sub-surface sample damage 

have been observed using this projectile. This also allows one to expose the 

sample to greater fluences of primary ions beyond the static limit, further 

increasing signal levels. This combination of higher yields and increased primary 

ion impacts has led to a gain in sensitivity to retrieve molecular information [56]. 

This is particularly important for low concentrations of analytes and/or small 

pixel sizes. 

  

1.3 Fourier transform infrared spectroscopy (FTIR) 

Part of the broad spectrum of electromagnetic radiation, infrared spans the low 

energy, red region of 13000 to 10 cm-1, or wavelengths from 0.78-мллл ˃Ƴ ώртϐΦ 

The subsequent section provides an introduction to important infrared theory.  

1.3.1 Infrared absorption theory 

! ǎŀƳǇƭŜΩǎ ŀōǎƻǊǇǘƛƻƴ ƻŦ ƛƴŦǊŀǊŜŘ ƛǎ ǇǊŜǎŜƴǘŜŘ ŀǎ ŜƛǘƘŜǊ ǿŀǾŜƭŜƴƎǘƘǎ ό)˂ or 

wavenumbers (˄ Ƀ). Wavenumber refers to the number of repeating wave units in 

a length of 1 cm; therefore, it is directly proportional to frequency, and, the 

energy of IR absorption [57]. Conversely, the wavelength ς the distance between 
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two equivalent points on successive waves - is inversely proportional to 

frequency and associated energy. The two can be interconverted by the 

following equation [57]:  

(1.2)           ˄ Ƀ (cm-1) = [1/ ˂  ό˃Ƴύϐ  104 

 

Infrared spectra generally consist of wavenumber or wavelength on the x-axis 

and absorption, or percentage transmittance, on the y-axis. Transmittance (T) 

can be defined as the ratio of the intensity of the radiant power emerging from 

the sample (I) to the intensity of the incident radiation (I0) and can be related to 

absorbance (A) by the following [58]: 

 

(1.3)      A = log10(1/T) = -log10T = -log10I/ I0 

 

1.3.1.1 Vibrational spectroscopy 

All atoms in molecules vibrate continuously. If the frequency of the vibration is 

equal to the IR radiation frequency, the molecule will absorb the radiation [57]. 

A molecule consisting of N atoms will have 3N degrees of freedom, 

corresponding to motions along the three Cartesian coordinates (x, y, and z) 

[58]. Three of these degrees describe translational motion and three represent 

rotational motions [57]. This leaves 3N ς 6 degrees of freedom, to describe the 

number of vibration modes in a non-linear molecule. Linear molecules, however, 

only have 2 rotational degrees of freedom thus leaving 3N-5 degrees of freedom 

[57].  

 

Predominantly, molecular vibrations are made up of various types of stretching 

and bending (figure 1.9). Bending modes involve a change in bond angle 

between two atoms, whereas stretching modes are associated with a change in 

interatomic distances (figure 1.9). 
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1. Asymmetric stretch. 

2. Symmetric stretch. 

3. In-plane bending or scissoring. 

4. Out-of-plane bending or wagging. 

5. Out-of-plane bending or twisting. 

6. In-plane bending or rocking. 

Figure 1.9. Major vibrational modes. Adapted from [59]. 

 

1.3.1.2 Group frequencies 

Functional groups within a molecule produce bands in the IR spectrum at 

specific, narrow frequency ranges. It is therefore possible to use the IR spectrum 

to determine the presence or absence of certain functionalities for the structural 

elucidation of an unknown compound [57]. The fingerprint region (~800 ς 1400 

cm-1) is of particular importance when identifying an unknown compound. It 

includes contributions from many complex vibrations, which, provides a 

άŦƛƴƎŜǊǇǊƛƴǘέ ŦƻǊ ŀ ŎƻƳǇƻǳƴŘ ώртϐΦ 

 

The group frequencies in the spectrum can be affected by certain factors, which 

are mostly related to altering bond stiffness. For example, the presence of 

hydrogen bonding can result in a reduction in bond stiffness with an associated 

lowering of the stretching frequency and absorbance. This is particularly 

Only true if the red atom is 
bonded to something. E.g a 
CH2 group in a hydrocarbon 

1 2 3 

4 5 6 
+ + + - 
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noticeable with an O-H stretching absorption, which will appear as a much 

broader peak at a lower frequency if hydrogen bonded. Other factors may also 

include steric, inductive or resonance effects from various substituents, which 

can cause bond stiffening and increases in the frequency of vibration [60]. 

Probably the most important factor that can affect the intensity of absorption is 

the dipole moment. This is because absorptions only occur for a vibration that 

causes a change in dipole moment. Symmetrical molecules, for example, show 

little or no absorption, as vibration across the centre of symmetry does not lead 

to a change in dipole moment.  

 

1.3.1.3 Beer-Lambert law 

The use of FTIR for quantitative analysis is based upon the Beer-Lambert law, 

which is as follows:  

(1.4)     A = ʁ  ƭ Ŏ 

Where A is the absorbance; ʁ is the extinction coefficient, also known as the 

molar absorptivity (cm-1 mol-1 dm3); l is the path length (cm); and c is the 

concentration (moles dm-3).  

 

However, for this equation to be true the sample must be at a concentration of 

less than 0.01M. This is because electrostatic interactions can form between 

molecules in close proximity; high concentration can change the refractive 

index; light can be scattered by particulates; and, finally, shifts in chemical 

equilibria, as a function of concentration, can occur. This will have implications 

for cellular analysis, however, a novel correction algorithm (discussed later in 

section 2.1.1.) will be employed to correct spectral artefacts caused by non-

Beer-Lambert absorptions.  
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1.4 Principal Component Analysis 

More and more multivariate statistics are being utilised to explore analytical 

data and extract meaningful information, as patterns in such information rich 

procedures can be hard to find. Principal component analysis (PCA) - used in this 

investigation - weighs all of the available variables to provide the maximum 

discrimination between data. In other words, it aims to reduce the 

dimensionality of data [61,62].  

 

PCA results in a mathematical transformation of data to give a scores matrix of 

column vectors, with the same number of rows as the original data matrix; and, 

a loadings matrix of row vectors with as many columns as the original data 

matrix (figure 1.10). The first vectors from each of these matrices are often 

referred to as eigenvectors of the first principal component. To create the 

principal components - assuming the data is continuous and normally 

distributed - PCA elucidates a linear combination of variables (a component), 

capturing as much of the variation as possible (figure 1.10) [61,62]. In other 

words, principal components are vectors in n-dimensional space with each 

variable in the analysis representing an axis. This is then repeated to introduce a 

second component, unrelated and orthogonal to the first, to account for as 

much of the remaining variation as possible (figure 1.10). This procedure is then 

repeated until the number of components is equal to the number of variables 

[61,62]. In the case of ToF-SIMS and FTIR the components are most likely related 

to chemical differences between samples.  
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Figure 1.10. Schematic representation of the PCA process. Adapted from [63]. 

In this way, the total variance is unchanged, but redistributed so the largest 

amount of variance is assigned to the first component and the second largest to 

the second etc [61,62]. The first three of these have high eigenvalues (related to 

a large separation of group means) and are able to satisfactorily describe the 

data set. These components can then be used as vectors to create a two or 

three-dimensional space (or plot), onto which each variable is projected (figure 

1.11). The positioning for each variable is dependent upon its weighting upon 

each component [61,62].  

 

Figure 1.11. Example of a 3-dimensional PCA scores plot. Highest variance 

described by Principal component 1, then 2 etc. Taken from [64].  
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Chapter 2: Literature review 

Following the introduction to relevant theory in the preceding chapter, 

biological applications of spectrometric and spectroscopic techniques will be 

discussed and corresponding literature reviewed. In doing so, this section will 

aim to provide the rationale behind this study, concluding with aims and 

objectives.  

2.1 FTIR spectroscopic bioanalysis 

Fourier transform infrared spectroscopy has undergone intensive research and 

development into a diagnostic tool, largely due to its high-throughput and non-

destructive analysis of a wide range of samples [1]. As explained earlier in 

section 1.3, the technique relies on the fact that functional groups within a 

sample will produce spectra specific to those biochemical species. The resulting 

άŦƛƴƎŜǊǇǊƛƴǘέ Ŏŀƴ ōŜ ǳǎŜŘ to characterize the species present [2]. Through the 

characterization of biomolecules such as proteins, lipids, carbohydrates and 

nucleic acids, spectral indicators of diseases such as breast, ovarian and cervical 

cancer have been found [3]. 

 

Predominantly, research into FTIR based disease diagnosis has concentrated on 

the mid-IR region of around 4000-600 cm-1. This part of the spectrum produces 

the fundamental vibration, as opposed to the overtone or harmonic, and yields 

the most information [1]. Within this region there are further subdivisions that 

can be utilised to study a particular type of molecule more effectively. For 

example, the 3050-2800 cm-1 region is best suited to observe CH2 and CH3 

stretching vibrations from fatty acids [1].  

 

2.1.1. Cancer diagnosis and FTIR 

Early and/or rapid diagnosis of cancer is of utmost importance to ensure 

therapeutic intervention is most effective. Despite the efficacy of the various 

available diagnostic modalities ς as described in section 1.1.3-, cancer remains a 

leading cause of death worldwide [4]. Consequently, there is a large impetus 

behind related investigations. Many FTIR studies have been carried out on DNA, 
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cell lines and tissues from healthy and diseased volunteers [e.g. 5,6,7]. 

Discriminations between healthy, benign and malignant ovarian tissues [8]; 

identifications of micrometastases [9]; and, classifications of cancer cell lines 

have all been possible with FTIR [10]. The following section will discuss a 

pertinent selection of these in more detail.  

 

The analysis of various benign and malignant prostate cancer cell lines and tissue 

samples, by Gazi et al., has suggested a method for differentiating between 

benign and malignant cells [11]. Using the ratio of the peak areas of glycogen 

(1030 cm-1) and phosphate (1080 cm-1) vibrations, alongside FTIR imaging, this 

group found it may be possible to map malignancies within tissue [11]. 

Furthermore, through the use of linear discriminant analysis (LDA) Gazi et al. 

were able to correlate FTIR spectra of prostate cancer biopsies with Gleason 

grade, and tumour stage [12].  

 

Another separate investigation by Malins et al. achieved similar results using 

slightly different parts of the spectrum. Analysis of the phosphate and C-O of the 

phosphodiester deoxyribose structure region (1174-1000 cm-1), coupled with 

weak NH vibrations in the 1499-1310 cm-1 region, suggests progression from 

normal to malignant prostate tissue involves structural changes [7]. Malins et al. 

reported that these spectra were largely a result of prostate DNA, and the 

mutagenic structural alterations were due to hydroxyl radicals [7]. Subsequently, 

this group furthered their DNA study to reveal early indicators of tumour 

formation [13].  

 

Equally as important as identifying cell types are the studies that are able to 

reveal the utility, efficacy and mechanisms, by which, novel chemotherapeutic 

agents work [e.g. 14,15,16]. For example, FTIR investigations into oubain ς a 

novel anticancer agent ς by Gasper et al. have been able to provide vital 

information about the biochemical signatures expressed following exposure to 

the drug [15]. More recently, the same group continued by investigating the 

effects of drug concentration on these chemical signatures [16]. This was 
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achieved by treating one set of prostate cancer cells with a concentration of 

oubain that inhibited cell growth by 50% (IC50 value) and another at ten times 

this value [16]. FTIR analysis of the two sets of cells showed different 

biochemical responses, proving concentration to be an important parameter 

when attempting to elucidate drug mechanisms [16].  

 

Despite the relevance of literature detailing important cancer cell related 

studies, it is also important to acknowledge studies into more fundamental 

aspects of cancer cell biology. To truly make use of such an adaptable technique 

more detailed metabolomic studies must be done along with further 

characterization of biomolecules and cellular processes [1,17,18]. A particularly 

relevant example is the study of the cancer cell cycle; important, not only 

because of the biochemical changes that occur during maturation, 

differentiation and development; but also due to morphological changes [19]. 

Using FTIR microspectroscopy, coupled with principle component and artificial 

neural network analysis, Boydtson-White and colleagues [20] investigated the 

HeLa cell cycle. The investigation demonstrated that FTIR spectra can be 

correlated with a cells biochemical age ς previously determined by 

immunohistochemical staining [20]. This investigation predominantly used 

changes in the position of the amide I and II bands to classify cell cycle phase. It 

is likely, however, that chemical changes alone were not responsible for the 

spectral changes seen here. Spectral artefacts associated with single cell analysis 

and changes in morphology are more than likely responsible for these 

differences. This is highlighted by the fact that the group only discussed the 

1800-900 cm-1 region of their spectra, which would suggest they were unable to 

correct for these artefacts sufficiently to use the full spectral range. Another 

potential weakness of their investigation is the co-addition of 64 interferograms, 

which is low for single cell work using a globar sourced spectrometer. This may 

have caused unsatisfactory signal to noise ratios, particularly when analysing 

single cell nuclei. The study discussed later, for example, (see chapter 5) co-

added 512 interferograms using a synchrotron sourced spectrometer. Poor 

signal to noise would lead to a much less robust interpretation of second 
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derivative spectra as noise is amplified by this process. The group did however 

employ a smoothing algorithm to attempt to counter this.  

 

It is well known that infrared spectra are subject to influences from physical and 

biochemical differences. These physical differences can include properties such 

as density and size [21]. It is important to account for these if one is to recover a 

true absorption spectrum. Mohlenhoff et al. highlighted this problem by 

demonstrating spectral changes as a result of sample density, in this case, cell 

nuclei [22]. This group found denser samples exhibited non-Beer-Lambert 

absorptions, which caused changes in the intensity of the phosphate region of 

spectra [22]. Such differences could easily be misinterpreted as chemical 

changes. In this particular case loss of transmission was thought to be 

responsible, however, nuclei can also cause Mie-type scattering [21]. This 

phenomenon occurs when the size of the scattering particle is equal to, or 

slightly smaller than the wavelength of the incident radiation [21].  This results in 

baseline oscillations in the spectrum and can distort both the intensity and 

position of absorption bands as shown in figure 2.1 [21]. This problem is 

ŎƻƳǇƻǳƴŘŜŘ ŦǳǊǘƘŜǊ ōȅ άŀƴƻƳŀƭƻǳǎ ŘƛǎǇŜǊǎƛƻƴέΤ ŀƴƻǘƘŜǊ ǎǇŜŎǘǊŀƭ ŘƛǎǘƻǊǘƛƻƴ 

often seen in spectra of single cells, again due to Mie scattering [21]. 

Fortunately, algorithms are now becoming available to remove the broad 

oscillations in the baseline and the dispersion artefact, both of which derive 

from resonant Mie scattering (figure 2.1) [23]. Probably the first capable of 

providing reliable absorption spectra is that of Bassan et al., as illustrated in 

figure 2.1(c) [23].   
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Figure 2.1. IR spectrum of a small cell (a), corrected IR spectrum using old 

algorithm with anomalous dispersion still present (b) and corrected spectrum 

using new RMieS-EMSC algorithm (c). Adapted from [23]. 

Baseline oscillation 
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2.2 ToF-SIMS analysis of biological specimens 

It is important to recognize the many advantages of FTIR, such as: fast, 

reproducible data acquisition; minimal sample preparation; and, the possibility 

of a less reductionist, holistic analysis [1]. However, it should also be noted that 

FTIR is not as sensitive or specific as techniques such as ToF-SIMS; therefore 

studies involving both techniques, particularly those incorporating the two 

techniques together [e.g. 6] are of particular personal interest.  

 

The following will concentrate on the analysis of biological cells including novel 

sample preparation techniques related to cellular analysis; the role of ToF SIMS 

in biomedical research; and, cancer based studies. 

2.2.1 Sample preparation 

Time-of flight secondary ion mass spectrometry is capable of elemental and 

molecular analysis of complex chemistry on the sub-cellular scale [24]. However, 

the high vacuum requirement of SIMS prevents the analysis of live cells because 

of their water content. Robust sample preparation protocols are therefore 

critical in preserving the biochemical architecture of biological samples and 

extracting meaningful information [25,26,27]. After reviewing much of the 

literature there appears to be two distinct types of methodology for the 

preparation of biological samples. These can be broadly classed as drying 

protocols and frozen hydrated protocols.  

 

Originally developed for SEM studies, drying protocols essentially aim to 

preserve the biochemical structure of the specimen after water removal, which 

is unavoidable under high vacuum conditions. These typically involve drying 

under e.g. argon or freeze drying. Before drying, fixation, either chemically (with 

e.g. formalin) or physically (by cryofixation), is necessary to prevent the initiation 

of autolytic pathways and general cell degradation which would be evident in 

SIMS images as redistributions of diffusible ions e.g. Na+ and K+ - discussed later 

in more detail [25]. Commonly, investigations into drying protocols have tended 

to centre around optimising the reagents and conditions needed to successfully 
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preserve the cellular architecture [25,28]. Recently, such studies investigating 

drying protocols have begun to utilise a combination of complementary 

techniques to evaluate the effect of each procedure on the cell before SIMS 

analysis [25]. These include SEM [25,27], fluorescence imaging [26,27] and 

interference reflection microscopy (IRM) [25] to name a few. Furthermore, there 

is increasing interest in washing the sample prior to SIMS analysis to remove 

unwanted inorganic species, as they can lead to ion suppression effects. A 

multimodal study involving SIMS, SEM and IRM by Malm et al. has provided an 

excellent review of washing steps. The study concluded that an ammonium 

formate wash prior to cryofixation and freeze drying is most suitable for the 

general removal of contaminating salts. Additionally, glutaraldehyde fixation 

may also preserve more fine membrane structures [25]. However, while this 

study provided an excellent report on relatively gross cellular architecture and 

chemistry it does not discuss the effect on specific analytes that are present in 

low concentrations.   

 

Frozen hydrated protocols, have also received a lot of interest possibly due to 

the fact that chemical fixatives, and the drying procedure, can potentially distort 

chemical specificity. For example, the cellular cytoplasm can spill out of the cell 

if dried too intensely [28]. Moreover, analysing the cells frozen retains 

intracellular water; providing a much more chemically accurate specimen. Yet, 

the presence of too much atmospheric water can cause problems as ice crystals 

can form on, and cover, the frozen sample surface  ς a problem that can be 

overcome using freeze fracturing [26,27,29]. With this approach surface water is 

fractured off by freezing the sample between two substrates in liquid nitrogen 

cooled liquid propane (-185 °C) and then fracturing one off the top to reveal 

frozen hydrated cells underneath. This can also cause problems as the cells are 

often randomly torn apart by the fracturing process. Recently, however, a 

spring-loaded fracture device has been developed for ToF-SIMS to add more 

reproducibility to the fracture process [29]. In contrast to normal fracture 

experiments the fracture occurs in the analysis chamber and the top substrate is 

not discarded so if cells are torn apart the material is not lost [29]. This also 
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minimises the risk of contamination as the fracture occurs under the ultra high 

vacuum of the surface analysis chamber [29]. 

 

Freeze fracturing has also been well investigated by Chandra et al. using 

dynamic SIMS in combination with SEM and fluorescence microscopy to reveal a 

high degree of cellular preservation [27]. Interestingly, this study suggests there 

may be a degree of signal enhancement due to the presence of a thin layer of 

water, which could further complicate the quantification of cellular chemistry, 

but also improve yields of analytes present in low quantities. To avoid this, the 

sample can be dried in vacuo after fracturing [27]. It should also be recognised 

that this particular group pioneered the use of quantifying intracellular 

potassium, using SIMS, to validate preparatory protocols by determining 

whether the cell was fixed in a living state [30]. Intracellular potassium can be 

used to determine whether cells were fixed in the living state because the 

potassium/sodium gradient across the cell membrane is maintained at around 

10:1 with active ion pumping. Therefore, the detection of higher levels of 

potassium inside the cell would indicate fixation of the cell in a living state [30].   

 

From the literature, it is apparent that the optimum preparation protocol 

probably depends on the nature of the sample, the type of instrument used, and 

the aim of the analysis. For example, 70% ethanol fixation can be used to 

remove lipid membranes and expose intracellular proteins for analysis, if 

required [28]. Furthermore, for all diffusible ion localization studies, strict 

cryogenic practices are most appropriate [25]. As previously shown, various 

different preparation protocols have been adopted [25,26,27,28,29]. However, 

none, as yet, have been reported for the preparation of non-adherent cells 

directly from suspension. 

2.2.2 ToF-SIMS in biomedical research 

The development of the polyatomic primary ion source, as previously described 

in section 1.2.3, increased the amount of information obtainable from the high 

mass end of spectra of organic analytes from whole cells. Consequently, ToF-
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SIMS was adopted into the field of lipid research and has been successfully used, 

for example, to localize sphingomyelin within cholesterol domains in membrane 

monolayers [31]. Furthermore, Ostrowski et al. [32] and Kurczy et al. [33] 

suggest that ToF-SIMS can be used to investigate physical changes in membrane 

structure. For the purpose of this review however, which - as previously stated - 

will concentrate on studies of whole cells, more detailed explanations of 

membrane studies can be found elsewhere: Prinz et al. [34]; Ostrowski et al. 

[35]; Heien et al. [36] etc. 

 

An important drug-cell interaction based study involved the use of Candida 

glabrata ς a type of yeast commonly present in human infections ς to 

investigate clofazimine [40]. Used as a strong antibiotic, the investigation was 

aimed at determining as to where clofazimine would interact with the cell. The 

group used a 15 KeV Au+ primary ion beam to analyse frozen hydrated, 

clofazimine doped cells. They found that clofazimine (m/z 473-475+) was present 

in the spectra of cells whose cell walls were complete, i.e. unfractured (figure 

2.2). This was determined by localizing ions indicative of the cell wall, such as the 

head group of the membrane phospholipid dipalmatoyl-phosphatidylcholine 

(DPPC) (m/z 184+) [40].  

 

  

Figure 2.2. Localization of clofazimine (40 µm X 40 µm field of view). Adapted 

from [41]. 

It was, therefore, concluded that clofazimine was retained by the cell wall. This 

was attributed to chitin, a biosorptive molecule, well known for interacting with 

chlorinated compounds - like clofazimine [41]. 

Candida 

glabrata 

cells 
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2.2.2.1 ToF-SIMS in cancer research 

Today, through extensive research, SIMS is becoming an important tool; not only 

for the development of novel chemotherapeutic agents, but also for the 

diagnosis and prognosis of cancer. Much of the literature pertaining to this area 

- as with the previously discussed biomedical applications - describes the use of 

SIMS to map certain ions within cancer cells or tissue sections. However, 

increasingly, studies are focussing on the use of multivariate, interdisciplinary 

techniques to characterize the various cellular differences associated with 

carcinogenesis.  

 

A significant part of the literature on this subject has been provided from 

dynamic SIMS studies. A particularly active group in this area; Chandra and 

colleagues have provided the basis for many of the more recent investigations. 

After adapting various cryogenic techniques to SIMS [42], they have been able to 

productively apply dynamic SIMS to cancer research. Investigations of various 

inorganic ions, in cancerous (MCF-7) and normal (MCF-10A) breast cell lines, 

revealed differences in the ratios of nuclear and cytoplasmic calcium 

concentrations [43]. Following this, as part of the same investigation, the same 

group then progressed on to investigate cellular distributions of calcium after 

drug treatment [43].  

 

More relevant to this particular report, however, are static SIMS studies. 

Through this method atomic, and, molecular information can be obtained, which 

is extremely useful when identifying biological compounds within cellular 

systems. In a similar way to Chandra and colleagues etc, Chehade et al. 

employed ToF-SIMS to examine the biodistribution of a radioactively labelled 

drug, which targeted melanoma cells [44]. They were able to localize the drug to 

the cytoplasm of melanoma cells, tumour infiltrating macrophages and normal 

melanocytes.  

 

Quong et al. investigated genotoxic heterocyclic amines - produced during 

certain cooking methods [45]. The most important of these amines is 2-amino-1-
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methyl-6-phenylimidazo[4,5-b]pyridine (PhIP). The group was able to analyse 

the distribution of this carcinogen in human breast cancer cells; using ToF-SIMS 

and a dye, specific to the outer leaflet of the cell membrane, to do so [45]. This 

particular study was heavily reliant on the ability of ToF-SIMS to obtain 

molecular information, specifically, from large membrane molecules. 

Furthermore, and more importantly, Fartmann et al. demonstrated the ability of 

static SIMS to examine molecular distribution, without the addition of dyes or 

isotopic labels [46]. 

 

Recently, and most interestingly, ToF-SIMS was applied to investigate the effects 

of hederacolchiside A1 (Hcol-A1) ς a novel chemotherapeutic agent [47]. The 

group utilized a range of techniques to assess the ability of Hcol-A1 to 

permeabilize human melanoma cell membranes. Principally, ToF-SIMS was used 

to monitor the interaction of the compound with cholesterol and phospholipids. 

Through the use of imaging ToF-SIMS, the group illustrate the destruction of the 

cell after prolonged Hcol-A1 exposure (figure 2.3); imaging cholesterol ions, 

Hcol-A1 ions, and phospholipid ions, to do so (figure 2.3)[47].  

 

                      

Figure 2.3.  Cholesterol ion images showing the intact (A) and disrupted (B) cell. 

Adapted from [47].  

 

This study was of particular personal interest; not only because it used a novel 

interdisciplinary approach to assess as to the efficacy of Hcol-A1 as a 

permeabilizing agent; but, also as it provides a good illustration of the successful 
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