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Timeof-flight secondary ion masspectrometry (TofSIMS) in principle has the
capability to detect and localise complex chemistry on the-selhular scale.
Robust sample preparation protocols are therefore of great importance when
attempting to preserve the natural biochemistry and atebture of biological
specimens and extract meaningful information. It is likely that the optimum
methodology will depend on the nature of the sample, and the goal of the
analysis. The following study focussed on the preparation of cancer cells for ToF
SMS analysis. Air drying, freeze fracturing, freeze drying and cytospibases
preparation techniqgues and variations thereof were evaluated. Using image
contrast, assessing spectra for the gain, or loss of native anehative cellular
species and theatio of inorganic to organic ion yields, the investigation provides
a systematic evaluation of the features of each preparation technique. This
study then employed the optimum method® determine the influence of the
various phases of the cell cycle olassification of TolSIMS spectral data. A
number of cell types, both cancerous and Amancerous in G1, S and G2/M
growth phases are separated bwnticancer drug treatment andFACS
(fluorescence activated cell sorting) and subjected to-$tWS analysis.The
results indicatethat ToFSIMS can detect surface biochemical changpeluced

by the cell cycle. Importantli is also capable of detecting subtle alterations in
cellular chemistry caused by anticancer drugarthermore, the ToSIMSdata

was compaed to results obtained from synchrotron sourced FTIR
microspectroscopy to provide a more robust complementary analysis and
support chemical evidence gathered.
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Chapter lintroduction

The following thesis follows a discovery bagdealistic approach to examine the
development of chemically based methods to understand and agttarise

cancer and chemotherapeutic agents at a cellular level.

The succeeding chapter introducteeory relevant to the investigation. Cancer
and cell biology will be introduced; spectrometric and spectroscopic concepts

will be discussed; and, finally, statistical methods explained.

1.1 Cancer

Cancer, today, still remains one of the most fearedises of death. After
cardiovascular disease, a mortality rate of about 12.4 million cases per year
makes cancer a leading cause of death worldwide (figutg[1]. Out of those
deaths, lung cancer was the most common cancer in men and breast in women
[1]. The following will discuss, broadly, cancer epidemiology and aetiology;
tumour nomenclature, detection, diagnosis and prognosis; and, finally, model

cell lines and cell biology will be introduced.

12.4 million new cancer cases (2008) -

o Marthern America

» Southern America

B East Mediterranaan
1569,000 (12.8%) ® Eurapean Union

SEARD

m European Economic Area
B Other Europe
ERO SoutheEast Asia
B China
422,000 (27,5%) WERD ® Japan & Korea
3689,000 (29,7%) u Australia & Mew Zealand

u (ther Westemn Pacific

EMRO /

467,000 (3,7%)
PAHD AFRO
2617,000 (20,9%) 667,000 (54%)

Figurel.1. Distribution of Global Cancer burden by World Health Organisation
Region. Reproduced from [1]
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1.1.1 Cancer epidemiology

Several forms of cancer vary significantly in incidence, prevalence and mortality
rate between populations (figure.1) [2,3]. It seems that every form of cancer is
rare in some location and the incidence of cancer in immigrants from these
areas soon meets the level of the host population [4]. This observation lead
cancer epidemiologis to believe most forms of the disease are, in principle,
preventable. This trend ruled out genetic explanations for the global differences
in cancer incidence and brought forward ideas relating to lifestyle choice and the
environment [2]. The following M introduce some of the factors commonly
addressed by cancer epidemiologists, a more exhaustive list of discussions is

provided elsewhere by the International Agency for Research on Cancer (IARC)

[1].

1.1.1.1 Carcinogenic effects of tobacco

The carcingenic effect of tobacco was probably the most noteworthy discovery
in the history of cancer epidemiology [2]. The risk of cancer increases
significantly with smoking, including cancer of the lung, oral cavity, nasal cavity
and nasal sinuses, pharynx, laxymwesophagus, stomach, pancreas, liver, urinary
bladder, kidney and uterine cervix, and myeloid leukaemia [1]. Furthermore, the
incidence of lung cancer increases rapidly among those who are frequently
exposed to second hand smoke& F 1 Sy G SNMWSR aly2 {AM3IE A om 6 ¢
estimates suggest the incidence of smoking related cancers to be higher in more
affluent regions as the consumption of cigarettes started earlier in these places.
Similarly, the incidence of smoking related cancers in males isgyrézn in
females as women began to smoke several years after men [1]. Interestingly, the
detrimental effects of smoking have different consequences between
populations [2]. For examplen iChina, smoking leads to more deaths from liver

cancer than cardiascular disease [5].

Despite recent changes in the composition of cigarettes, tobacco smoke still
remains the most common source of carcinogens in humans [1]. Out of the 4800

compounds found in cigarette smoke, 69 are thought to be carcinogenic [6]. The
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most harmful agents arecarbon monoxide, nicotine, nitrogen oxides,
nitrosamines, hydrogen cyanide, volatile aldehydes, aromatic hydrocarbons and
alkenes. Of these, aromatic hydrocarbons and nitrosamines are the most

destructive.

Smokeless tobacco products such as chewingdobar snuff are; despite the

lack of burningg also carcinogenic. Smokeless tobacco is used widely in Asia,
Africa, Northern America and Nordic European Countries [1]. There are over 30
carcinogens in smokeless tobacco including similar compounds tocdoba
smoke [1]. Furthermore, smokeless tobacco use exposes the person to the

highest huma exposure tanitrosamines [1].

Continued exposure to the carcinogenic compounds in tobacco can lead to DNA
damage and disrupt mechanisms involved with cellular repehich eventually

leads to cancer [1,6].

1.1.1.2 Diet and obesity
The large number of foods and their many ingredients presents a complex
problem for dietary epidemiologists [2]. Nevertheless, epidemiological

observations have successfully identifiedtnitional deficiencies responsible for

diseases such as pellagra, blindness, scurvy and spina bifida [7]. Such strong

associations have yet to be made with cancer due to the complexity of the
disease and, frequently, conflicting information [2,7]. For eglnthe daily
intake of calcium has been marked as an important factor in reducing the
probability of colon cancer in prone individuals [7]. Contrastingly, however, it
has also been found that too much dietary calcium (>600mg/day) can increase
the risk d prostate cancer [8]. It is believed that Calcium is involved in the
regulation of vitamin D synthesis, more specifically, the doagulation of the
anti-proliferative effects of the vitamin [8]. As with many dietary factors,
difficulties in quantifyingcalcium intake have compounded investigations. It is
therefore, unclear how serious such investigations can be taken [7,8,9]. Similar

LINPOf SYa KFE@S SR G2 GKS NRAS FYyR

F L
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compounds, such as betarotene and folate [7]It is important to note the
efficacy of these compounds probably also depends on the synergistic influence
of other natural components of the food [7]. Thus far, no single compound
contained within food shows a strong, reliable association with the preos,

or induction of cancer [2,7].

As a general rule, western diets can be linked to higher risks of cancers, such as
prostate and colon cancer [8]. The higher intake of fats, processed meats and
red meats that characterizes the western diet is thoudbt be largely
responsible [8]. In particular, the methods, by which, the food is prepared and
cooked, may be important for the disease. For example, high temperature
cooking methods, such as charcoal griling and frying, can produce potent

mutagenic heterayclic amines [9].

More recently, links have been found between obesity and cancer. The world
cancer report produced by the IARC suggests that obesity is contributing
GAaAIYATFAOF yif e G2 AYONBlFaiaAy3d O yOSNJ
approximately S0 of all cancers in Europe are caused by obesity and could

possibly be prevented if levels were reduced [2].

1.1.1.3 Viruses, parasites and bacteria

Another important advance in cancer epidemiology characterized pathogens
capable of inducing carcinogengs[2]. For example, DNA from a certain
phylogenetic subgroup of human papillomaviruses (HPVs) has been detected in
around 99.7% of cervical cancers [10]. This suggests the link between HPV and
cervical cancer is the strongest ever reported for a specHigse of cancer,

which could be greatly reduced by vaccination [10].

Other pathogens responsible for increasing the risk of cancer include
Helicobacter pyloyia bacterium that can cause stomach cancer; the hepdaditis

virus (HCV), linked with liver car¢cand, many others [1,2].
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1.1.1.4 Hormones and growth factors

It is clear that androgens play a pivotal role in the development and
maintenance of both male and female reproductive organs and in the treatment
of the relevant cancers. For example, saagior medical castration has proven
as an effective means of treating patients with metastatic prostate cancer [8].
This is probably due to the fact that the prostate is necessary for the conversion
of testosterone to dihydrotestosterone, both of whichvebeen linked to the
induction of prostate cancer in rats [8,9]. As briefly mentioned previously,
vitamin D ¢ another steroid hormone¢ has potent antiproliferative, pro
apoptotic, and predifferentiative effects on prostate cancer cells [9].
Synthesisegrimarily in response to dermal sunlight exposure, vitamin D is also

believed to have chemopreventative effects and inhibit tumour growth [9].

Steroid hormones are known to modulate the production and biological action
of growth factors [11]. It is notwsprising therefore, that insuliiike growth
factors (IGFs) have been associated with prostate cancer. These polypeptides are
intimately involved with cancer cell proliferation, differentiation, and apoptosis
[8]. It is thought that IGFs may be an impartalink between the western
lifestyle and a higher incidence of prostate cancer [8]. Essentially, the
consumption of large amounts of fats stimulates the production of excessive

IGF, thus providing the conditions, in which prostate cancer could prolif§8hte

Interestingly, the western lifestyle is also associated with increased breast
cancer risk. It seems that the western diet in particular, induces menarche at a
younger age and post menopausal obesity, which raises endogenous oestrogen
levels [2]. lereased levels of endogenous hormones, such as oestrogen, are
believed to play a pivotal role in the development of several cancers of the

female reproductive organs [1,2].

1.1.1.5 Genetic factors
Genetic influences are widely considered to be accouetdbi several cancers

[1,2]. Familial clustering of some forms of cancer is thought to be predominantly
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due to genetic susceptibility, including: the combined or individual influences of
both highly and weakly penetrant genes; and, genetic variationsdrsyimthesis

and metabolism of hormones, carcinogen metabolism, DNA repair, and
inflammation pathways [1,2,9]. However, inconclusive results have often led to
the dismissal of these alone [2,9]. It is more likely that a complex relationship
between geneticfactors and environmental influences is responsible for the

pathogenesis of prostate cancer [2,9].

1.1.2 Cancer classification

Unfortunately, for vertebrates to live long lives, cells must continuously divide
for development, maintenance and repair. To do so, vertebrates have evolved
ways of inducing cell proliferation when needed, while suppressing clonal
autonomy. However, whetthese processes fail, cancer is the inevitable result
[12]. Cancer is a general term used to describe one of the 200 various types of
disease causing malignant neoplasms [3]. These are diseases in which the
incessant proliferation of somatic cells kills bwading, overthrowing and
corroding normal tissues [12]. The dividing cells form masses, or tumours, of
undefined structure which can be characterised as either solid or diffuse,

according to the tissue or cell of origin [3].

1.1.2.1 Solid tumours

Sold tumours form in tissues and are predominantly made up of neoplastic
LINPEf AFSNI 0Ay3 OSfta gAGK | O2@0SNAy3:
supply [3]. Solid tumours can be classified as either beniggitinor malignant
according to the natre of their bulk of cells. The least aggressive, benign,
tumours remain localized and grow slowly, only causing damage through
obstruction or pressure [3]. Similarlyn situ tumours can be defined by the
absence of invasion; remaining localised. Thesaaduwrs usually develop, and
remain, in epithelium (figurd.2) [13]. However, if the tumour gains the capacity

to invade the basement membrane and destroy the supporting mesenchyme

(figure 2) they can be described as malignant [3,13].

2 N
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Ca in situ Tumour Clinical
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Epithelium /\ ﬂ
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] P 20 years

Figurel.2. Schematic of tumour development adapted from [13].

Malignant tumours can form in any tissue and, when large enough, are able to
recruit their own blood supply¢ a process known as angiogenesishy
stimulating the growth of blood vessels [14]. Furthermore, by penetrating the
newly formed blood vessels, tumour cells may be carried to distant sites to
produce secondary tumours, also known as metastases [13]. Fortunately, only
around 1% of the releasecklls go on to form metastases as many are broken

down by the immune system [15].

The precise nomenclature of solid tumours is based on the generic tissue of
origin, such as mesenchyme or epithelium; the specific tissue of oeigyrliver

or lung; whether it is benign or malignant; if known, the cell of origin; and,
finally, the pattern of growth [13]. Malignant tumours, for example, use the
prefix carcinomafor tissue originating in the epithelium, sarcomafor those of
connectivetissue, or mesenchyme. If the tumour formed in fat mesenchyme, for

example, it would be &posarcomaFor further examples see tahlel.
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Tissue Cell type Benign tumour Malignant tumour
Epithelium
Skin Squamous Squamous cell  Squamous
epithelium papilloma carcinoma
Prostate Prostate Adenoma
epithelium Adenocarcinoma
Mesenchyme
Fat Adipocytes Lipoma Liposarcoma
Bone Osteocytes Osteoma Osteosarcoma

Haematalymphoid

Immune Lymphoid cells Hodgkin lymphoma
system

Central Nervous

System Meningothelial Meningioma Anaplastic
Meninges cells meningioma

Tablel.1. Examples of nomenclature of common tumours adapted from [13].

1.1.2.2 Diffuse tumours

As with solid tumours, haematological malignancies, or diffusaours, as
sometimes termed, can be broadly divided into groups, in this case, Leukaemias
and lymphomas [13]. Leukaemias involve the abnormal proliferation of white
blood cells into the bone marrow, peripheral blood and organs [3]. These can be
classifiel according to the cell of origin (myeloid or lymphoid) and pace of the
disease (acute or chronic) [3,13]. As the name suggests, acute leukaemias
generally progress much faster than chronic forms [3]. Finally, the suffoygs

and -blast are used to indate the maturity of the cells. For example, acute
lymphocytic and acute lymphoblastic leukaemias refer to mature and immature

cells respectively [3].
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Lymphomas arise from cells of the lymphoid system and are grouped as
| 2RATAY Q& RANIAY DB dl ILBRI oy Qa f @ YLIK2 Y| a
lymphocytes and noh 2 R3I{ Ay Qa GeLlsSa SyOoz2yvyLl aa |

better described elsewhere [13].

1.1.3 Detection, diagnosis and prognosis

Currently, the detection, diagnosis and assessment of the severityanter
(prognosis) require the use of a combination of various techniques. Preoperative
screening techniques are used to detect the disease and postoperative methods
are used to diagnose and determine the best modality of treatment to be
offered, if requied [16].

Interestingly, there is presently a certain amount of controversy surrounding

some screening methods [16,17]. Screening tests can produce false positives,
which could result in unnecessary emotional stress and other expensive tests.

On the othe hand, tests can also produce false negatives, which can be
dangerous if the cancer is undetected [17]. Finally, there is the danger of
RSGSOUAYT GAYAAIAYAFAOLIYG OF YyOSNEZ GKAOK
symptoms. In such cases mismanagementefdisease can be more damaging

than the cancer itself [16]. Consequently, only a few screening tests are thought

to be consistent enough for routine use [1ome of thee arepresented in

more detail below.

1.1.3.1 Preoperative diagnostic modalities

Screening

Before any screening method the doctor will use -poeeening guidelines to
assess whether the patient is at risk of cancer [17]. The guidelines include
recommendations based on demographic data such as sex, race, age, family

history etc [17].



18

Probably the most commonly used screening method in men is the proestate
specific antigen test [17]. Prostaspecific antigen, or PSA, as often abbreviated,

is a serine protease (3Da) produced by the prostatic epithelium. Involved in
the lysis of the sainal coagulum¢ formed following ejaculation [18% this
analyte is present in all men with functioning prostate glands [19]. Typically,
normal PSA levels will range fromtthg/ml in a man free of significant prostatic
disease [20]. The correlation beter elevated PSA levels and prostate cancer
was first made by the Roswell Park group in 1982 [21]. Subsequently, PSA has
become one of the best markers for a cancer today. However, it should be noted
that elevated PSA levels can also occur for-mlignant reasons such as:
benign prostatic hyperplasia (BPH), prostatic intraepithelial neoplasia (PIN),
prostatitis and physical manipulation of the prostate. If undetected a false
positive in this case could lead to unnecessary biopsy, which is also concomitant
with certain risks [16,17].

In women, a commonly used screening method is the Papanikolaou (Pap) smear
test to detect cervical cancer [22]. Invented by George Papanikolaou, this
involves the collection of exfoliated cells from the cervix and vagiméch are

then placed on a microscope slide, stained and inspected for abnormalities
[17,22].

Other less complicated tests can be carried out at home. These include, for
example, examination of the testes to help detect testicular cancer and breasts

to detect breast cancer [17].

Imaging techniques

Imaging techniques play an important role in diagnosing, staging (discussed
later) and evaluating the course of treatment for patients with cancer [23].
Therefore, it is wunsurprising that many imaging methodsich as:
ultrasonography, computed tomography (CT), magnetic resonance imaging

(MRI) and various nuclear techniques, have been adapted to this application.
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Ultrasonography is one of the most common techniques used. Essentially, it is a
norrinvasive ultr@oundbased imaging technique used to visualize the internal
architecture of the area of interest [24]. Importantly, due to the ease of
application and low cost of the procedure, it has not only become useful for the
diagnosis and staging of cancer, butshalso become a vital tool for screening

[24].

Computed tomography is an-ray based technique used to produce three
dimensional images of parts of the body based on their ability to absoayx
However, it is difficult to detect cancer in areas sashthe prostate because the
attenuation of prostatic carcinoma, BPH and the normal prostate are very
similar [25]. This problem can be dealt with through the administration of
intravenous contrast agents [25]. CT has proven useful in the detection of the
extracapsular spread of cancers by assessing irregularities in tissue margins and
changes in the density of surrounding fat tissues [25]. Furthermore, CT is able to

detect skeletal metastases [23].

MRI is another extremely versatile technique capable nailtiplanar, high
resolution imaging. At present MRI can be used in a similar wa tbut carries
less risk as-rays are not usedynlike CT scar[23]. It is clear however, that MRI
has much more room to evolve and has already seen great benefits, for
example, from the development of endorectal and pesicface coils instead of

the traditional body coil [26].

Nuclear techniques used for imaging generally involve the use of a radioisotopic

tracer designed to target a specific physiological event. &ample, bone
scintigraphy employs technetiw®m °™Tc); an element which is used during

the remodelling of the bone that is necessary during tumour growth. Images can
GKSYy 0SS |OljdANBR 2@0SN)] GKS ¢gK2tS &a1Sft S
metastases [27]. Other similar techniques include: positron emission

tomography, that uses fluorodeoxyglucose labelled witfF; and,
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immunoscinitgraphy, which combines a highly specific antibpdyned at a cell

surface antigerg with an isotope suitable for imaging [27]

1.1.3.2 Postoperative diagnostic methods

Predominantly, biopsies are used to confirm the diagnosis of malignancy
following one or more of the previously mentioned preoperative diagnostic
modalities. It is also possible, however, to assess the severity of the disease;

providing guidance on whicloarse of treatment, if any, to take.

The most widespread histopathological method, used to assess the severity of a
tumour, is grading. The most famous of these techniques was introduced by
Gleason for assessing prostate cancer [28]. Very simply, tmesleods utilise
optical microscopy to examine the glandular architecture of a tissue sample
obtained via biopsy [28]. Once examined, the sample will obtain a score
between two and ten; ten being the most severe case. However, this technique,
by its very nture, can lack reproducibility as the grading can vary between
pathologists [29]. It is therefore unsurprising that inadequate predictions as to
the natural history of tumours are frequently made, often leading to

mismanagement of the disease.

Combining he results obtained from both preoperative and postoperative
diagnostic modalities, clinicians are able to accurately stage the disease
according to the TNM (Imour/Node/Metastases) systemable 1.2) [30].
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Stage Pathology

TO No evidence of primary tumour.

Tis or Cis Tumour or cancer in situ.

T14 Increasingly advanced cancer stages

NX Adjacent lymph nodes could not k
assessed.

NO Exhibits no metastases.

N1,2,3 Increasing spread to lymph nodes.
higher number is associated with
greater spread

M 0,1,x Distant metastases not present ((

LINBaSyd om0 2NJ A3

Tablel.2. Summary of TNM cancer staging system. Adapted from [30].

Importantly, TNM staging relies heavily on collaborations between pathologists
and clinicians. Consequently, diagnosis can often depend on the opinions of a
group of people, which, as previously stated can often lead to mismanagement
of the disease [29]. gsociated with these mistakes are heavy emotional and
financial costs [19]. It is thought that developing physical and spectrometric

analytical techniqueg such as Timef-Flight Secondary lon Mass Spectrometry

(ToFSIMS), Infrared and other related tedhues¢ to analyse single cells and

mono-layers of cells will eventually provide accurate and repeatable methods to

be used for the analytical diagnosis of the severity of cancer.
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1.1.4 Cancer cell lines

Cell lines are essentially permanently establisbatiures of cells that have the
ability to proliferate indefinitely. They are able to override telomere erosion
via chemical or viral transformatiorgsand pass the Hayflick limit [31]. This limit
would normally restrict their capacity to divide to ami 52 divisions, before
they become senescent [31]. Each cell line will represent the tumours, from
which, they are derived. However, it should not be ignored that the growth
conditions of cultured cell lines are not as subtly regulated as theynavéva
Consequently, variations in the cells growth patterns could occur. That aside,
there is no evidence to suggest they are genetically altered in culture. For this
reason, they are able to provide valuable information about cancer without

wasting preciousissue samples.

1.1.5 The cancer cell cycle

The unregulated proliferation that characterises cancer, or rogue, cells is the
result of the evasion or negation of restriction mechanisms that control normal
clonal autonomy [32]. The following will introdutiee cell cycle and regulatory
systems, briefly, highlighting the factors contributing to deregulated

proliferation.

1.1.5.1 The cell cycle

The series of coordinated events required for DNA replication and cell division
can be described athe cell cycle flgure 1.3) [33]. All proliferating cells pass
through a cycle of four distinct phases; i6the first gap phase, which is used to
manufacture enzymes necessary for DNA synthesis; S phase is the second stage,
during which DNA is synthesised;i&the seond gap phase needed to produce

RNA and proteins for mitosis; and finally, M phase, or mitosis describes the 4

stage process of cell divisiarwell described elsewhere [34].
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Figurel.3. Schematic ofhe cell cycladapted from [35]and fluorescence image

of dividing cells during mitosis.

1.1.5.2 Cell cycle regulation

Normally, norcancerous somatic cells remain in a mytling, or quiescent
state of 2n DNA content; often described as a fifth gap phage Eatry into the

cell cycle can only occur upon receipt of various chemical signals known as

mitogens [32]. These protein based social cues prevent the onset of proliferation
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outside of an appropriate social context [32]. Cell proliferation is further
constrained by the presence of a retinoblastoma protein (pRB) regulated
transition point towards the end of Gfigure1.3) ¢ a point which most cells only

reach after prolonged exposure to mitogens [32].

The proliferative effects of the mitogens are gateddweb of inhibitory growth
factors¢ such as the interferons and transforming growth factQmehich has to

be overcome for cell cycle entry to occur [32,36]. Acting as potent- anti
proliferative agents, these pleiotropic signalling factors act, in pany,
suppressing phosphorylation of pRB. This is achieved through the inhibition of
cyclindependent Kinases (CDKs) and suppression of the transcription factor, and
proto-oncogene, anyc. A more informed discussion ofhyc can be found in

references [32,37]

The proliferative potential of normal cells is restrained further by pathways that
lead to denucleation of progeny cells, also known as terminal differentiation
[38]. Continuous proliferation is only observed in stem cells, which undergo
slow, infrequeat divisions to replenish specialised cells and maintain the

turnover of normal regenerative organs [32,38].

Finally, those cells that do overcome all of the aforementioned inhibitory
mechanisms face major obstacles to their continued expansion. Their
dependence on trophic factors and physical barriers of epithelial tissue prevent

further expansion and evasion [32].

1.1.5.3 Deregulated proliferation

As previously statedcancer and the cell cycle are fundamentally linked by the
fact that cell cycle machery controls proliferation, and cancer is a disease

characterised by the evasion, or negation, of the mechanisms that restrict

proliferation [33].
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Probably the most important or common defects, resulting in the inception of
cancer are related to pRB [B3 his is an important check point in the cell cycle,
more specifically, late Gphase (igure 1.3). Defects in this pathway are
numerous, however, commonly, the RB gene is deleted or the cyclin dependent
kinases responsible for the phosphorylatignand inactivation ¢ of pRB are

deregulated [32,33].

It is important to reiterate that the reasons for the onset of cancer are too
numerous to cover in this thesis. For moredepth reviews see Evan and

Vousden [32] and Colliret al.[33].

1.1.6 Celphysiology

Since the purpose of the following investigation is to investigate mammalian

cancer cells it is important to briefly describe the structures that are likely to be

responsible for the biochemistry observed. Due to the nature of the analytical

techniques used however, it is only appropriate to discuss the gross chemistry of
the cell as this dominates spectra. Therefore, only larger organelles will be

discussed including: the cell membrane, endoplasmic reticulum, Golgi apparatus

and nucleus.
Cell
membrane
Nucleus
_“'-‘ ' | 4 o
C NS
Nucleoli % @

1) && “
- - ]J-‘r
Mitochondrion D 1
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Golgi

Endoplasmic apparatus

reticulum

Centriole

Figurel.4. Schematic of a mammalian cell.
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1.1.6.1 Biological membranes

Cell membranes encapsulate the cell and maintain the essediffdrences
between the intra and extracellular environmentsi¢fures1.4 and1.5) [39]. The
membrane contains a series of specialised proteins that allow the passage of
certain solutes; transmit information in response to environmental cues,
allowing the cell to change its behaviour accordingly; provide structural links; or,
synthesse ATP (figurd.5) [39]. It should be noted that there are many other
roles of membrane bound proteins that are often specific to certain cell types

[39].

Protein channel Extracellular Fluid Carbohydrate

(transport protein) Hydrophilic heads
Globular protein

Phospholipid bilayer

Phospholipid

Cholesterol i molecule

. {Globular protein) Surface protein
Glycolipid

Filaments of /

e Alpha-Helix protein Hydrophobic tails
cytoskeleton

Peripherial protein
P P (Integral protein)

Cytoplasm

Figurel.5. Schematic of the cell membrane. Reproduced from [40].

All biological membranes shaaebasic 5nm thick structure: each is comprised of
a thin film of noncovalently bound lipids and proteins [39]. This allows for the
fluid structure ¢ originally proposed by Singer and Nicholson (Figusg [41] -
such that the majority of the molecules Wih the membrane are able to move
around laterally 39]. Phospholipid molecules ararranged with their
hydrophobic, aliphatic tails pointing towards each other, while their hydraphi
polar head groups form the inner and outer surfaces of the membrager§

15 and 1.6) [39]. The majority of these phospholipids all share the same
phosphoglyceride backbone with differing ionic headnd saturated, or
unsaturated fatty acid tail groups (e.gigure 1.6) [39]. Commonly, the outer

layer of the membrane imade up of phosphocholines.@.figure 1.6), whereas
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the inner part consists of mainly phosphatidylethanolamine, phosphatidylserine,

and phosphatidylinositol to name a few [42].

N*(CHa)s ‘;
CH,
0 |
‘\’Hydrophilic
Phosphate 0 1 5 : region
og\ /Lo
CisH31 CysHs; !
Fatty Acids \,Hyc_lrophobic
‘region

Figure 1.6. Schematic and Structure of 1,2ipalmatoytsnglycer3-
phosphocholine (DPPC).
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The membrane is not just made up of pgms and phospholipidsThere are also
glycolipids, sphingolipids such as sphingomyeliderived from serine¢ and
cholesterol (figurel.7). Cholesterol is particularly important as it can change the
permeability of the membrane [39]. The polar head group (figaré) of
cholesterol is positioned next to the head group of a phospholipid.
Consequently, the rigid, steroid rings partially immobilize the neighbouring
regions of fatty acid chain [39]. In doing this, cholesterol makes the membrane
less fluid therefore decreasing peeability to small watessoluble molecules
[39]. Furthermore, it also prevents possible phase transitions as the hydrocarbon

chains are unable to come together and crystallise [39].

Polar head group

Rigid steroid ring CHs
structure
_CH3
CH,

H

CH,

CH,
Nonpolar CH,
hydrocaibon tail

/CH
Hs CHs

Figurel.7. Structureof cholesterol

Most of the molecules present within the cell membrane are also present, in

varying concentrations, within thenembranes of other organellesatile 1.3).
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These lipiddogether constitute a large part of the membrane, however, there
are many physiologically important lipids in much lower concentrations well
described elsewhere [39,42].

Mitochondrion Endoplasmic

reticulum

Cholesterol 17 23 3 6
Phosphatidylethanolamine 7 18 25 17
Phosphatidylserine 4 7 2 5
Phosphatidylcholine 24 17 39 40
Sphingomyelin 19 18 0 5
Glycolipids 7 3 Trace Trace
Others 22 13 21 27

Table1.3. Major Lipid compositions of different membranes as a percentage of

total lipidsby weight. Reproduced from [39].

1.1.6.2 Endoplasmic reticulum and Golgi apparatus

The endoplasmic reticulum (ER) (figuded4) is a labyrinth of flattened
compartments and thules made out of a membrane similar to that which
encapsulates the cell, as described in section 1.1.6.1 [39]. These form a single
internal space, or lumen, known as the endoplasmic reticulum cisternal space
[43]. The endoplasmic reticulum membrane is esgglly a selectively
permeable connection between the cytoplasm, cisternal space and the nucleus
[43]. Accounting for up to 60% of all cellular membrane, it is divided into two
morphologies. The rough endoplasmic reticulum (RER) is generally comprised of
flattened compartments [43]. The outer surfaces of the compartments are
covered with ribosomes that synthesise proteins to be embedded in
membranes; impounded in internal compartments; or, exported or secreted
from the cell [43]. These proteins are fitsansported into the cisternal space

for completion and then often onto the Golgi apparatus (figutel) ¢
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responsible for sorting molecular traffidor further modification and allocation
[43]. The smooth endoplasmic reticulum (SER) is a more tubulatiste and is
chiefly responsible for the synthesis of lipids, detoxification of poisons and
assembly of glycogen for carbohydrate metabolism [43]. Furthermore, the SER
stores calcium used to trigger muscle contractions and assemble the
cytoskeleton. Dueto these functions, cells specializing in detoxification, or

muscle cells, for example, will have a much larger ER [43].

1.1.6.3 The nucleus

The nucleus houses most of the genetic material, in the form of DNA, in a
eukaryotic cell [44]. Occupying arourd®% of the cell volume, the nucleus is
surrounded by nuclear envelope, which is continuous with and of similar
construction to the membrane of the ER (see 1.1.6.1) [39,43,44]. This envelope
helps to maintain the integrity of the genetic material only @aling molecules in

and out through large pores [44]. The nucleus is structurally supported by a
series of internal filaments, known as lamina, and a meshwork of external

filaments [44].

1.2 Secondary lon Mass Spectrometry (SIMS)

Secondary ion mass speametry, or SIMS, as commonly abbreviated, is a
surface analysis technique. Mass spectra of ionised surface particles, or
secondary iong emitted, or sputtered, via high energy (KeV) primary ion beam

bombardmentg can be obtain for a wide range of materifd$].

The subsequent section will provide an overview of the most important theories

and fundamental processes associated with the SIMS experiment.

1.2.1 Secondary ion formation

The impingement of high energy primary ions upon a sample surface ses off
cascade of events, through which their energy is transferred. Very simply, these
events consist of desorption, or sputtering, as sometimes termed, and ionisation

processes [45]. Several attempts have been made to theorize as to the
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mechanics of secondgarion formation, the most popular of which, will be

discussed in the following section.

MOHOMdM {ATYdzyRQa fAYySEN OFaoOll RS (G4KS2NE
The simpestg @ 2F RSAONAROAY3I GKS &Lzl dSNAy3
linear cascade model of hard spheres [46]. The theory suggests that the
impingement of a primary ion beam (typically between 10 and 40KeV), onto a
surface, will result in a cascade of elastidlisions between the atoms of the

solid ¢ within approximately 30A of the surface (figufe8). Some of these

collisions will return to the surface resulting in the emission, or sputtering, of

atoms and atom clusters as represented pictorially in figar® [45]. The

amount of sputtering is related to the density, mass and surface binding energy

of the material [45].
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Figurel.8. The sputtering process. Adapted from [47].
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1 Only two atoms collide at any one time.

1 Sputtering occurs at small particle current and fluence; excluding
conditions where excessive heating and sample damage occur.

1 Electronic excitation sputtering is ignored, which mayvadid for high
energy primary ion beams, but at lower energies electronic interactions
between target atoms and incident particles should not be dismissed
[45].

{ A3AYdzy RQa 1 KS sgdié@shitedifét SitNgie TrathkialE such &s simple
organic layeron atomic substrates as illustrated figure 1.8. It does not take

into account bonding ovibrational excitation, so is essentially descriptive of a
stack of individual atomsTo understand secondary ion formation within
complex organic systems, much radntricate models are required such as the
molecular dynamics simulations of Garrisehal. [e.g. 49]. In this particular
example selassembled monolayers afi-alkaniothiolates on a substrate of
Au(l11) were modelled. The sputtering yields that were gained, following low
energy (500eV) argon bombardment, were close to experimental data [49].
Importantly, computer modelling has served as a way of visualising the
sequence of events that lead to the ditation of secondary ions and their
relationship with surface chemistry. This example visualises the collision
cascades responsible for the emission of intact molecules, occasionally attached
to gold substrate atoms as also illustrated by figurg.8 [4749]. Furthermore,
smaller fragments have been shown to form as a result of direct primary ion
impact and further fragmentation above the sample surface after emission [49].

These models, however, do not take into account ionization.

1.2.1.2 lonization naels

Originally developed for cluster ion formation from oxide surfaces, the nascent
ionization model suggests that prior to sputtering, rapid electronic transitions
occur [50]. Through these transitiongons are neutralised before they are

ejected from he surface. Secondary ions, therefore, are thought to occur due to
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surface [50]. In simple terms, this suggests that energy is transferred between

the ion beam and sample, leadjrio the dissociation of neutral molecules.

A second, frequently used theory is the desorptionisation model as proposed

by Cooks and Busch [51]. Cooks and Busch propose that vibrational excitation
plays an important role in the emission of cluster or molecular ions from organic
materials. Essentially, large numbers of neutral molecules arerldedp but

must be ionised before they can be detected. lonisation is thought to occur
through a low energy process such as cationisation after desorption has
occurred [48]. This can occur through two types of reaction: fast ion/molecule
reactions or elecwn ionisation in the selvedge regiogQ the intermediate
pressure region between the saie surface and vacuum (figurg8); and,
unimolecular fragmentation in the vacuumrelated to the primary ion beam

energy [45].

1.2.1.3 The SIMS equation

The intrica&ies of sputtering and secondary ion formation are still not entirely
understood. What is clear though is the relationship between the number of
secondary ions, the sample and the experimental conditions. This is exemplified

by the following equation, knowas the SIMS equation:
(1.1) lm=lp Y -

Wherel, is the secondary ion current of specieslgis the primary particle flux;
Ym is the average number of molecules or atoms ejected from the sample per
incident ion, or,sputter yield;"* is the ionisation probability to positive or
negative ions; ., is the fractional concentration of the chemistry of species m in

the surface layer; and, finally,is the transmission of the analysis system [45].
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The above equation can be used to calculliee secondary ion yield of a sample

when subjected to static SIMS (discussed later) analysis. However, it should be
Yy20SR GKIFIG GKS &l YL SQa AYYSRAILFGS OKSY.
secondary ion yield through altering the ionisation probabHity phenomenon

known as the matrix effect.

1.2.2 Dynamic and Static SIMS

Static conditions are specifically designed to maintain the integrity of the surface
layer while recording a complete spectrum [52]. Given a surface consisting of
10 atomdcm?, a static SIMS experiment would aim to target 1% of these to
minimise damage to sample layers beneath the surface to preserve the
molecular structure of the samplé’he maximum primary ion dose for such an
experiment should be no greater than 1 x'4i@ns/an?, otherwise known as the
static limit [53]. Organic samples, however, usually require a more delicate
approach, being more susceptible to damage. It is therefore usual to operate

well below the static limit (18 ions/cnf) [45].

Dynamic SIMS requiresgh primary ion flux densities, to deliberately increase
the damage done by the impinging ion beam. Consequently, the sample is
consumed and fewer molecular ions are desorbed, yielding mostly elemental

ions [53].

1.2.3 Imaging TofSIMS

To create an imagasing ToFSIMS the primary ion beam is rastered across the
sample surface; recording a spectrum for every pixel. In this way, it is possible to
map molecules by selecting peaks within those spectra and creating images to
illustrate the localization. The dlty to create high resolution images, using ToF

SIMS, was acquired through certain, key developments.

The timeof-flight mass analyseg¢ discussed later in more detaq is widely
O2YyaARSNBR Ia 2yS 2F GKS Y2adG Agsii SANI ¢
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[54]. The use of a pulsed primary ion beaallows for greaterchemical
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specificityby helping to define the start and arrival times of the secondary ions
for the accurate det¢rmination of secondary ion flight timemnd therefore m/z
The useris also ableto either run experiments with high mass resolution

(shorter pulses) or high spatiasolution (longer pulses) [54].

The production of secondary molecular ions is equaflyymportant a factor as

the use of a timeof-flight tube; able to influence both the resolution and quality

of a chenical image [55]. The key parametagoverning secondary ion
production is the choice of primary ion beam. Recently, it has become apparent
that polyatomic or molecular projectiles such asA@Go', Bk’ etc are capable of
improving secondary ion yields, and therefore, sensitivity. Furthermore, cluster
ion bombardment has made it possible to obtain molecular information at depth
- in certain materials¢ while avoiding damage accumulation [56]Df the
polyatomic primary ion beams, g€ is the most exciting. Dramatic increases in
yield (1Gto 10%) accompanied by a significant fall in ssirface sample damage
have beenobserved using this projectile. This also allows one to expose the
sample togreater flueces of primary ions beyond the static limit, further
increasing signal levels. This combination of higher yields and increased primary
ion impacts has led to a gain in sensitivity to retrieve molecular information [56].
This isparticularly important forlow concentrations of analytes and/or small

pixel sizes.

1.3 Fourier transform infrared spectroscopy (FTIR)
Part of the broad spectrum of electromagnetic radiation, infrared spans the low
energy, red region of 13000 to 10 &mor wavelengths from 0.7B8nnn >Y @p T 8

The subsequent section provides an introduction to important infrared theory.

1.3.1 Infrared absorption theory

I &l YL SQ&a |0a2NLIiA2y 2F AYFTNIQNBR Aa L
wavenumbers {).BNavenumberefers to the number of repeating wave units in

a length of 1cm; therefore, it isdirectly proportional to frequency, and, the

energy of IR absorption [57]. Conversely, the wavelegdtie distance between
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two equivalent points on successive wavesis inversely proportional to
frequency andassociated energy. The two can be interconverted by the
following equation [57]:

(1.2) ABMY =[1/<6 > Y 016

Infrared spectra generally consist of wavenumber or wavelength on theis«
and absoption, or percentage transmittance, on theayis. TransmittanceT)

can be defined as the ratio of the intensity of the radiant power emerging from
the sample I} to the intensity of the incident radiatiorpf and can be related to

absorbanceA) by thefollowing [58]:

(13) A= |Og_0(1/T) :-|0g10T: -|Oglo|/|o

1.3.1.1 Vibrational spectroscopy

All atoms in moleculesibrate continuously. If the frequency of the vibration is
equal to the IR radiation frequency, the molecule will absorb the radigd].

A molecule consisting ofN atoms will have B degrees of freedom,
corresponding to motions along the three Cartesian coordinates (x, y, and z)
[58]. Three of these degrees describe translational motion and three represent
rotational motions [57]. fis leaves B ¢ 6 degrees of freedom, to describe the
number of vibration modes in a ndimear molecule. Linear molecules, however,
only have 2 rotational degrees of freedom thus leaviig53degrees of freedom
[57].

Predominantly, molecular vibratiorewe made up of various types of stretching
and bending (figurel.9). Bending modes involve a change in bond angle
between two atoms, whereas stretching modes are associated with a change in

interatomic distances (figur#.9).
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1. Asymmetric stretch.
2. Symmetric stretch.
3. In-plane bending or scissoring.

4. Outof-plane bending or wagging.
P J 9909 Only true ifthe red atom is

5. Out'Of'plane bend'ng or tW|St|ng \ bonded to Someth|ng Eg a

6. In-plane bending or rocking. CH group in a hydrocarbon

Figurel.9. Major vibrational modes. Adapted from [59].

1.3.1.2 Group frequencies

Functional groups within a molecule produce bands in the IR spectrum at
specific, narrow frequency rangdsis therefore possible to use the IR spectrum
to determine the presence or absence of certain functionalities for the structural
elucidation of an unknown compound [57]. The fingerprint region (~82@00
cm?) is of particular importance when identifig an unknown compound. It
includes contributions from many complex vibrations, which, provides a

GFAYIASNIINAYGE F2NI I O2YLR2dzyR wpT16®

The group frequencies in the spectrum can be affected by certain factors, which
are mostly related to altering bond stiffness. For example, the presence of
hydrogen bonding can result in a reduction in bond stiffness with an associated

lowering of the stréching frequency and absorbance. This is particularly



38

noticeable with an €H stretching absorption, which will appear as a much
broader peak at a lower frequency if hydrogen bonded. Other factors may also
include steric, inductive or resonance effects frearious substituents, which

can cause bond stiffening and increases in the frequency of vibration [60].
Probably the most important factor that can affect the intensity of absorption is
the dipole moment. This is because absorptions only occur for atibréhat
causes a change in dipole moment. Symmetrical molecules, for example, show
little or no absorption, as vibration across the centre of symmetry does not lead

to a change in dipole moment.

1.3.1.3 BeeiLambert law

The use of FTIR for quantitatiamalysis is based upon the Bdeambert law,
which is as follows:

(1.4) A=s £ O

Where A is the absorbance is the extinction coefficient, also known as the
molar absorptivity (crii mol* dm?®); | is the path length (cm); and is the

concentration (moles dif).

However, for this equation to be true the sample must be at a concentration of
less than 0.01M. This is because electrostatic interactions can form between
molecules in close proximity; high concentration can change tifractive
index; light can be scattered by particulates; and, finally, shifts in chemical
equilibria, as a funabin of concentration, can occur. This will have implications
for cellular analysis, however, a novel correction algorithm (discussed later in
section 2.1.1.) will be employed to correct spectral artefacts caused by non

BeerLambert absorptions.
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1.4 Principal Component Analysis

More and more multivariate statistics are being utilised to explore analytical
data andextract meaningful informaon, as patterns in such information rich
procedures can be hard to finBrincipal component analysis (ACAsed in this
investigation- weighs all of the available variables to provide the maximum
discrimination between data. In other words, it aims teduce the

dimensionality of data [61,62].

PCA results in a mathematical transformation of data to give a scores roatrix
column vectorswith the same number of rows as the original data matrix; and,
a loadings matrix of row vectors with as many colusnas the original data
matrix (figure1.10). The first vectors from each of these matrices are often
referred to as eigenvectors of the first principal component. To create the
principal components- assuming the data is coimuous and normally
distributed - PCA elucidates a linear combination of variables (a component),
capturing as much of the variation as possiffigure 1.10) [61,62]. In other
words, principalcomponents are vectors im-dimensional space with each
variablein the analysis representinan axisThis is then repeated to introduce a
second component, unrelated and orthogonal tloe first, to account for as
much of the remaining variation as possifliggure 1.10). This procedure is then
repeated until the number of components is equalttee number of variables
[61,62]. In the case of TEHIMS and FTIR the components are most likely related

to chemical differences between samples.
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Figurel.10. Schematicepresentation of the PCA procegslaptedfrom [63].

In this way, the total variance is unchanged, but redistributed so the largest
amount of variance is assigned to the first component and the second laxgest
the second etc [61,62]. The first three of these have high eigenvalues (related to
a large separation of group means) and are able to satisfactorily describe the
data set. These components can then be used as vectors to create a two or
three-dimensionalspace (or plot), onto which each variable is projectigure

1.11). The positioning for each variable is dependent upon its weighting upon

each component [61,62].
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Chapter 2: Literature review

Following the introduction to relevant theory in the preceding chapter,
biological applications of spectrometric and spectroscopic techniques will be
discussed and corresponding literature reviewed. In doing so, this section will
aim to provide the rationke behind this study, concluding with aims and

objectives.

2.1 FTIR spectroscopic bioanalysis

Fourier transform infrared spectroscopy has undergone intensive research and
development into a diagnostic tool, largely due to its hkigroughput and non
destructive analysis of a wide range of samples [1]. As explained earlier in
section 1.3, the technique relies on the fact that functional groups within a
sample will produce spectra specific to those biochemical species. The resulting
G FA Yy 3SNLINR Y fo&har@otesize heSspedigs $iiRsent [2]. Through the
characterization of biomolecules such as proteins, lipids, carbohydrates and
nucleic acids, spectral indicators of diseases such as breast, ovarian and cervical

cancer have been found [3].

Predominanty, research into FTIR based disease diagnosis has concentrated on
the midHIR region of around 400600 cm™. This part of the spectrum produces

the fundamental vibration, as opposed to the overtone or harmonic, and yields
the most information [1]. Within his region there are further subdivisions that
can be utilised to study a particular type of molecule more effectively. For
example, the 305@800 cmi’ region is best suited to observe £Hnd CH

stretching vibrations from fatty acids [1].

2.1.1.Cancer diagnosis and FTIR

Early and/or rapid diagnosis of cancer is of utmost importance to ensure
therapeutic intervention is most effective. Despite the efficacy of the various
available diagnostic modalitiesas described in section 1.1,Zancer remes a
leading cause of death worldwide [4]. Consequently, there is a large impetus

behind related investigations. Many FTIR studies have been carried out on DNA,
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cell lines and tissues from healthy and diseased volunteets. ,6,7].
Discriminations betwen healthy, benign and malignant ovarian tissues [8];
identifications of micrometastases [9]; and, classifications of cancer cell lines
have all been possible with FTIR [10]. The following section will discuss a

pertinent selection of these in more detail

The analysis of various benign and malignant prostate cancer cell lines and tissue
samples, by Gaat al., has suggested a method for differentiating between
benign and malignant cells [11]. Using the ratio of the peak areas of glycogen
(1030 cn1) ard phosphate (1080 ci) vibrations, alongside FTIR imaging, this
group found it may be possible to map malignancies within tissue [11].
Furthermore, through the use of linear discriminant analysis (LDA) ébati

were able to correlate FTIR spectra obgtate cancer biopsies with Gleason

grade, and tumour stage [12].

Another separate investigatioby Malinset al. achievedsimilar results using
slightly different parts of the spectrum. Analysis of the phosphate a@ldEthe
phosphodiester deoxyribosstructure region (1174000 cm'), coupled with
weak NH vibrations in the 1499810 cni region, suggests progression from
normal to malignant prostate tissue involves structural changedMdJinset al.
reported that these spectra were largely a resuf prostate DNA, and the
mutagenic structural alterations were due to hydroxyl radicals [7]. Subsequently,
this group furthered their DNA study to reveal early indicators of tumour

formation [13].

Equally as important as identifying cell types are thedes that are able to
reveal the utility, efficacy and mechanisms, by which, novel chemotherapeutic
agents work ¢.g.14,15,16]. For example, FTIR investigations into oukaén
novel anticancer agent by Gasperet al. have been able to provide vital
information about the biochemical signatures expressed following exposure to
the drug [15]. More recently, the same group continued by investigating the

effects of drug concentration on these chemical signatures [16]. This was
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achieved by treating one set @rostate cancer cells with a concentration of
oubain that inhibited cell growth by 50% {}alue) and another at ten times
this value [16]. FTIR analysis of the two sets of cells showed different
biochemical responses, proving concentration to be anadrtgnt parameter

when attempting to elucidate drug mechanisms [16].

Despite therelevance of literature detailing important cancer cell related
studies, it is also important to acknowledge studies into more fundamental
aspects of cancer cell biology. froly make use of such an adaptable technique
more detailed metabolomic studies must be done along with further
characterization of biomolecules and cellular processes [1,17,18]. A particularly
relevant example is the study of the cancer cell cycle; ingrdrt not only
because of the biochemical changes that occur during maturation,
differentiation and development; but also due to morphological changes [19].
Using FTIR microspectroscopy, coupled with principle component and artificial
neural network analysi BoydtsoAWhite and colleagues [20] investigated the
HelLa cell cycle. The investigation demonstrated that FTIR spectra can be
correlated with a cells biochemical age previously determined by
immunohistochemical staining [20]This investigation predomantly used
changes in the position of the amide | and Il bands to classify cell cycle ghase. |
is likely however,that chemical changes alone were not responsible for the
spectral changes seen herge8tral artefacts associated wiingle cell analysis
and changes in morphology are more than liketgsponsible for thee
differences. This is highlighted by the fact that the group only discussed the
1800900 cm' region of their spectra, which would suggest they were unable to
correct for these artefacts sufficiently to use the fidpectralrange. Another
potential weakness of their investigation is the-addition of64 interferograms,
which is low for single cell work using a globar sourced spectromé&tesmay

have caused unsataftory signal to noise ratios, particularly when analysing
single cellnuclei. he study discussed latefor example, fee chapter 5) co
added 512 interferograms using a synchrotron sourced spectrométenr

signal to noise would lead to a much less rsbunterpretation of second
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derivative spectra as noise is amplified by this process. The groupodidver

employ a smoothing algorithm tattempt to counter this.

It is well known that infrared spectra are subject to influences from physical and
biochemical differences. These physical differences can include properties such
as density and size [21]. It is important to account for these if one is to recover a
true absorption spectrum. Mohlenhofet al. highlighted this problem by
demonstrating spectrallmnges as a result of sample density, in this case, cell
nuclei [22]. This group found denser samples exhibited -BearLambert
absorptions, which caused changes in the intensity of the phosphate region of
spectra [22]. Such differences could easily besimérpreted as chemical
changes. In this particular case loss of transmission was thought to be
responsible, however, nuclei can also cause -ipe scattering [21]. This
phenomenon occurs when the size of the scattering particle is equal to, or
slightlysmaller than the wavelength of the incident radiation [2T]is results in
baseline oscillations in the spectrum and can distort both the intensity and
position of absorption bandss shown in figure2.1 [21]. This problem is
O2YL}R dzy RSR T dzNTIXKEBNI RRE LASINEARIY ¢ T Fy23GKSI
often seen in spectra of single cells, again due to Mie scattering [21].
Fortunately, algorithm are now becoming available to remove the broad
oscillations in the baseline and the dispersion artefact, bothwbfch derive

from resonant Mie scattering (figur@.1) [23]. Probably the first capable of
providing reliable absorption spectra is that of Bassaral, as illustrated in

figure2.1(c) [23].
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2.2 ToFSIMS analysief biological specimens

It is important to recognize the many advantages of FTIR, such as: fast,
reproducible data acquisition; minimal sample preparation; and, the possibility
of a less reductionist, holistic analysis [1]. However, it should also bel oéd

FTIR is not as sensitive or specific as techniques such SINISE therefore
studies involving both techniques, particularly those incorporating the two

techniques together [e.g. 6] are of particular personal interest.

The following will concemate on the analysis of biological cells including novel
sample preparation techniques related to cellular analysis; the role of ToF SIMS

in biomedical research; and, cancer based studies.

2.2.1 Sample preparation

Timeof flight secondary ion mass spectretry is capable of elemental and
molecular analysis of complex chemistry on the-sebular scale [24]. However,

the high vacuum requirement of SIMS prevents the analysis of live cells because
of their water content. Robust sample preparation protocole aherefore
critical in preserving the biochemical architecture of biological samples and
extracting meaningful information [25,26,27After reviewing much of the
literature there appears to be two distinct types of methodology for the
preparation of bological samples. These can be bryadlassed as drying

protocols and frozen hydrated protocols.

Originally developed for SEM studies, drying protocols essentially aim to
preserve the biochemical structure of the specimen after water removal, which
is unavoidable under high vacuum condit® These typically involverying
under e.g. argon or freeze drying. Before drying, fixation, either chemically (with
e.g. formalin) or physically (by cryofixation), is necessary to prevent the initiation
of autolytic pathways and gemal cell degradation which would be evident in
SIMS images as redistributions of diffusible ierg Na" and K - discussed later

in more detail[25]. Commonly, investigationstm drying protocols have tended

to centre around optimisinghe reagents and conditions needed to successfully
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preserve the cellular architecture [25,28]. Recently, such studies investigating
drying protocols have begun to utilise a combination of complementary
techniques to evaluate the effect of each procedure the cell before SIMS
analysis [25]. These include SEM [25,27], fluorescence imag6tg/] and
interference reflection microscopyRM)[25] to name a few. Furthermore, there

is increasing interest in washing the sample prior to SIMS analysis to remove
unwanted inorganic species, as they can lead to ion suppressi@cts. A
multimodal study involving SIMS, SEM and IRMValmet al. has provided an
excellent review of washingteps. The study concludetthat an ammonium
formate washprior to cryofixationand freeze dryings most suitable for the
general removal of contaminating saltddditionally, glutaraldehyde fixation
may also preservanore fine membrane structuref25]. However, while this
study provided an excellent report on relatively gross datlarchitecture and
chemistry it does not discuss the effect on specditalytesthat are present in

low concentrations.

Frozen hydrated protocols, have also received a lot of interest possibly due to
the fact that chemical fixatives, and the dryingppedure, can potentiallyidtort
chemical specificityFor example, the cellular cytoplasm can spill out of the cell
if dried too intensely [28]. Moreover, analysing the cells frozen retains
intracellular water; providing a much more chemically accurgtecsnen. Yet,
the presence of too much atmospheric watan cause problaes as ice crystals
can form on and coverthe frozen sample surface; a problem that can be
overcome using freeze fracturing [26,29]. With this approach surface water is
fractured off by freezing the sample between two substraiesliquid nitrogen
cooled liquidpropane (-185 °C)and then fracturing one off the topo reveal
frozen hydrated cells underneatfihis can also cause problems as the cells are
often randomly torn apart by the fracturing processRecently however a
springloaded fracture devicéhas beendevelopedfor ToFSIMSto add nore
reproducibility to the fracture process[29]. In contrast to normal fracture
experimentsthe fractureoccursin the analysis dimber and the top substrate is

not discardedso if cells are torn apart the material is not Id20]. This also
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minimises the risk of contamination as the fracture occurs uritderultra high

vacuumof the surface analysis chamb@9].

Freeze fracturinghas also been well investigated by Chandraet al. using
dynamic SIMS in combination with SEM and fluorescence microscopy to reveal a
high degree of cellular preservation [27]. Interestingly, this study suggests there
may be a degree of signal enhancement due to the presence of a thin layer of
water, which cou further complicate the quantification of cellular chemistry
but also improve yields of analytes present in low quantities avoid this, the
sample can be drieth vacuoafter fracturing [27]. It should also be recognised
that this particular group pioeered the use of quantifying intracellular
potassium, using SIMS, to validate preparatory protocbys determining
whether the cell was fixed in a living stg@0]. Intracellular potassium can be
used to determine whether cells were fixed in thiving sate because the
potassium/sodiumgradient across the cell membrane is maintairedaround

10:1 with active ion pumping. Thereforghe detection of higher levels of

potassium inside the cell would indicate fixatiof the cell in a living state [30].

From the literature, it is apparent that the optimum preparation protocol
probablydepends on the nature of the sample, the type of instrument used, and
the aim of the analysis. For example, 70% ethanol fixation can be used to
remove lipid membranes and pase intracellular proteins for analysis, if
required [28] Furthermore, for all diffusible ion localization stesl, strict
cryogenic practices are most appropriaf25]. As previously shown, various
different preparation protocols have been adopted [26,27,2829]. However,
none, as yet, have been reped for the preparation of nomdherent cells

directly from suspension.

2.2.2 TOFSIMS in biomedical research
The development of the polyatomic primary ion source, as previously described
in section 1.2.3increased the amount of information obtainable from the high

mass end of spectra of organic analytes from whole cells. Consequently, ToF
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SIMS was adopted into the field of lipid research and has been successfully used,
for example, to localize sphingomyelwithin cholesterol domains in membrane
monolayers [31]. Furthermore, Ostrowskit al. [32] and Kurczyet al. [33]
suggest that TolSIMS can be used to investigate physical changes in membrane
structure. For the purpose of this review however, whias previously stated

will concentrate on studies of whole cells, modetailed explanations of
membrane stdies can be found elsewhere: Priek al. [34]; Ostrowskiet al.

[35]; Heienet al.[36] etc.

An important drugcell interaction based study involdethe use ofCandida
glabrata ¢ a type of yeast commonly present in human infectiogsto
investigate clofazimine [40]. Used as a strong antibiotic, the investigation was
aimed at determining as to where clofazimine would interact with the cell. The
group used a 15 KeV Auprimary ion beam to analyse frozen hydrated,
clofazimine doped cells. Théyund that clofaziminerf/z 473475 was present

in the spectra of cells whose cell walls were ctetgy i.e. unfractured (figure
2.2). This was determined bgcalizing ions indicative of the cell wall, such as the
head group of the membrane phospholipid dipalmatpilosphatidylcholine
(DPPC) (m/z 18%[40].

total ions m/z 473-475"

Candida
glabrata
cells

Figure2.2. Localization of clofazimin&0 pum X 40 pum field ofiew). Adapted
from [41].

It was, therefore, concluded that clofazimine was retained by the cell wall. This
was attributed to chitin, a biosorptive molecule, well known for interacting with

chlorinated compoundslike clofazimine [41].
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2.2.2.1 TOFSIMSm cancer research

Today, through extensive research, SIMS is becoming an important tool; not only
for the development of novel chemotherapeutic agents, but also for the
diagnosis and prognosis of cancer. Much of the literature pertaining to this area
- aswith the previously discussed biomedical applicatienescribes the use of
SIMS to map certain ions within cancer cells or tissue sections. However,
increasingly, studies are focussing on the use of multivariate, interdisciplinary
techniques to charactéze the various cellular differences associated with

carcinogenesis.

A significant part of the literature on this subject has been provided from
dynamic SIMS studies. A particularly active group in this area; Chandra and
colleagues have provided the bador many of the more recent investigations.
After adapting various cryogenic techniques to SIMS [42], they have been able to
productively apply dynamic SIMS to cancer research. Investigations of various
inorganic ions, in cancerous (MZFand normal (ME10A) breast cell lines,
revealed differences in the ratios of nuclear and cytoplasmic calcium
concentrations [43]. Following this, as part of the same investigation, the same
group then progressed on to investigate cellular distributions of calcium after

drug treatment [43].

More relevant to this particular report, however, are static SIMS studies.
Through this method atomic, and, molecular information can be obtained, which
is extremely useful when identifying biological compounds within cellular
systems. In a similar way to Chandra and colleagues etc, Chebada.
employed ToFSIMS to examine the biodistribution of a radioactively labelled
drug, which targeted melanoma cells [44]. They were able to localize the drug to
the cytoplasm of melanoma cellgymour infiltrating macrophages and normal

melanocytes.

Quong et al. investigated genotoxic heterocyclic aminesproduced during

certain cooking methods [45]. The most important of these aminesaimido-1-



56

methyk6-phenylimidazo[4,5b]pyridine (PhIP)The group was able to analyse
the distribution of this carcinogen in human breast cancer cells; usingSTd6

and a dye, specific to the outer leaflet of the cell membrane, to do so [45]. This
particular study was heavilyeliant on the ability of ToSIMS to obtain
molecular information, specifically, from large membrane molecules.
Furthermore, and more importantly, Fartmam al. demonstrated the ability of
static SIMS to examine molecular distribution, without the &iddi of dyes or

isotopic labels [46].

Recently, and most interestingly, F8IMS was applied to investigate the effects
of hederacolchiside Al (HeAll) ¢ a novel chemotherapeutic agent [47]. The
group utilized a range of technigues to assess the abiityHcolAl to
permeabilize human melanoma cell membranes. Principally;SIBFIS was used
to monitor the interaction of the compound with cholesterol and phospholipids.
Through the use of imaging T&AMS, the group illustrate the destruction of the
cell ater prolonged HcolAl exposure (figure2.3); imaging cholesterol ions,

HcolAl ions, and pospholipid ions, to do sdigure 2.3)[47].

B

Figure2.3. Cholesterol ion images showing the intact (A) and disrupted (B) cell.
Adapted from [47].

This study was of particular personal interest; not only because it used a novel
interdisciplinary approach to assess as to the efficacy of -Atolas a

permeabilizing agent; but, also as it provides a good illustration of the suatessf















































































































































































































































































































