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ABSTRACT

Pregnancy tests and related immunoassays are heavily dependent on specific and non-
specific protein adsorption. These interfacial processes are affected by many factors that
influence the in situ conformations of interfacially immobilised antibodies. This thesis
examines a number of representative features with dual polarisation interferometry (DPI)
and neutron reflection (NR), thus combining real-time dynamic monitoring with high
interfacial structural resolution.

Bovine serum albumin (BSA) was initially used as a model system to compare the
surface coverage and thickness measurements of DPI and NR. The results show that DPI
and NR provided similar surface coverage data but the measured thicknesses differed at
BSA concentrations above 0.1 mg/ml. This discrepancy arose from the adoption of the
uniform-layer model used by DPI for data analysis and the greater thickness sensitivity of
NR.

A model pregnancy immunoassay was built in steps on a silica surface so that the
adsorption of each protein could be accurately monitored. Both DPI and NR provided
evidence of BSA insertion into the gaps on the surface between the antibody molecules.
This suggests that BSA adsorption is an excellent method to block the non-specific ad-
sorption of target antigens to the immunoassay test surface.

A magnetic tweezer system was designed and built in order to measure the specific
antibody/antigen binding force. The antibodies and antigens were used to immuno-link
magnetic beads to the experimental surface before the immuno-links were broken by in-
creasing the attractive force between the magnetic tweezers and beads. The force per
antibody/antigen immuno-link was estimated to lie between the values of 13.6 pN and
43.8 pN.

Immuno-link detachment as a function of time was investigated. It was found that the
immuno-link comprised both a strong and a weak interaction. The dissociation constant
of the strong antibody/antigen interaction was found to equal (3±1)× 10−4 s−1 and had
an interaction length of 0.06± 0.03 nm. The low population of beads bound by the sec-
ond, weaker interaction meant that it was not possible to obtain accurate values of the
dissociation constant and bond length of the second weaker interaction.
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A Beads bound by species A
A

(n)
i The ith order coefficient for the M

Taylor series expansion of Φ
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J Protein molecular flux
K Rate of deposition onto an empty

surface via diffusion
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N Beads remaining on surface
R Distance from inlet pipe to waveg-

uide surface
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θc Critical angle for total internal re-

flection
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cν Molecular concentration
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df Degrees of freedom
ka Chemical adsorption coefficient
kb Boltzmann’s constant
kd Chemical desorption coefficient or

dissociation constant
mb Buoyant mass
mo Mass of bead
n Refractive index
q Momentum transfer
r Separation between molecules
re Equilibrium separation
v Volume
x Fringe spacing
AFM Atomic force microscopy
AgBC Antigen binding capacity
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CHAPTER

ONE

INTRODUCTION TO PROTEIN ADSORPTION AND
ANTIBODY–ANTIGEN BINDING

1.1 Introduction

This thesis focuses on the interaction between proteins and surfaces, in particular pro-
tein adsorption and how it affects protein–protein interactions, such as antibody–antigen
binding. Protein adsorption is the aggregation of protein molecules onto a surface and
is vitally important to the development of biocompatible structures and devices, such as
contact lenses, stents and breast implants [1–3] as well as biomedical devices such as
immunoassays [4].

1.2 Proteins

Proteins are complex biological macromolecules that are made from linear chains of
amino acids. Proteins are the building blocks of life and play a vital role in the processes
that occur inside cells. When they act as enzymes, proteins speed up chemical reactions
that, under physiological conditions, would not be fast enough to sustain life; as hormones
they transmit information around an organism; and as antibodies they form a vital part of
an organism’s immune system. Despite their diverse range of functions all proteins are
made up of different combinations of the same 20 amino acids (we will ignore the sec-
ondary effects of post-translational modifications). The huge diversity in protein function
is primarily attributable to the wide range of structures that can be formed by the 20 amino
acids. Peptide bonds link the carboxyl and amino groups of the individual amino acids
into chains. Figure 1.1 shows the chemical structure of these amino acids.

The structure of a protein is divided into three groups, each of which determines how
the protein folds and interacts with its surroundings [6].

• Primary structure: this determines the linear amino acid sequence.

• Secondary structure: this is defined by the pattern formed by the peptide bonds
that link the protein’s amino acids together into coils, helices and beta sheets.
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1.2. PROTEINS

Figure 1.1: Chemical structure for the 20 amino acids that are found in all naturally
occurring proteins [5].

• Tertiary structure: defines the global large scale structure of the protein e.g. the
globular structure of most enzymes.

A protein can be further defined as one of three groups:

• Globular proteins, including albumin.

• Fibrous proteins, such as fibrinogen.

• Membrane proteins, including colicin A.

A protein’s tertiary structure determines whether it is a globular, fibrous or membrane
protein. All of the proteins used in the experiments described in this thesis are of the
globular variety.

1.2.1 Proteins that will be studied

The three main types of proteins used for the experiments in this thesis are described
here. These proteins are used in the production of human pregnancy tests, the operation
of which is described in Section 1.4.2.
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1.2. PROTEINS

Bovine serum albumin

Bovine serum albumin (BSA) is a heart-shaped protein of approximate dimensions
40× 40× 140 Å3 and has a molecular weight of 66,382 Da [7]. Although BSA does
have a well defined overall shape, it is strongly pH, temperature and concentration de-
pendent [8, 9] and can be considered to be composed of numerous wriggling parts [10].
Because of this, BSA is highly flexible and has been described as a “kicking and scream-
ing stochastic” molecule [11].

Due to its low cost and ready availability (BSA is extracted from cow blood where it
makes up between 60-70% of blood plasma [12]) BSA is extensively used as a blocking
agent in commercial applications. For example, BSA is adsorbed to the sensing surface
of pregnancy tests in order to reduce non-specific binding of other proteins to the surface
of the test’s sample stick.

Human serum albumin (HSA) was also used as blocking agent in the experiments
described in Chapter 4. HSA is a similar size and weight as BSA [13]. HSA adsorbs in
almost equal amounts as BSA and with the same conformation. Both albumins have their
isoelectric point at pH 4.7 [14].

Human Chorionic Gonadotrophin

Human Chorionic Gonadotrophin (hCG) is a cigar-shaped antigen with two epitopes,
α and β. The epitopes bind exclusively to their respective monoclonal antibodies: anti-α-
hCG and anti-β-hCG. hCG has approximate dimensions of 75× 35× 30 Å3 and a molec-
ular weight of approximately 38,000 Da [15]. hCG is produced by the placenta during the
initial stages of pregnancy. The concentration of hCG increases with the duration of time
after insemination, thus the detection of hCG can be used as a test for pregnancy.

Antibodies

Two types of monoclonal antibodies were used for the experiments described here:
anti-α-hCG and anti-β-hCG. Both antibodies have an approximate molecular weight of
150,000 Da and dimensions of 142× 85× 38 Å3 [16]. The antibodies differed in their
affinities to the epitopes of hCG. Anti-α-hCG has a high affinity to the α epitope of hCG
while anti-β-hCG has a high affinity to the β epitope of hCG. Both antibodies have an
isoelectric point between pH 5.5 and pH 6 [17].

1.2.2 Protein–surface interactions

Protein adsorption is the accumulation of protein molecules on a surface. It occurs
along the interfacial region between an aqueous protein solution and a substrate [18].
When biomedical devices, such as stents or catheters, are implanted into the body they
are exposed to proteins and cells that are present in the blood and other biological fluids.
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1.2. PROTEINS

Proteins are rapidly transported to the vicinity of the implant’s surface via diffusion, where
they adsorb to the surface and form a thin film.

As cells have a larger mass than proteins, they arrive at the implant surface after the
proteins. Since the surface has been coated with a thin film of protein, a cell’s response to
the surface will be determined by protein–receptor interactions that occur through the cell
membrane between the surface-adsorbed proteins and the intracellular proteins. Thus,
the biocompatibility of a material is not determined by its constituent atoms but by the
amount, conformation and species of protein that adsorb to it. Materials with poor bio-
compatibility may cause inflammation, infection or, if an immune response is triggered,
be rejected by the host.

It is widely believed that the adsorption process consists of three stages:

1. The protein is transported from its solution to the solution/substrate interface via
diffusion.

2. The protein becomes attached to the substrate.

3. The conformation of the adsorbed protein changes to optimise the protein/surface
interaction. The extent of the conformation change depends on the forces between
the protein and surface as well as the structure of the protein.

In thermal equilibrium protein adsorption can only occur if the Gibbs free energy of the
system decreases. The change in the Gibbs energy, ∆Gads is given by:

∆Gads = ∆Hads − T∆Sads < 0 (1.2.1)

where ∆Hads is the change in the enthalpy of the system, ∆Sads is the change in entropy
and T is the absolute temperature. Desorption of typical globular protein films on conven-
tional surfaces takes much longer than adsorption (if desorption occurs at all) and often
requires the use of detergents.

It has been shown that the non-specific binding of proteins to substrates depends on
many variables including: the pH [19], salinity [20] and homogeneity of the buffer so-
lution, the concentration of the protein solution [21] and the hydrophobicity of the sub-
strate [22]. An extensive review by Haynes and Norde [23] showed that protein adsorption
depends on a number of forces and effects, and is not dominated by any particular one.
In particular van der Waals forces, electrostatic forces, the hydrophobic effect, hydrogen
bond forces, depletion interactions, and both inter and intramolecular interactions can be
important.

One of the most commonly used surfaces to investigate protein adsorption is silica
(SiO2). Silicon wafers are relatively cheap and easy to obtain due to the large quantities
used in the manufacturing of electronic components. It is hydrophilic, easy to clean and it
has been well characterised [24]. The most important forces that drive the adsorption of
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proteins to silica are caused by electrostatic attraction and hydrogen bonding [25]. Elec-
trostatic attraction describes the Coulombic attractions between charged surface groups
and oppositely charged protein ions, while hydrogen bonding is a result of the attractive
force between an electronegative atom, such as oxygen or nitrogen (hydrogen acceptor),
and a hydrogen donor (usually a hydrogen atom that is covalently bound to another elec-
tronegative atom). The strength of a hydrogen bond can range from 1-155 kJ/mol and has
an interaction length that is typically in the 100 pm range.

Another advantage of silica is that it can be reproducibly coated, allowing protein
adsorption to be investigated on octyltrimethoxysilane (C8) [26] and other hydrophobic
surfaces [27, 28] as well as surfaces such as poly(methylmethacrylate) (PMMA) [29].

1.3 Isoelectric point and pKa theory

The Brønsted-Lowry theory states that an acid (HA) will donate a proton (H+) when
in the presence of a base (A−),

HA 
 A− + H+ (1.3.1)

and an equilibrium occurs when the concentrations of the acid and base remain constant.
A logarithmic acid dissociation constant (pKa) is defined as

pKa = log10

[HA]

[A−][H+]
(1.3.2)

where [HA], [H+] and [A−] represent the molar concentrations of the acid, proton and
base respectively. If the pKa of a system and the concentrations of the acid and base are
known, the pH of the solution can be calculated with the Henderson-Hasselbalch equation

pH = pKa + log

(
[A−]

[HA]

)
. (1.3.3)

As well as calculating the pH of a solution, Equation (1.3.3) can also be used to
calculate the charge of a substance at a given pH. Proteins contain various quantities of
charged amino acids: glutamate, aspartate, histidine, lysine and arginine. The charge (Q)
of a negatively charged amino acid (glutamate and aspartate), varies with solution pH as

Q =
−n

1 + 10pKa−pH
(1.3.4)

and for a positively charged amino acid

Q =
n

1 + 10pH−pKa
(1.3.5)

where n is the total number of each amino acid. The net charge of a protein is the total of
all positive and negative charges. Figure 1.2 shows the net charge of a BSA molecule and
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Figure 1.2: Calculated net electronic charge of BSA (red line) and hCG (black line) as a
function of pH.

a hCG molecule as a function of pH.
The isoelectric point of a protein occurs when the net charge of the protein is zero. For

BSA, the isoelectric point can be seen in Figure 1.2 to occur at pH 5.8. This calculated
value differs from the experimental value as Equation (1.3.4) and Equation (1.3.5) do
not take into account protein folding, which can internalise charged amino acids, or the
interactions between neighbouring charges along a chain. In fact, the isoelectric point of
BSA has been experimentally found to lie at pH 4.7 [14].

1.4 Immunoassays

Immunoassays are biomedical devices that use the specific recognition of antibody–
antigen interactions to detect target antigens in a sample solution. Since 1959, when the
first immunoassay for the detection of human antigens was developed [30], the global
market for immunoassays has grown to approximately $7.7 bn [31]. Modern immunoas-
says have a wide range of applications, including the detection of: cancers [32], fertil-
ity [33], illegal drugs [34], viruses such as Hepatitis [35], and water and soil contami-
nants [36, 37].

1.4.1 Antibody–antigen interactions

Antibody–antigen interactions are a type of protein–protein interaction that are fun-
damental to the operation of many commercial immunoassays, such as human pregnancy
tests [38] and blood tests. Antibodies are proteins that feature active binding sites to
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Figure 1.3: Crystal structure of human IgG B12 antibody. The Fabs protrude from the Fc
to form a y-shape [39].

which only either a specific antigen may bind (monoclonal antibody) or several specific
antigens (polyclonal antibody). These binding sites are found on regions known as frag-
ment antigen binding (Fab) sites that are joined to a fragment crystallisable (Fc) region
in such a way that they form a Y-shape. The crystal structure of an antibody, obtained
with X-ray diffraction, can be seen in Figure 1.3. A typical immunoassay exploits this
site-specific binding by immobilising monoclonal antibodies to a surface before exposing
them to antigens in a solution. If the appropriate antigens are present in the sample so-
lution they will bind to the antibody Fabs, whereas other antigens will not. The antigen
binding capacity (AgBC) of an antibody determines the effectiveness of the Fabs at cap-
turing antigens. The maximum AgBC of an antibody is two, i.e. one antigen is bound to
each of the two antibody Fabs.

1.4.2 Pregnancy tests

The modern human pregnancy test is one of the most commonly used immunoas-
says. It is the product of hundreds of thousands of pounds of research and is capable of
detecting pregnancy several days before the user experiences a missed period. Indeed,
one television commercial described the advertised pregnancy test as ‘The most advanced
piece of technology you will ever pee on’. Previous generations of pregnancy tests were
less advanced. A papyrus from Egypt, dated ca 1350–1200 BC instructs a woman to uri-
nate on a mixture of wheat and barley seeds [40]. If the woman was pregnant one type
of seed would germinate and the type of seed that germinated was thought to predict the
sex of the unborn child. The ancient Egyptian test was reproduced in 1963 and found to
correctly detect pregnancy in 70% of cases, although it could not predict the sex of the
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Polystyrene 
bead

Protective case
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Anti-β-hCG

Anti-α-hCG

Control area

Figure 1.4: Schematic diagram of a pregnancy immunoassay. The uncovered end of the
sample stick is exposed to a sample solution of urine. If hCG is present in the sample,
it will form a complex with the antibodies. The complex is then washed to the test area
where the other epitope of the hCG molecule binds to the surface adsorbed antibody. For
clarity, BSA blocking molecules are not shown on the sample stick or polystyrene beads,
although they are necessary for the immunoassay to function correctly.

child [41].
Modern pregnancy tests use antibody binding to test for the presence of the hCG

antigen, which is produced in greater amounts during pregnancy. A schematic diagram
of a commercial pregnancy test that can be performed at home is shown in Figure 1.4.
The pregnancy test is manufactured by the sequential adsorption of anti-α-hCG and BSA
onto latex beads that are several microns in diameter. The coated beads are then allowed
to settle onto one end of a BSA-coated porous nitrocellulose sample stick before they
are dried. At the other end of the sample stick a test area is formed by the sequential
adsorption of anti-β-hCG and BSA along a small strip. Typical antibody and BSA bulk
concentrations are in the region of 5 mg/ml.

The anti-α-hCG end of the sample stick is then exposed to a urine sample. If there
are hCG molecules in the urine, a proportion of them will specifically bind to the anti-α-
hCG antibodies to form a complex. Non-specific adsorption of hCG to the sample stick
is prevented by the BSA adsorption step, which blocks available surface binding sites.
The capilliary action of the porous foam forces the urine and anti-α-hCG/hCG complex
coated beads towards the test area end of the stick. At the test area, the β epitope of
the hCG becomes specifically bound to the surface-immobilised anti-β-hCG antibodies.
Thus, the polystyrene beads are anchored to the test area by the anti-α-hCG/hCG/anti-β-
hCG complex. The latex beads are dyed blue to give them a distinctive colour. Although
the latex beads are only several microns in diameter, once a sufficient number of beads
have become immobilised at the test surface a blue strip can be seen by eye. This indicates
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Table 1.1: Percentage effectiveness of a Clearblue DIGITAL pregnancy test

Number of days before Effectiveness of
period is due test (%)

1 98

2 97

3 86

4 55

a pregnant result.
If there is no hCG present in the sample urine the anti-α-hCG-coated beads will pass

the test area without becoming immobilised. In this case no blue line will form on the test
area and a not-pregnant result will be given.

The pregnancy test also features a control area in which anti-β-hCG/hCG complexes
are pre-adsorbed onto the surface. Any anti-α-hCG coated beads that are washed past the
test area become bound to the complexes on the control area and form a blue line. The
control area is used to test that the immunoassay is functioning correctly.

Different brands of pregnancy tests use different types of beads and each type of bead
has its own distinctive colour. For example, colloidal gold and colloidal selenium both
create red test areas. Phosphor particles and the bioluminescent protein aequorin have
also been used for immunoassay labelling [4].

1.4.3 Effectiveness of pregnancy tests

Commercial pregnancy tests are often quoted to be 99% effective, i.e. they can cor-
rectly diagnose pregnancy 99% of the time. However, the quoted effectiveness is typically
for the day of the user’s missed period and the effectiveness sharply declines prior to this
date, as shown in Table 1.1. The reduced effectiveness of the test before the day of the
period is due to the lower concentration of hCG in the urine, which increases rapidly after
conception, as shown in Figure 1.5. Four days before the period the hCG concentration
is approximately 0.5µg/l, too low to produce a reliable signal. The hCG concentration
rapidly increases until it is approximately 10µg/l on the day of the period. This concentra-
tion is sufficient to saturate all of the binding sites of the antibodies and the effectiveness
of the test will not increase beyond this concentration.

Modern pregnancy tests are simple and quick to use and can be operated without the
assistance of medical professionals. Indeed, a systematic review found that the effec-
tiveness of home pregnancy tests were high regardless of whether they were operated
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Figure 1.5: Concentration of hCG in urine as a function of time before period.

Figure 1.6: Photograph of a Clearblue DIGITAL pregnancy test. The dark blue cover is
removed to expose the sample stick, which is dipped in the sample urine. Light from an
LED is reflected from the test area and monitored by a photo diode. The intensity of the
reflected beam is proportional to the number of polystyrene beads that are immobilised at
the test area, which in turn is proportional to the urine hCG concentration. A liquid crystal
display informs the user whether they are pregnant and how many days ago conception
occurred (calculated from the urine hCG concentration).

by consumers or experienced technicians [42]. A photograph of a Clearblue DIGITAL
home pregnancy test is shown in Figure 1.6. The test is able to give a diagnosis within
3 minutes of exposure to the sample. The test is manufactured by Swiss Precision Diag-
nostics Gmbh, Geneva, Switzerland and is sold globally.

1.4.4 Antigen binding capacity

As previously mentioned, the maximum antigen binding capacity (AgBC) is two, one
antigen binds to each Fab of an antibody. Unfortunately, the AgBC of an immobilised
protein is reduced and is often lower than 0.1. Currently, there are two different factors
which are thought to explain the reduction in AgBC: the surface packing density of the
adsorbed antibodies and their orientation on the substrate surface.

The surface packing density has been investigated by Herron et al [43] and Xu et
al [44, 45]. Their results show that the AgBC is inversely proportional to the density of
antibodies adsorbed at the solid/liquid interface. Numerous other experiments have been
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End-on Side-on Head-on Flat-on

Figure 1.7: Different orientations adopted by antibodies adsorbed to a solid surface.
Adapted from [44].

carried out to investigate the effect that the interfacial orientation of antibodies has on their
AgBC [45–47]. It is believed that certain orientations inhibit antigen binding because of
steric effects, for example, an antigen would be unable to reach the binding site of an hCG
antibody adsorbed with its Fabs flat against the substrate surface in an inverted Y-shape.
Xu et al [45] showed that the most common orientation of adsorbed hCG antibodies is
the ‘flat-on’ position, where the Fc and both Fabs lie flat on the surface of the substrate,
as shown in Figure 1.7. The steric hindrance associated with this position may help to
explain the reduced AgBC of adsorbed antibodies.

The conditions necessary for the optimum binding of hCG antibodies to their anti-
gens have not been widely researched, although Albertorio et al [48] have demonstrated
that it is possible to measure antibody–antigen interactions when the antibody is immo-
bilised on a lipopolymer. Their results show that the AgBC of an antibody is higher when
immobilised on a lipopolymer instead of a hydrophilic substrate. A deeper understand-
ing of the factors that cause the reduced AgBC of immobilised antibodies will increase
the sensitivity of future immunoassays. This will greatly improve the diagnosis rates of
life-threatening viruses and cancers.

1.4.5 Pregnancy tests and non-specific adsorption

For pregnancy tests and other immunoassays, it is vitally important to prevent the un-
wanted non-specific adsorption of antibodies and antigens to the sample surface. Failure
to do so will result in incorrect diagnoses. For example, if the sample surface is insuffi-
ciently blocked, hCG antigen will become adsorbed on the surface. This will reduce the
number of bulk hCG molecules. In extreme cases, the bulk hCG concentration will be
reduced lower than the threshold necessary to produce a positive result. This will lead to
a false negative result. Similarly, if the test area is insufficiently blocked, the anti-α-hCG
coated beads will become non-specifically bound to the test area, whether or not there is
hCG present in the urine. This will lead to a false positive result.

During the manufacturing process a control experiment is performed on a sample of
the pregnancy tests. It is found that a significant proportion of the pregnancy tests fail and
as such cannot be relied upon to give accurate results. This is likely due to the effect of
unwanted non-specific adsorption of antibodies or antigens on the nitrocellulose sample
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Figure 1.8: Energy and force as a function of the separation between two molecules of
neutral charge. The attractive force between the molecules can be seen to be a maximum
at rs.

stick.
A better understanding of the non-specific binding of proteins to surfaces will en-

able more effective and more reliable pregnancy tests, and other immunoassays, to be
produced.

1.5 Dynamic single molecule adhesion

Single molecule investigations into antibody–antigen binding forces have helped to
provide further information about antibody–antigen interactions. Izrailev et al [49] stud-
ied the unbinding of avidin from biotin. However, the binding force between hCG and
its antibodies has so far not been ascertained. It is known that antibody–antigen binding
forces are typically of the order 1–100 pN [50].

The intermolecular force, F between two neutral molecules separated by a distance,
r, can be approximated with the following equation

F = −dω/dr (1.5.1)

where ω is the energy and is given by the van der Waals interaction pair potential:

ω(r) = −X/r6 + Y/r12 (1.5.2)

where X and Y are the respective attractive and repulsive parameters inherent to the
molecules and r is the molecular separation. From Figure 1.8 it can be seen that the
force is zero at re, the equilibrium separation. At this point, the attractive and repulsive
forces are balanced and the energy is at its minimum value. In order to separate the two
molecules a force of Fmax is needed. Fmax occurs at rs on Figure 1.8.

35



1.6. PROTEIN ADSORPTION MODELS

Fmax is a simplistic approximation and does not account for the effects of temperature
or time. For any temperature above 0 K the bound molecules will continuously vibrate
and will also be struck by other vibrating molecules. At temperature T the energy of each
collision will have a mean thermal energy of kbT . Even if the depth of ωmin is far greater
than the mean energy imparted to the bound molecule by a collision, given enough time a
collision with sufficient energy to overcome the energy barrier will occur. Therefore, the
force required to separate the molecules will be reduced. The Bell equation [51] can be
used to calculate the reduced force:

F (t) =
kbT ln(τ/t)

r0
(1.5.3)

where r0 is the length of the bond and τ is the lifetime of the bond under zero force. For
a system with average time between collisions, τ0, the mean lifetime of a bond will be
given by:

τ = τ0e
−ωmin/kbT . (1.5.4)

For two molecules that are anchored together by multiple bonds, the separation force
does not scale linearly with the number of bonds. This is because numerous attachments
and detachments will occur over a given time. Instead, the Jarzynski equation [52] must
be used:

〈eW/kbT 〉 −−−→
n=∞

e−ωmin/kbT . (1.5.5)

where n is the number of rupture experiments performed on the bond and W is the work
done, which is equal to Fr0. The Jarzynski equation is required because some of the
bonds will require an energy greater than ωmin to rupture [53].

1.6 Protein adsorption models

Numerous protein adsorption models have been developed in an attempt to predict
adsorption. The accumulation over time, t, of protein mass per unit area, M , on a surface
can be described by

dM

dt
= kacbΦ(t,M)− kd(t,M)M (1.6.1)

where cb is the protein concentration in the bulk, Φ(t,M) is the uncovered surface frac-
tion, and ka and kd are the chemical adsorption and desorption coefficients respectively.
The factors that influence the chemical adsorption coefficient include the diffusivity, of
the protein, the protein-surface separation, and the interaction potential, which is the sum
of the Van der Waals, electrostatic and electron donor-acceptor interactions. Thus, the
value of ka depends on the surface and solvent conditions such as, pH, ionic strength and
temperature [54]. For most models, ka is assumed to remain constant for all values of Φ.

The determination of Φ with respect to time is model dependent. Two of the most
commonly used models, Langmuir adsorption and random sequential adsorption (RSA),

36



1.6. PROTEIN ADSORPTION MODELS

are described here.

1.6.1 Langmuir adsorption

Langmuir adsorption is a simple model that assumes that proteins are adsorbed irre-
versibly onto surface sites, that the molecules are not altered on adsorption, and that there
are no interactions between the adsorbed molecules. The rate of deposition of molecules
per unit area, ν, onto a surface is given by

∂ν(t)

∂t
= JcνΦ(t) (1.6.2)

where ν(t) is the number density of molecules on the surface at time t, cν is the molec-
ular concentration in the bulk, and J is the protein molecular flux at the empty surface.
Because the Langmuir model assumes that there are no interactions between the adsorbed
molecules, the uncovered surface fraction is given simply by

Φ(t) = 1− θ(t) (1.6.3)

where θ(t) is the fraction of the surface covered by proteins.

1.6.2 Random sequential adsorption

The random sequential adsorption (RSA) model also predicts that the rate of depo-
sition is given by Equation (1.6.2). However, RSA takes into account the interaction
between adsorbed particles. The model proposes that an adsorbed protein will produce an
exclusion zone in which further proteins are prohibited from adsorbing. Figure 1.9 shows
an example of this. Further protein adsorption can only occur at the available site between
the adsorbed proteins’ exclusion zones. The uncovered surface fraction for RSA, Φ(t), is
approximated using [55, 56]:

Φ = 1− 4θ +
6
√

3

π
θ2 + bθ3. (1.6.4)

where b is a constant.
At long adsorption times the protein exclusion zones reduce the available surface frac-

tion to the extent that further adsorption is not possible. This is known as the jamming
limit. At the approach to the jamming limit there are numerous processes occurring, for
example: adsorbed proteins may rearrange themselves on the surface or adsorbed proteins
may leave the surface to be replaced by other proteins. At this point the system becomes
too complex to be analytically solved. However, simulations have predicted that the rate
of adsorption follows a t−1/df trend [57],

ν∞ − ν ∼ t−1/df (1.6.5)
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Figure 1.9: Top down view of proteins adsorbed on to a 2-dimensional surface. The RSA
model assumes that adsorbed proteins generate an exclusion zone in which the adsorption
of further proteins is forbidden.
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Figure 1.10: Approach to the jamming limit for a 1-dimensional system.

where df is the number of degrees of freedom of the system. At the jamming limit, Φ

will be non-zero. This is because there are still uncovered areas on the surface but the
exclusion zones of the adsorbed particles prevent further adsorption.

Figure 1.10 is a cartoon to demonstrate the approach to the jamming limit for a 1-
dimensional system: cars that are sequentially parked at random points along the side of
a road. Initially, the street is empty and cars are able to park along the entire length of the
street, L. At this point Φ is equal to 1. If a car, of length Lc then parks, the total length
available for other cars will be reduced to L − Lc and Φ will be reduced to (L − Lc)/L.
However, because the cars are parked at random, the available parking length will not
necessarily be contiguous. For the example given in Figure 1.10, the car is parked so that
the parking length is split into two parts, L1 and L2. At the jamming limit, the uncovered
surface fraction, Φ, becomes small but non-zero: there are still unfilled lengths between
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the cars but each unfilled length is smaller than Lc and further parking is prevented.
Adamczyk et al recently used Equation (1.6.5) to predict the adsorption of fibrinogen

onto hydrophillic surfaces [58] but, so far, there has been little experimental verification of
Equation (1.6.5). However, Ramsden [59] investigated the approach to the jamming limit
for transferrin with the optical waveguide lightmode spectroscopy (OWLS) technique. He
found that the experimental data closely followed the trend predicted by Equation (1.6.5).

1.6.3 History dependence

Calonder et al [60] have proposed that the adsorption kinetics of multi-step experi-
ments can be used to quantify the history dependence of an adsorbed protein film. Their
results show that the rate of protein adsorption is increased if the adsorbate has a previ-
ously adsorbed protein layer, when compared to a bare adsorbate. For adsorption onto a
bare surface Φ in Equation (1.6.1) can be expanded as a power series of M [55] so that

Φ = A+BM + CM2 + · · · (1.6.6)

where A, B and C are non-zero coefficients. To second order, Equation (1.6.1) becomes(
dM

dt

)
= kacb[A+BM ]− kdM (1.6.7)

where A and B are the first and second order coefficients from the power series. A is
equal to 1 for adsorption onto a bare surface [54]. For a multi-step experiment a protein
solution is initially exposed to the surface (step 1) before it is replaced with a protein-free
buffer solution to rinse reversibly adsorbed proteins from the surface. Another adsorption
step is then performed (step 2). The experiment consists of n steps and the adsorption rate
for the nth step is given by(

dM

dt

)
n

= kacb[An +Bn(Mn −M(n−1))]− kd(Mn −M(n−1)) (1.6.8)

whereAn may differ from 1 due to the presence of the pre-adsorbed proteins [60]. M(n−1)

is the surface coverage prior to the nth adsorption step.

1.6.4 Behaviour of real proteins

The models described in Section 1.6 incorrectly assume that the adsorbed protein
molecules are rigid. In reality, the interaction forces between a protein molecule and the
surface can lead to a change in the conformation or denaturation of the protein. The extent
of the conformational change can be investigated with a plot of area per surface adsorbed
molecule as a function of bulk protein concentration [61].

Ramsden’s investigation of transferrin [59] revealed a decrease in the area per molecule
with increased bulk concentration, which implies that the conformation of the adsorbed
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proteins is dependent on the surface and intermolecular forces. A neutron reflectivity
study by Su et al [19] showed that, at low bulk concentrations, the area per adsorbed BSA
molecule was less than the short axis of BSA. Su’s results suggest that denaturation of the
BSA molecules had occurred.

A model developed by Van Tassel et al [62] includes the effect of proteins spread-
ing over the surface over a finite amount of time. The model provided an excellent fit
to Ramsden’s transferrin adsorption data. More recently, a series of papers by Rabe et
al describes a sophisticated model to describe the surface-induced spreading of protein
clusters [63–65].

1.7 Research motivations

The study of proteins at the solid/liquid interface is of vital importance to numerous
areas, such as the production of biocompatible materials and immunoassays. Numerous
techniques for analysing the interfacial structure of adsorbed proteins exist [66], but it
is often difficult to directly compare results from different studies due to different ex-
perimental conditions. Even slight changes in the surface chemistry, buffer properties or
the inadvertent presence of fatty acids and other mixtures can hugely alter the adsorbed
amount and thickness of an adsorbed protein layer [67]. Multiple techniques to make
interfacial measurements, where the experimental conditions are kept constant, are there-
fore needed. As well as providing information on adsorbed protein layers, the results can
also be used to directly compare the techniques employed.

Interfacial adsorption is of particular interest to the makers of immunoassays. The
binding capacity of adsorbed antibodies is massively reduced compared to antibodies in
solution. Although the binding capacity of the anti-β-hCG antibody has been investigated
with ellipsometry [44], it has been difficult to obtain reliable thickness measurements in
real-time. Obtaining the thickness of the adsorbed antibody layer would help to determine
the orientation of the antibody, blocking agent and antigen. A combined ellipsometry,
neutron reflection (NR) and dual polarisation interferometry (DPI) approach was success-
fully used to investigate the binding capacity of the PSA antigen [68] but the dynamics
of the adsorption were not investigated. A study of the kinetics will allow further infor-
mation to be obtained, such as determining at what surface coverage do intermolecular
interactions dominate and whether the time between each adsorption step is important.

In addition, the adsorption of the blocking agent has largely been overlooked. The
blocking agent is vital in preventing unwanted molecules from reaching the immunoas-
say surface where they may create false positive results. It is useful to know whether the
blocking molecules slot between the antibodies and reduce the adsorption of unwanted
molecules or if they sit on top of the antibody layer and reduce the antigen binding capac-
ity.
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1.8 Outline of thesis

Chapter 1 was designed to give the reader an introduction to protein adsorption and
antibody–antigen binding. The operation of a typical pregnancy immunoassay was de-
scribed in order to illustrate the applications of antibody–antigen binding. Interactions
between proteins and surfaces as well as between proteins and proteins were discussed.

Chapter 2 will describe the operation of dual polarisation interferometry (DPI), neu-
tron reflection (NR) and magnetic tweezers. DPI and NR can be used to determine the
interfacial structure of adsorbed protein layers while magnetic tweezers investigate force
changes that give indications of dynamic binding processes. The experimental method
for each technique will be described in detail.

Chapter 3 BSA is widely used as a blocking agent in immunoassays. The detailed
kinetics of its adsorption are thus important to optimise blocking and prevent non-specific
adsorption of the target antigen. The near real-time resolution of DPI will be used to in-
vestigate the Langmuir and random sequential adsorption (RSA) protein adsorption mod-
els for BSA adsorbed at the silica/water interface. In addition, BSA adsorption at the
silica/water interface will be used as a model system to explore DPI measurements and
compare with the more established technique of neutron reflection.

Chapter 4 will describe how a model pregnancy test can be built on a silica surface in
order to measure the interfacial structure of the adsorbed proteins with DPI and NR. DPI
will also be used to investigate the adsorption kinetics of the proteins.

Chapter 5 will explain how a set of magnetic tweezers were designed and built in
order to investigate the interaction between the hCG antigen and its antibodies. The design
process will be given in detail. The completed magnetic tweezer system will be used to
estimate the binding force between the hCG antigen and its antibodies as well as the
effective bond length and dissociation constant.

Chapter 6 will summarise the thesis and offer ideas for future work.
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CHAPTER

TWO

EXPERIMENTAL TECHNIQUES

2.1 Dual polarisation interferometry

2.1.1 Overview of dual polarisation interferometry

The Farfield Analight Bio200 Dual Polarisation Interferometer (DPI) is able to bridge
the resolution gap between neutron reflectivity (NR) and ellipsometry. DPI can probe the
interfacial structure of a protein layer with a depth resolution of several angstroms and it
can do so in real time.

The DPI uses an illuminated slab waveguide interferometer to produce interference
patterns that vary with the thickness and refractive index of adsorbed biological films.
True to its name, the DPI simultaneously resolves two orthogonal polarisations of light:
the transverse electric (TE0) mode and the transverse magnetic (TM0) mode. A mathemat-
ical analysis of the interference patterns produced by the two modes yields quantitative
values of refractive index, thickness and density for an adsorbed biological film.

2.1.2 Total internal reflection and evanescent waves

The phenomenon of total internal reflection occurs when electromagnetic radiation,
such as light, that is traveling through a material of high refractive index, n1, is reflected
from the interface formed by the high refractive index material and a second material
of lower refractive index, n2, as shown in part A of Figure 2.1. The simple ray model
(Snell’s law) can be used to show that a ray will be entirely reflected from the interface if
it is incident at an angle greater than the critical angle θc, which is given by:

θc = sin−1
n2

n1

. (2.1.1)

If the incident angle is less than θc the ray will become split. Part of the ray will be re-
flected from the interface, but part will be refracted. Total internal reflection is commonly
used to confine light to waveguides and fibre optic cables.
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Figure 2.1: A) Ray diagram of an optical beam propagating through a waveguide. The
beam is confined to the layer of high refractive index (n1) and undergoes total internal
reflection at the interfaces with the cladding layers. B) Plane wave model of the beam
propagating through the waveguide. Although the wave is confined to the core layer, an
evanescent field extends into the cladding layers.

In reality, light is better described as a wave than a ray. The simple ray model is
therefore unable to fully describe the propagation of light, instead the plane wave model
can be used to give a more accurate description. Part B of Figure 2.1 shows the amplitude
of two wavefronts propagating through the waveguide. It can be seen that the amplitude of
the wavefronts extends into the cladding layer, this is known as an evanescent wave. DPI
makes use of this phenomenon to obtain structural data of adsorbed protein layers. The
amplitude of the evanescent wave decays exponentially perpendicularly to the interface,
which places an upper limit (< 100 nm) on the size of objects that may be measured with
DPI.

2.1.3 Optical waveguide theory

A waveguide is formed by a core region of refractive index n1 that is surrounded by
a cladding layer of refractive index n2, where n1 > n2. Light that is coupled to the
waveguide is confined to the core region by total internal reflection, provided that θ > θc.
A schematic diagram of a slab waveguide is shown in Figure 2.2.

Maxwell’s equations describe how the magnetic and electric fields propagate in a
given medium, they also state that electric and magnetic fields go hand in hand: a time-
dependent electric field will generate a time-dependent magnetic field and vice versa.
Maxwell’s equations for the time-dependent propagation of magnetic and electric fields
can be written as

∇× E = −µ∂H
∂t

(2.1.2)

and
∇×H = ε

∂E

∂t
(2.1.3)

where E is the electric field vector and H is the magnetic field vector. ε is the dielectric
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Figure 2.2: Schematic diagram of a dielectric slab waveguide. A layer of thickness d and
refractive index n1 is surrounded by cladding layers with refractive index n2.

permittivity and is calculated from

ε = ε0n
2. (2.1.4)

Since this thesis only considers non-magnetic waveguides, the magnetic permeability of
the waveguide can be assumed to be

µ = µ0 (2.1.5)

where µ0 is the magnetic permeability of a vacuum. For an electromagnetic plane wave
of angular frequency, ω, the E and H fields will vary with time (t). For plane waves that
propagate along the z axis, E is given by

E(t) = E(x,y)e
i(βz−ωt) (2.1.6)

where β is the propagation constant in the z direction. Similarly for the magnetic field
vector

H(t) = H(x,y)e
i(βz−ωt). (2.1.7)

The two Maxwell equations (Equations (2.1.2) and (2.1.3)) and Equations (2.1.6)
and (2.1.7) can be combined to give

∂Ez
∂y
− iβEy = iµωHx (2.1.8)

iβEx −
∂Ez
∂x

= iµωHy (2.1.9)

∂Ey
∂x
− ∂Ex

∂y
= iµωHz (2.1.10)

and
∂HZ

∂y
− iβHy = −iωεEx (2.1.11)
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iβHx −
∂Hz

∂x
= −iωεEy (2.1.12)

∂Hy

∂x
− ∂Hx

∂y
= −iωεEz. (2.1.13)

The factor ei(βz−ωt) is common to the right hand side of Equations (2.1.8) to (2.1.13), but
is omitted for conciseness.

2.1.4 TE mode analysis

By definition the TE mode has no component of the electric field in the direction of
wave propagation:

Ex = Ez = Hy = 0, (2.1.14)

therefore it is possible to rearrange Equation (2.1.8) and Equation (2.1.10) to obtain the
H components in terms of Ey

Hx = −
(
β

ωµ

)
Ey (2.1.15)

Hz =

(
−i
ωµ

)
∂Ey
∂x

(2.1.16)

which are both substituted into Equation (2.1.12) to obtain the one-dimensional wave
equation for the TE mode:

d2Ey
dx2

+ (k2n2 − β2)Ey = 0 (2.1.17)

where

k2 = ω2ε0µ0 =

(
2π

λ

)2

. (2.1.18)

Ey can be separated into two plane waves where one propagates along the positive
x axis and the other along the negative x axis in order to obtain the general solution for
Equation (2.1.17). Thus, Equation (2.1.19) satisfies Equation (2.1.17)

Ey(x, z, t) =
(
ae−ikxx + beikxx

)
ei(βz−ωt) (2.1.19)

where a and b are field amplitude coefficients for the plane waves and kx = (k2 − β2)1/2.
For the magnetic field, Equation (2.1.19) can be substituted into Equation (2.1.16) so that

Hz(x, z, t) =
−kx
µω

(
ae−ikxx − beikxx

)
ei(βz−ωt). (2.1.20)

Hx is omitted as only the field components tangential to the layer interfaces are needed.
For a slab waveguide with N layers there are N − 1 interfaces. The tangential com-
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ponents of the electric and magnetic fields must be continuous at each of these interfaces.
For the first layer (l = 1) the following boundary conditions are required to let the evanes-
cent field decay therefore, the coefficient a1 should equal zero. The matching condition
for Ey is

b1e
ikx,1x1 = a2e

−ikx,2x1 + b2e
ikx,2x1 (2.1.21)

and for Hz
−kx,1
µ1

b1e
ikxx =

kx,2
µ2

(
a2e
−ikx,2x1 − b2eikx,2x1

)
(2.1.22)

where the subscripts represent the layer number. As ω and β are constant throughout each
layer, the ei(βz−ωt) term is omitted. For all layers where 2 ≤ l ≤ N − 2 the matching
conditions at each interface are

ale
−ikx,lxl + ble

ikx,lxl = al+1e
−ikx,l+1xl + bl+1e

ikx,l+1xl (2.1.23)

kx,l
µl

(
ale
−ikx,lxl − bleikx,lxl

)
=
kx,l+1

µl+1

(
al+1e

−ikx,l+1xl − bl+1e
ikx,l+1xl

)
. (2.1.24)

For the final interface, between layers l = N and l = N − 1, the evanescent field must
decay, which means that bN = 0

aN−1e
−ikx,N−1xN−1 + bN−1e

ikx,N−1xN−1 = aNe
−ikx,NxN−1 (2.1.25)

kx,N−1
µN−1

(
aN−1e

−ikx,N−1xN−1 − bN−1eikx,N−1xN−1
)

=
kx,N
µN

aNe
−ikx,NxN−1 . (2.1.26)

2.1.5 TM mode analysis

The TM mode has no component of the magnetic field along the axis of propagation,
and has the field components Hy, Ex and Ez. Equation (2.1.11) and Equation (2.1.13)
can be rearranged in terms of Hy and substituted into Equation (2.1.9) to give

(
k2n2 − β2

)
Hy +

∂2Hy

∂x2
= 0 (2.1.27)

which is the one-dimensional wave equation for the Hy component. The general solution
for Equation (2.1.27) is

Hy(x, z, t) =
(
ae−ikxx + beikxx

)
ei(βz−ωt). (2.1.28)
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As only the tangential components are required, Ex can be omitted and the general solu-
tion for Ez is given by

Ez =
kx
ωε

(
−ae−ikxx + beikxx

)
ei(βz−ωt). (2.1.29)

For the TM mode, the boundary conditions are required to be continuous at the inter-
faces for the Hy and Ez components. a1 is set to zero for the first interface so that the
evanescent wave can decay in the first layer:

b1e
ikx,1x1 = a2e

−ikx,2x1 + b2e
ikx,2x1 (2.1.30)

kx,1
ωε1

(
b1e

ikx,1x1
)

=
kx,2
ωε2

(
−a2e−ikx,2x1 + b2e

ikx,2x1
)
. (2.1.31)

For the layers 2 ≤ l ≤ N − 2 the matching conditions at each interface are

ale
−ikx,lxl + ble

ikx,lxl = al+1e
−ikx,l+1xl + bl+1e

ikx,l+1xl (2.1.32)

for the Hy component and

kx,l
ωεl

(
−ale−ikx,lxl + ble

ikx,lxl
)

=
kx,l+1

ωεl + 1

(
−al+1e

−ikx,l+1xl + bl+1e
ikx,l+1xl

)
(2.1.33)

for the Ez component. At the final interface bN must be zero in order for the evanescent
wave to decay in the final layer

aN−1e
−ikx,N−1xN−1 + bN−1e

ikx,N−1xN−1 = aNe
−ikx,NxN−1 (2.1.34)

kx,N−1
ωεN−1

(
−aN−1e−ikx,N−1xN−1 + bN−1e

ikx,N−1xN−1
)

=
kx,N
ωεN

(
−aNe−ikx,NxN−1

)
.

(2.1.35)
The matching conditions for the TE and TM modes can be used to calculate the prop-

agation constant along the x direction, kx, and the thickness, x, for a given layer by use
of Equation (2.1.36)

M(β2)



b1

a2

b2

a3
...
aN


= 0 (2.1.36)

where M is a matrix. Each mode will have its own value of β. Equation (2.1.36) can be
solved iteratively once β is known, as discussed in Section 2.1.6.
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2.1.6 DPI theory

The DPI uses a CMOS camera to monitor the interference fringes produced by light
emitted from two layers of a slab waveguide. The slab waveguide is made from two
silicon oxynitride layers, known as the sensing and reference layers, that are separated by
a silicon oxynitride cladding layer of thickness, d, as shown in figure (2.3).

Incident laser beam

Cladding layer

Reference layer

Sensing layer

Interference 
fringes

Adsorbed 
proteins

d

L

Figure 2.3: A schematic diagram of the DPI sensing system geometry. Top: The sensing
surface is not exposed to protein. Bottom: The interference fringes are vertically shifted
by protein adsorption on the sensing surface. A CMOS camera is positioned a distance,
L, from the end of the waveguide in order to monitor the interference fringes.

The waveguide layers are made of silicon oxynitride. The refractive index of a layer
is proportional to its nitrogen content, which is controlled in order that light will be con-
fined to and propagate through the sensing and reference layers when the waveguide is
illuminated at its end facet. The refractive index and thickness of each waveguide layer
is given in Table 2.1. A helium-neon laser (λ = 632.8 nm) is coupled to one facet of the
waveguide. Both TE0 and TM0 modes of the incident light propagate through the sensing
and reference layers before exiting from the opposite facet. The CMOS camera is posi-
tioned in the far field region, L >> d, which means that the light emitted from the sensing
and reference layers can be considered as two point sources. Thus, the setup resembles
Young’s double slit experiment and interference fringes form in the far field region. In the
far field region, constructive interference occurs where the two light sources are in phase,

ψs + ψr =
2πdx

λL
= 2πm (2.1.37)

where ψs and ψr represent the respective phases of the sensing and reference waves, m is
an integer and x is the fringe spacing.

Light that undergoes total internal reflection at the interface between two media of
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Table 2.1: Optogeometrical parameters for the slab waveguide layers.

Layer Refractive index, Thickness
n (nm)

Sensing 1.520 1000

Cladding 1.470 3000

Reference 1.520 1000

Cladding 1.485 2000

different refractive indices will create an evanescent field. An evanescent field will expo-
nentially decay perpendicularly from this interface and can interact with the electrons of
the media in which it is present. The result of this is a change in the propagation constant,
β, of the mode:

β =
√
ω2n2µ− k2x (2.1.38)

where n is the refractive index of the medium [69]. Thus, a mode propagating in the
medium has a propagation constant that is dependent on the refractive index of the medium
as well as that of the material that interacts with the evanescent field. DPI makes use of
this phenomenon by exposing the surface of the sensing layer to different sample mate-
rials. The samples interact with the evanescent field and the propagation constant of the
mode in the sensing layer is altered. Meanwhile, the propagation constant of the refer-
ence mode will remain constant, because its evanescent field decays in the cladding layer.
Figure 2.4 shows how an evanescent field extends from both the sensing and reference
waveguides.

The resulting change in the propagation constant of the mode in the sensing layer
leads to a phase difference, ∆ψ, between the light that leaves the reference and sensing
layers. This phase difference causes the interference fringes to be vertically shifted by
∆x,

∆x =
λL

2πd
∆ψ =

x∆ψ

2πd
. (2.1.39)

The fringe shift is recorded by the CMOS camera so that the change in the propagation
constant of the sensing waveguide (∆β) can be calculated

∆ψ = ∆βl (2.1.40)

where l is the length of the sensing waveguide that is exposed to the sample [70]. From
the propagation constant of each polarisation it is possible to calculate the thickness and
refractive index of the layer adsorbed on the sensing waveguide with Equation (2.1.36).
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Figure 2.4: The slab waveguide is composed of sensing, reference and cladding layers
that have respective refractive indices ns, nr and nc. An evanescent field extends from the
reference layer into the cladding layers above and below. Thus, the propagation constant
of the reference mode is dependent on nr and nc, and can be considered to be a constant.
The propagation constant of the sensing layer is dependent on ns and nc as well as the
refractive indices of the adsorbed layer (nl) and buffer (nb) above.
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Figure 2.5: Graph to show the possible combinations of thickness and refractive index
values that will satisfy Maxwell’s equations for a given sample. The dotted line represents
the possible values for the TE0 polarisation and the solid line the TM0 polarisation. The
lines intersect at the point where the values simultaneously satisfy the equations for both
polarisations.

As the refractive indices of the sensing layer and bulk solution are determined from cali-
bration steps, only the matching conditions for the adsorbed layer are missing. These are
calculated iteratively and for each polarisation there will be a continuous range of layer
refractive index and thickness values for the adsorbed layer that will satisfy the equations.
However, for an isotropic homogeneous model, there will only be one combination that is
able to satisfy the equations for both polarisations simultaneously, as shown in Figure 2.5.

For an adsorbed layer with refractive index nl and thickness dx in a buffer of refractive
index nb the measured change in optical path length will be

[nl(x)− nb]dx. (2.1.41)

If the adsorbed layer has an inhomogeneous refractive index along the x direction then
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the change in path length will be ∫ ∞
0

[nl(x)− nb]dx. (2.1.42)

McCrackin and Colson showed that a weighted average layer refractive index, nl, can
be calculated from an adsorbed layer of thickness dx that alters the optical path length as
described in Equation (2.1.41) by [71]

nl =

∫∞
0
nl(x)[nl(x)− nb]dx∫∞
0

[nl(x)− nb]dx
(2.1.43)

and for the average thickness, x,

x =

∫∞
0

[nl(x)− nb]dx
nl − nb

. (2.1.44)

Equation (2.1.43) and Equation (2.1.44) were extended by De Feijter et al in order
that the adsorbed mass per unit area, or surface coverage, M , could be calculated. The
surface coverage is proportional to the excess concentration of protein in the adsorbed
layer, ∆cl(x)

M =

∫ ∞
0

∆cl(x)dx (2.1.45)

where
∆cl(x) = cl(x)− cb (2.1.46)

and cl is the absolute concentration of protein in the adsorbed layer and cb is the bulk
protein concentration [72]. If nl depends linearly on the protein concentration then

nl = nb + (dn/dc) ∆cb (2.1.47)

where dn/dc is the gradient of a linear fit applied to the refractive index of a protein solu-
tion as a function of its protein concentration. Equations (2.1.43) to (2.1.45) and (2.1.47)
can be combined to give the De Feijter equation [72]

M =
x(nl − nb)

dn/dc
(2.1.48)

so that M can be calculated.
The layer thickness and refractive index obtained by DPI is calculated from the as-

sumption that the adsorbed layer has a uniform thickness (xavg) and refractive index
(navg). Thus, the DPI obtained value for Equation (2.1.42) will be

[navg − nb]xavg. (2.1.49)

However, it has been shown that the integral for an inhomogeneous film and the homoge-

51



2.1. DUAL POLARISATION INTERFEROMETRY

Figure 2.6: Photograph of an Analight Bio200 DPI and associated equipment.

neous DPI equivalent are in good agreement [70]. The De Feijter equation can therefore
be used to obtain surface coverage from DPI data, where x and nl in Equation (2.1.48)
are substituted for the DPI equivalents:

M =
xavg(navg − nb)

dn/dc
. (2.1.50)

2.1.7 Experimental method for DPI

A photograph of the DPI is shown in Figure 2.6. Samples and cleaning agents were
injected into the valves with the sample syringes. A PHD2000 (Harvard Apparatus Ltd.,
Kent, UK) pump was then used to flow buffer, samples or cleaning agents over the waveg-
uide surface.

The DPI fluidic system was thoroughly cleaned prior to each experiment in order to
remove trace amounts of proteins or surfactants that may have been present in the flow
tubes and valves. The sample valves were loaded with 5% (w/w) Decon 90 solution and
left to soak for 25 minutes. 30 ml of the Decon 90 solution was then loaded into the buffer
syringes and an automated cleaning script was set to run. The script pumped the Decon in
the buffer syringes through the fluidic system at various flow rates and the sample valves
alternated between the open and closed positions. This ensured that both the flow tubes
and the sample valves were cleaned. After all of the Decon had been pumped through the
DPI the same script and procedure were performed with 50% ethanol solution (w/w) in
the buffer syringes and sample valves. This step was designed to remove Decon solution
from the fluidic system. Finally, the procedure was repeated with buffer solution in the
sample valves and buffer syringes in order to remove the ethanol solution.

After prolonged use of the DPI it was found that additional cleaning steps were re-
quired. Over time, the glass window that covers the CMOS camera accumulated dirt.
This made the interference fringes appear less well defined. The CMOS window was
cleaned with an ethanol-soaked lens tissue wrapped around a cotton swab. The lens tis-
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Figure 2.7: Photograph of a cassette-mounted waveguide and gasket. An unmounted
waveguide is shown next to the cassette.

sue was wiped across the window once and was then discarded. This was repeated until
the definition of the fringes was improved. In addition, a polyether ether ketone (PEEK)
block, that was placed on top of the waveguide to create sample channels, required clean-
ing after 5-10 days of DPI experiments. The block was cleaned with an ethanol-soaked
lens tissue before it was dried with nitrogen.

Before each experiment it was necessary to thoroughly clean the removable waveg-
uide. The waveguide was removed from the DPI and scrubbed with lens tissue in a 5%
solution of Decon 90 for several minutes. The waveguide was then rinsed with copious
amounts of ultra-pure water (UHQ) in order to ensure that all of the Decon solution was
removed from the waveguide surface. Excess water was removed from the waveguide by
blowing with nitrogen gas before the waveguide was placed onto its cassette. A gasket,
made from Kalrez R©, was cleaned and dried in the same way as the waveguide before it
was placed on top of the waveguide. The gasket was used to form two channels, each with
a volume of 0.4 ml. The waveguide and gasket were then firmly attached to the cassette
by screwing the cassette top into place. The cassette, waveguide and gasket are shown
in Figure 2.7. The cassette-mounted waveguide and gasket were then reinserted into the
DPI.

In order to check that the waveguide had been adequately cleaned, repeated samples
of water and ethanol were passed over the waveguide surface. If the phase was observed
to remain constant to within 0.1 radians before and after the ethanol injections then it was
deduced that nothing had been added to or removed from the surface of the waveguide.

Since the waveguide was removable, it was necessary to calibrate it prior to each
experiment. The calibration was performed by measuring the phase difference between a
sample of 80% ethanol/water (w/w) and pure water.

Sample solutions were introduced to the waveguide surface at a flow rate of 10µl/min
and adsorbed for 10 minutes before the pump was stopped and the sample was allowed
to equilibrate. After enough data had been obtained, the adsorbed samples were washed
from the waveguide with at least three 0.7 ml injections of Decon 90 at a flow rate of
100µl/min. After the Decon clean the phase was observed to be less than before the
sample had been introduced. Repeated 0.7 ml ethanol injections were used to remove
all traces of the Decon. Because the Decon may have etched away a thin layer of the
waveguide surface, it was necessary to repeat the calibration procedure before further

53



2.1. DUAL POLARISATION INTERFEROMETRY

4 nm

10 nm

n = 1.45

10 nm

10 nm

n = 1.37

n = 1.41

4 nm

A)

B)

C)

Figure 2.8: Panel A: BSA (green blobs) adsorbed on a substrate (dark grey). The adsorbed
BSA can be split into two equivalent homogeneous layers: an inner layer of high density
(refractive index) and low thickness and a diffuse but thicker outer layer, as seen in panel
B. Panel C: As the DPI uses a single layer fit, it measures an homogeneous layer that is a
weighted average of the two layers seen in panel B.

samples were adsorbed.
DPI data analysis was performed using the Analight Explorer software. The software

used the measured phase data and Maxwell’s equations to calculate the thickness and
refractive index of the adsorbed samples, as described in Section 2.1.6.

2.1.8 Limitations of DPI

The uniform layer approximation of DPI means that information about the density
profile perpendicular to the surface can be lost. Panel A of Figure 2.8 shows an adsorbed
BSA layer. The majority of the BSA molecules adsorb in the side-on orientation so that
their short axis of 4 nm is perpendicular to the surface (this is discussed further in Chap-
ter 3). However, one molecule has adsorbed so that its long axis is perpendicular to the
surface. This complex structure can be approximated as two equivalent homogeneous
layers, as shown in panel B. The inner layer (closest to the substrate) is thinner but more
dense than the outer layer and therefore has a correspondingly higher refractive index of
1.45. The outer layer is thicker but more diffuse. Because the refractive index of protein
is higher than the surrounding buffer, the refractive index of the layer is proportional to
the layer density. Therefore the outer, diffuse layer has a lower refractive index than the
inner layer. The DPI measured layer is shown in panel C and is a weighted average of the
two layers shown in panel B.

The effect of perpendicular density distribution was investigated with the DPI DOS
Resolver software (Farfield group, Ltd., Manchester). The software enables the phase
change from a given interfacial structure to be calculated and was used to calculate the
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Figure 2.9: Theoretical DPI-measured thickness as a function of the refractive index of
the outer layer (black crosses). The blue line indicates the actual combined thickness of
the inner and outer layers.

expected phase change produced by BSA adsorbed in the structure shown in panel A of
Figure 2.8. A simulated buffer with a refractive index of 1.333 was used for all calcula-
tions. The thickness and refractive index of the inner layer were kept constant at 4 nm and
1.45 respectively. For the outer layer, only the refractive index was varied, the thickness
was kept constant at 10 nm. The refractive index of the outer layer was varied between
1.45 and 1.334. An outer layer refractive index of 1.45 simulated a BSA layer where all
the molecules had adsorbed in the end-on position to create a single, close-packed layer
of 14 nm. An outer layer refractive index of 1.334 meant that the outer layer was almost
entirely composed of buffer. The chip parameters used for the calculations are shown in
Table 2.1.

Figure 2.9 shows that the DPI measured thickness of the average layer increased with
the refractive index of the outer layer. As the outer layer became more diffuse, the DPI
measured thickness dropped significantly. The DPI-measured average refractive index of
the two layers is shown as a function of the outer layer refractive index in Figure 2.10.
The average refractive index as measured by the DPI can be seen to decrease

Propagation through a waveguide can be investigated by splitting the length of the
waveguide into discrete steps and evaluating the optical constants at each interface be-
tween each step [73]. This method provides a useful way to investigate how DPI measures
the thickness of diffuse layers. The DPI waveguide can be divided into arbitrary lengths
and each length can either have adsorbed protein on its surface (filled) or not (empty).
The phase of modes that propagate through the waveguide will be retarded along filled
lengths when compared to the empty lengths. The total phase change experienced by
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Figure 2.10: Theoretical DPI measured refractive index as a function of the outer layer
refractive index.

4 nm

n = 1.45

n = 1.333

4 nm n = 1.45

Figure 2.11: Schematic diagram to show how the waveguide has been divided into 15
1 mm lengths (not to scale). Top: the first length has an adsorbed protein block 4 nm thick
and with a refractive index of 1.45. The other lengths have no adsorbed blocks and have
a refractive index equal to the buffer. Bottom: the lengths were then sequentially filled
with protein blocks until the entire waveguide was full.

the modes in the waveguide will be equal to the sum of the phase of each length. To
enable the waveguide to be modelled in this way with the DPI DOS Resolver software,
the waveguide was split into 15 1 mm lengths, as shown in Figure 2.11. Each length had
either an adsorbed “block” of protein or was empty.

The phase change experienced by the TE and TM modes was calculated as a function
of the number of protein blocks on the surface, as shown in Figure 2.12. A single filled
length was modelled by calculating the phase change for a 4 nm thick block with a refrac-
tive index of 1.45 on a 1 mm waveguide. A single block had a phase change of 0.5413312
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Figure 2.12: TE (black circles) and TM (blue crosses) phase as a function of the number
of filled protein blocks. The solid lines represent linear fits to the data.

and 0.6349201 for the TE and TM modes respectively, while an empty length offered no
phase change. The phase change of N blocks was calculated by modelling the same layer
on an N mm waveguide. The phase change increased linearly with the number of filled
blocks.

The phase change for N blocks was then put into the resolver software for a 15 mm
waveguide, so that the thickness and refractive index of the equivalent homogeneous layer
could be calculated, as seen in Figure 2.13. Both the thickness and refractive index of
the equivalent homogeneous layer can be seen to increase linearly with the number of
filled protein blocks. Only when all of the blocks are filled are the correct thickness
and refractive index measured. Although real protein adsorption does not occur in 1 mm
blocks, the results of this crude simulation show that the thickness of a diffuse layer is
underestimated by DPI.

Another limitation of DPI is that different interfacial structures may appear to have the
same thickness. For example, instead of protein blocks filling the surface laterally, they
can also be stacked on top of each other in such a way that the average layer thickness of
n stacked blocks is similar to the average layer thickness of n blocks adsorbed laterally.
Figure 2.14 shows two stacked blocks. Stacked blocks can be used to simulate end-on
adsorbed proteins or multilayers.

The phase change was calculated for a 1 mm waveguide with stacked blocks of 4 nm
thickness and a refractive index of 1.45, results are shown in Figure 2.15. Linear fits were
applied to the phase data of each mode. Although the phase initially increased linearly,
the data no longer followed a linear trend after the fourth block had been added. A linear
fit was applied to the first three data points of each mode and is shown in Figure 2.15 so
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Figure 2.13: Thickness (black circles, left axis) and refractive index (blue crosses, right
axis) as a function of the number of filled protein blocks. The solid lines represent linear
fits to the data.

4 nm

n = 1.45

n = 1.333

4 nm

4 nm

Figure 2.14: Schematic diagram to show a second protein block stacked on top of the
first.

that deviations from the linear fit can be seen clearly. As the phase change above four
blocks (16 nm) is less than predicted by the linear fit, it is likely that this is a result of the
decay of the evanescent field.

The thickness and refractive index of an equivalent homogeneous layer were then
calculated from each phase change resolved on a 15 mm waveguide, results are shown
in Figure 2.16. It can be seen that the thickness of the equivalent homogeneous layer
initially increased linearly with the number of stacked blocks before it began to increase
more slowly than predicted by the linear fit. Meanwhile, the refractive index decreased as
the number of stacked blocks increased.

A stack of two blocks produced an equivalent homogeneous layer with a thickness of

58



2.1. DUAL POLARISATION INTERFEROMETRY

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15

P
h

a
s
e

 (
ra

d
ia

n
s
)

Stacked blocks

Figure 2.15: TE (black circles) and TM (blue crosses) phase as a function of the number
of stacked protein blocks. A linear fit was applied to the first three data points of each
mode (solid lines).
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Figure 2.16: Thickness (black circles, left axis) and refractive index (blue crosses, right
axis) as a function of the number of stacked protein blocks. A linear fit was applied to the
first three data points for both thickness and refractive index (solid lines).
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0.532 nm, equal to the 0.532 nm thickness of the equivalent homogeneous layer created by
two blocks adsorbed side by side. Figure 2.13 and Figure 2.16 show that the equivalent
homogeneous layer thickness for N lateral blocks is approximately equal to that of N
stacked blocks. This result further highlights how care must be taken when measuring the
thickness of adsorbed layers with non-uniform density distributions with DPI and other
waveguide-based instruments.

2.2 Neutron reflection

2.2.1 Overview of neutron reflection

Neutron reflection is a useful technique to reveal structural information of ultra-thin
films at the solid-liquid and air-liquid interfaces. The resolution of neutron reflection
experiments depends on the neutron wavelength. Neutrons of wavelength 0.5-13 Å are
typically selected for reflection experiments as they give a resolution of 2-3 Å when in-
vestigating the interfacial thickness of an adsorbed protein layer. This wavelength range
is much lower than that of visible light and means that NR can resolve smaller structural
details than diffraction-limited optical techniques. The non-ionising nature of neutron
radiation means that biological samples are not damaged, unlike for X-ray diffraction.

All NR experiments described in this thesis were performed at the ISIS Neutron Fa-
cility (Rutherford Appleton Laboratory, Chilton, Didcot, UK) on the SURF medium flux
reflectometer and the D17 reflectometer at the Institut Laue-Langevin (ILL), Grenoble,
France.

2.2.2 Neutron production

ISIS uses a spallation source to generate neutrons. Initially, an ion source is used to
provide a linear accelerator with H− atoms. The linear accelerator increases the kinetic
energy of the H− beam to 70 MeV before feeding it into a 52 m diameter synchrotron.
Once inside the synchrotron, the beam collides with an aluminium oxide foil in order to
strip the H− atoms of their electrons. After 10,000 orbits of the synchrotron the proton
beam is accelerated to 800 MeV (84 percent of the speed of light) and is directed on to
a tantalum target where the collision is of sufficient energy to force neutrons from their
nuclei. Approximately 12 neutrons are released for every proton that collides with the
target. This process is repeated 50 times per second.

At the ILL, neutrons are generated by a nuclear fission reactor. The reaction is opti-
mised to produce neutrons for research rather than to provide electricity.

The kinetic energy of the neutrons produced at ISIS and the ILL is too high for them
to be used experimentally. In order to reduce the kinetic energy of the neutrons, the beam
is passed through a series of neutron moderator tanks; The tanks are filled with water,
liquid methane or liquid hydrogen. The various reflectivity and scattering experiments at
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Figure 2.17: Schematic diagram of a NR experiment. Neutrons undergo reflection at the
interfaces of the different media.

ISIS and the ILL are positioned along the axis of the moderated beam. By-products of the
fission reaction or spallation, such as muons and γ-rays, are used by other instruments.

2.2.3 Theory of neutron reflection

Thanks to their wave-particle duality, neutrons can be reflected from interfaces in the
same way as photons. Figure 2.17 shows that the experimental setup for a NR experi-
ment is similar to that of an optical technique, such as ellipsometry. In the solid/liquid
NR experiments described in this thesis, an incident neutron beam of known intensity is
reflected from a silica/protein interface into a neutron detector. The neutron detector mea-
sures the reflected beam intensity. Because the beam is also refracted at each interface,
there will be a difference between the incident and reflected intensities. The ratio between
the incident and reflected beam intensities for specular reflection (incident angle is equal
to the reflected angle) is known as the reflectivity, R.

Reflectivity is usually calculated as a function of the momentum transfer, q, and scat-
tering length density, ρ:

R(q) =
16π2

q2z
|ρ(q)|2 (2.2.1)

where qz is the momentum transfer perpendicular to the interface. The momentum transfer
function is used to describe the change in momentum of a neutron reflected at an angle of
θ. The momentum transfer also depends on the wavelength, λ, of the reflected neutrons:

q =
4π

λ
sin θ. (2.2.2)

The scattering length density is a function of the number density, n, of an element, i,
with scattering length, b

ρ =
∑

bini. (2.2.3)

The scattering length density of a species is determined experimentally and can have a
positive, negative or zero value. Table 2.2 lists the scattering lengths and scattering length
densities of some typical materials that are used in NR experiments.
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Table 2.2: Scattering lengths and scattering length densities for typical species used in
NR experiments.

Species Scattering length Scattering length density

(×105 Å−1) (×106 Å−2)

D2O 19.2 6.4

H2O -1.7 -0.6

SiO2 15.9 3.4

lysozyme (in H2O) 3377.4 2.0

In a protein adsorption experiment, the sample is allowed to adsorb before the reflec-
tivity is measured as a function of the momentum transfer. A model is then fitted to the
experimental data. NR models are typically based on the optical matrix method [74],
which assumes that the adsorbed protein film can be split into any number of stacked par-
allel layers. Each of the model layers is assumed to be a region of homogeneous thickness
and scattering length density. However, each layer is composed of a mixture of scattering
species, therefore the total volume of an adsorbed protein layer can be split into a protein
fraction and a solvent fraction. The volume fraction of the protein is calculated with

φp =
ρl − ρs
ρp − ρs

(2.2.4)

where ρl, ρs and ρp are the scattering length densities of the layer (as estimated from the
model), pure solvent and pure protein respectively. The protein volume fraction and layer
thickness, τ , can then be used to calculate the area, a, of the substrate that is occupied by
a single protein molecule

a =
Vp
τφp

(2.2.5)

where Vp is the molecular volume of protein. Finally, the surface coverage can be calcu-
lated with

M =
MW

NAa
(2.2.6)

where MW is the molecular weight of the protein and NA is the Avogadro constant.
It is often necessary to calculate the volume fraction of a protein (y) that has adsorbed

on a surface that has been pre-coated with another protein (x), as for the model immunoas-
says described in Chapter 4. In this case, the volume fraction of protein y, φy, is given by
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φy =
ρl(x+y) − ρlx
ρy − ρs

(2.2.7)

where ρl(x+y) is the scattering length density of the mixed protein layer and ρlx is the
scattering length density of the pre-adsorbed protein layer.

The model that is chosen for the experimental data is the one that provides the best
fit with the least number of parameters. However, in some cases, multiple models may
provide good fits to the same experimental data, adding ambiguity to the structure of the
sample layers. Fortunately, one of the major advantages of NR is that the scattering length
density contrast between the sample and solvent can be easily varied with isotopic substi-
tution. As can be seen from Table 2.2, there is a large difference between the scattering
length densities of H2O and D2O, which are both readily available solvents. Thus, paral-
lel experiments can be performed in D2O, H2O, or a mixture of the two. It is likely that
only one model will fit the experimental data for multiple contrasts. Isotopic substitution
has little effect on the chemistry of the experiment, but it does affect the scattering length
density of the studied protein. Protein scattering length densities are different in H2O
compared to D2O due to the exchange of the protein’s labile hydrogen atoms with the
hydrogen in the solvent.

2.2.4 Experimental method for neutron reflection

NR experiments were performed on the surface of a <111> silicon block. Prior to the
experiments, the block was initially polished with various-sized diamond particles before
a final polish with 0.1µm alumina colloids. The polished block was then immersed in
pH neutral Decon 90 for 30 minutes before it was washed with UHQ and ethanol. In
order to maximise its surface hydrophilicity, the block was immersed for 2 minutes in
Piranha solution (6:1 98% H2SO4 to 25% H2O2) at 90◦C. The Piranha solution was then
rinsed from the block surface with running water. The treated block was then scrubbed in
Decon 90 solution with a lens tissue before it was rinsed clean with UHQ and dried with
nitrogen. A UVISEL ellipsometer (Horiba Jobin Yvon) measured the oxide layer on at
least five places on the surface of the block to be 15 ± 3 Å.

A custom-built perspex trough was clamped to the prepared block surface as shown
in Figure 2.18. The trough had a volume of ∼3 ml and featured entrance and exit tubes
so that solvents and samples could be introduced to and removed from the block surface.
Before use, the trough and tubes were immersed in Decon 90 and cleaned with a lens
tissue. The trough was then thoroughly rinsed with UHQ and dried with nitrogen. Screws
on the clamps were used to form a tight seal between the block surface and the trough.
Care was taken to not over-tighten the screws, as this could have bent the block surface.

Samples and solvents were pumped slowly into the trough with either a syringe or a
HPLC pump. The top clamp had a window so that bubbles on the experimental surface
could be seen and removed.
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Figure 2.18: A schematic diagram of the NR block, trough and clamps. The silicon block
and trough are sandwiched between the aluminium clamps to form a tight seal. Solvents
and samples are introduced to and removed from the experimental surface via the inlet
and outlet tubes. Screws are used on each corner of the clamp to prevent the system from
leaking.

The exchange of the cell was measured by first filling the cell with H2O and then
pumping D2O into the cell 2 ml at a time, via an HPLC pump. After each 2 ml injection
the reflectivity was measured, as shown in Figure 2.19. As the D2O content of the trough
increased the critical edge that is characteristic of D2O reflection began to emerge. Af-
ter 10 ml of D2O had been pumped through the cell the critical edge was well defined
(Figure 2.19 blue triangles). This indicated that the original H2O had been completely
replaced with D2O.

The block was mounted on a computer controlled goniometer and aligned along the
axis of the neutron beam. A coarse alignment was initially performed with a laser be-
fore the neutron beam was used for fine alignment. The block was positioned so that
the neutron beam passed through the small face of the block and was reflected from the
solid/liquid interface. The experimental surface of the block was illuminated with a neu-
tron beam with a footprint of 40 mm× 20 mm. The height and angle of the block were
adjusted in iterative steps to maximise the reflectivity from the interface. Horizontal and
vertical slits were used to collimate the beam and define the size of the beam footprint on
the block surface. An additional set of horizontal and vertical slits were used to reduce
the background neutron radiation at the detector. A chopper was used to select neutrons
of wavelengths between 0.5 Å and 13 Å for experimental use.

Prior to the actual experiment, the reflectivity of the block surface was measured so
that the SiO2 layer could be accurately included in the models that were fitted to the
sample reflectivity profiles. Reflectivity measurements were performed at incident beam
angles of 0.35◦, 0.8◦ and 1.8◦ to give a q range of 0.012 Å−1 to 0.7 Å−1. The reflectivity

64



2.2. NEUTRON REFLECTION

(Å  )-1

Figure 2.19: Graph to show the reflectivity of the silica surface of the silicon block af-
ter pure H2O (black circles) was replaced with D2O in steps of 2 ml. The green crosses
represent 4 ml of D2O, purple squares represent 8 ml and blue triangles 10 ml. The char-
acteristic critical edge of D2O reflection can be seen to emerge after D2O is pumped into
the cell.

below this range was assumed to be unity and a scaling factor was added to the final plots
to account for this. The background reflectivity was estimated from an average of the
reflectivity between q values 0.25 Å−1 and 0.6 Å−1. The background was then subtracted
from the measured reflectivity and was typically less than 2 × 10−6 for measurements
performed in D2O. The block and sample were left in the beam until enough neutrons
had been reflected into the detector. The number of neutrons required was dependent on
the incident beam angle. Less neutrons were required at small angles than large angles as
it was easier to determine the reflected neutrons from the background level of neutrons at
small angles, as seen in Figure 2.20. A typical experiment in a D2O buffer took 90 minutes
on the Surf reflectometer and only 30 minutes on the D17 reflectometer due to the higher
neutron flux available on the D17 reflectometer.

Datafit, FRESNEL and MOTOFIT [75] programs were used to analyse the reflectivity
curves. The programs used slab models based on the Abeles matrix approach where
the thickness and scattering length density of the slab layers were the fitted parameters.
Analysis was performed in iterative steps until the calculated reflectivity profile provided
a suitable fit to the experimental reflectivity profile.
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Figure 2.20: Comparison of neutron detector counts at small (top) and large (bottom)
incident beam angles from the D17 reflectometer. Blue means few neutrons were recorded
by that pixel of the detector while red means many neutrons were detected by the pixel. At
small angles the reflected neutron beam is a dark red peak that can be clearly distinguished
from the background. At larger angles the reflected beam is more difficult to see.

2.3 Magnetic tweezers

2.3.1 Overview of magnetic tweezers

A magnetic tweezer system exploits a magnetic field gradient in order to exert precise
forces upon magnetic particles. Biological samples are attached to the magnetic particles
so that force spectroscopy and rheology experiments can be performed on the sample
[76–78].

2.3.2 Magnetism

According to classical atomic theory, electrons orbit their respective nucleus in a cir-
cular motion. It is known that magnetic fields are produced by moving charges; therefore
all electrons must generate a magnetic dipole moment [79]. However the net magnetic
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Figure 2.21: Magnetisation response (M) of paramagnetic, ferromagnetic and superpara-
magnetic materials in an external magnetic field (B).

dipole moment of an atom will depend on the overall alignment of the individual dipole
moments of all of its constituent electrons. If, for example, the dipole moments of the
electrons in a helium atom are anti-parallel, then the atom will have a net magnetisation of
zero. An atom will acquire an induced magnetisation in the presence of an external mag-
netic field, because the magnetic dipoles of its electrons seek to align themselves parallel
to the field. The intrinsic magnetisation of an atom and the extent to which its magnetic
dipoles align themselves with an external field determine its magnetic behaviour. There
are three types of magnetic behaviour relevant to the magnetic tweezers system described
in this thesis: paramagnetism, ferromagnetism and superparamagnetism.

The atoms of paramagnetic materials feature permanent magnetic dipole moments
[80]. These dipoles usually experience a coupling force that causes neighbouring dipoles
to align in the same direction. However, the thermal energy, at room temperature, is
sufficient to overcome the coupling force in a paramagnet. This results in the random
alignment of the dipoles meaning that a macroscopic sample of a paramagnetic material
will have zero net magnetisation. The low magnetic susceptibility, characteristic of para-
magnetic materials, means that the magnetisation induced in the presence of an external
magnetic field will be low. The magnetic dipoles will revert back to their randomised state
when the material is removed from the field. Figure 2.21 depicts how the magnetisation
of a paramagnetic material depends on the strength of an external magnetic field.

Ferromagnetic materials also contain atoms with permanent magnetic dipole mo-
ments. Unlike paramagnets however, the magnetic atomic dipoles of a ferromagnet tend
to align themselves together in macroscopic domains as the coupling force is more promi-
nent than the effects caused by thermal energy. Generally, the alignment of the magnetic
domains in a ferromagnet will be random. When an external magnetic field is intro-
duced, the magnetic domains whose alignment matches that of the field will increase in
size whilst the domains of opposed magnetic alignment will contract. A ferromagnet
will therefore become strongly magnetised in the presence of even a weak magnetic field.
Stronger fields increase the re-alignment rate of the magnetic domains. A ferromagnet is
said to be saturated when all of its magnetic domains are aligned with the external field,
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the magnetisation will remain constant once saturation has occurred, hence the plateau
observed in Figure 2.21. The majority of magnetic domains will remain aligned when the
external field is removed. Thus, the magnetisation of a ferromagnet will depend on its
magnetic history [81]. A hysteresis effect is observed in ferromagnets due to the tendency
for the domains to remain aligned.

Superparamagnetic materials are composed of numerous ferromagnetic particles that
are separated by dielectric regions [81]. The ferromagnetic particles are typically 1–
10 nm in size. For superparamagnetic behaviour to occur, the thermal energy must be
insufficient to overcome the coupling force between atoms but sufficient to change the
alignment of the ferromagnetic particles. Thus, the ferromagnetic particles form magnetic
domains, but the alignment of the domains is randomised, thereby causing the average
magnetisation to be zero. Such behaviour means that a superparamagnet will respond to
an external magnetic field in a similar manner to a ferromagnet except that magnetisation
and demagnetisation occur rapidly with no hysteresis. The ferromagnetic domains rapidly
align towards a field and quickly become randomly oriented upon removal of the field.

Commercially available superparamagnetic beads include Dynabeads, manufactured
by Invitrogen. Dynabeads are formed from superparamagnetic Maghemite (y−Fe2O3)
particles of 8 nm diameter that are evenly distributed within a polymer shell.

2.3.3 Magnetic tweezer systems

One of the first magnetic tweezer systems was designed by Crick and Hughes in
1949 [82]. Their system lacked the high magnification optics and computer integration
typical of modern tweezer systems, which meant that useful results were difficult to ob-
tain. However, modern magnetic tweezer systems operate in the same way as Crick and
Hughes’ original system: an external magnetic field is used to exert a force on a magnetic
particle, or particles. Current magnetic tweezer systems operate in the following way:

• The sample is attached to magnetic beads that are placed in a buffer.

• An electromagnet or permanent magnet is used to produce a magnetic field.

• A microscope is coupled with a camera in order to obtain images of the magnetic
beads.

• The force on the magnetic beads is varied.

• The recorded images are passed to a computer ready for analysis.

The force, F on a magnetic bead depends on the strength of an external magnetic field
B as well as the gradient of the external magnetic field [83]:

F = ρV∇(M0 ·B) +
χbeadV

µ0

(B · ∇)B (2.3.1)
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where ρ, V and M0 are the density, volume and initial magnetisation of the bead, respec-
tively. The initial magnetic susceptibility of the bead is χbead and µ0 is the permeability
of free space. Two common techniques exist to vary the magnetic field gradient, and
hence the force, experienced by a magnetic bead. The most common method is to use
an electromagnet to generate the external magnetic field and vary the current (I) in the
coil [77]. The magnetic field produced by an electromagnetic of length L is proportional
to the current

B =
µNI

L
(2.3.2)

whereN is the number of turns in the coil and µ is the permeability of the electromagnet’s
core.

The force exerted on magnetic beads can also be varied when using a permanent mag-
net of constant magnetic field strength. In this case, the distance between the beads and
magnet is varied. The magnetic field strength and gradient tend to be larger nearer to the
pole of the magnet. Typically, the beads are stationary and the magnet is mounted on a
travelling stage [84].

A comparison of magnetic tweezers with the popular single-molecule force spec-
troscopy techniques of atomic force microscopy (AFM) and optical tweezers is given
in Table 2.3 [78].

Table 2.3: A comparison of single-molecule force spectroscopy techniques.

Magnetic tweezers Optical tweezers AFM

Spatial resolution (nm) 5-10 0.1-2 0.5-1

Temporal resolution (s) 10−1-10−2 10−4 10−3

Stiffness (pN/mm) 10−3-10−6 0.005-1 10-105

Force range (pN) 10−3-102 0.1-100 10-104

Displacement range (nm) 5-104 0.1-105 0.5-104

Limitations Force hysteresis Photo-damage High stiffness

2.3.4 Experimental method for magnetic tweezers

The magnetic tweezers were set up as shown in Figure 2.22. A stack of NdFeB per-
manent magnets were poled and mounted on to a ThorLabs LTS150 linear travelling stage
(Thorlabs Ltd., Ely, UK). Sample beads were placed into uncoated Ibidi µ-slides (Ibidi
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Figure 2.22: Schematic diagram of the magnetic tweezer and optical set-up. The stack of
permanent magnets was mounted on a travelling stage and was moved towards the lens in
order to increase the force on the magnetic beads in the Ibidi capillary. Each Ibidi device
had 6 capillaries which could be used separately by moving an x-y-adjustable stage.

GmbH, Martinsried, Germany) and viewed with the 10× lens of an Olympus IX71 in-
verted microscope that was operated in epi-illumination mode. A blue light emitting diode
(LED) was used to illuminate the sample. Images of the sample beads were captured by
a Photron Fastcam 1024 PCI CCD camera (Photron Europe Ltd., West Wycombe, UK).

The force on the magnetic beads was perpendicular to the experimental surface and
was increased by moving the permanent magnet stack closer to the beads. After each in-
crease in force, the beads were given 1 minute to equilibrate before an image was recorded
with the CCD camera. ImageJ counting software [85] was used to count the number of
beads and measure the average area of the beads in each image. The number of beads
in each image can be seen to decrease with increased force in Figure 2.23. The attrac-
tive force between the beads and surfaces plus the weight of the beads could therefore be
measured.

A bead in a liquid requires less force to lift from a surface than a bead in air due to
buoyancy. The effective mass of a buoyant bead (mb) is given by:

mb = mo(1−
ρf
ρo

) (2.3.3)

where mo is the mass of the bead, ρf is the density of the fluid and ρo is the density
of the bead. M270 Carboxylic acid Dynabeads (Life Technologies Ltd., Paisley, UK)
were used for all experiments described in Chapter 5. The M270 beads had a density
of 1400 kg/m−3 and a mass of 1.54 ×10−14 kg, therefore in the PBS buffer of density
1000 kg/m−3 the force required to lift an M270 bead from the experimental surface was
0.04 pN.

The concentration of beads was adjusted so that between 500 and 700 beads were
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Figure 2.23: Example photographs of M270 beads on the surface of an Ibidi µ-slide. The
left photo was taken at a low force while the right was taken of the same beads at a high
force. The high force removed beads from the surface.

imaged at a time. This enabled a large number of experiments to be performed in parallel,
which reduced the need for repeat experiments. Although it was possible to image more
beads, it was found that the magnetic attraction between the beads was sufficient to cause
them to group together in high magnet field strengths when > 1000 beads were present.
Grouped beads were equivalent to a single bead with a larger volume and so experienced
a greater attractive force towards the magnet stack.

The Debye screening length (κ−1) for a monovalent salt was approximated to estimate
the effects of electrostatic interactions between the beads [53],

κ−1 =
0.304√
IS

(2.3.4)

where IS is the ionic strength of the buffer. κ−1 was calculated to be 0.8 nm for beads
placed in a buffer of 150 mM ionic strength while the beads were typically spaced a min-
imum of 10µm apart. Electrostatic interactions between the beads were therefore consid-
ered to be negligible. Interactions between the surface and bead were investigated and are
discussed in Section 5.4.

The M270 beads required washing prior to use. The beads were prepared by diluting
them in 3 ml of PBS (pH 5 20 mM ionic strength). The bead solution was then left to mix
in an Eppendorf tube for 20 minutes on a rotating platform. A NdFeB permanent magnet
was then used to pellet the beads so that they could be separated from the supernatant with
a pipette before another 3 ml of PBS was added to the beads. This washing procedure was
repeated 3 times in order to remove the surfactant that the beads were stored in. Washed
beads were then coated with either BSA or antibody. The coating procedure is described
in detail in Section 5.4.
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CHAPTER

THREE

BSA ADSORPTION

3.1 Overview

BSA is widely used as a blocking agent in antigen binding assays. The detailed ki-
netics of its adsorption are thus important to optimise blocking in pregnancy tests. BSA
adsorption at the silica/water interface was used as a model system to explore DPI mea-
surements and compare with the more established technique of neutron reflection. Al-
though the surface coverage results were similar for both techniques, differences in the
measured thicknesses were found. The differences were investigated and are discussed
further.

In addition, the near real-time DPI data was used to investigate the Langmuir and
random sequential adsorption (RSA) protein adsorption models. The models work well
in dilute and concentrated regimes respectively.

3.2 Introduction

As previously discussed, protein adsorption at the solid/liquid interface is of great im-
portance in many applications. For example, understanding how proteins interact with
the surfaces of medical implants will further the development of biocompatible materi-
als [86, 87]. The majority of these applications require that the adsorbed amount and
structural conformation of the adsorbed protein are able to be controlled. Thus, experi-
ments are necessary to probe the phenomenon of adsorption.

Currently, there are many experimental techniques that are able to investigate pro-
tein adsorption. Popular techniques include ellipsometry [88, 89], quartz crystal micro-
balance [90], surface plasmon resonance (SPR) [91] and neutron reflection [92,93]. Each
technique has its own advantages and disadvantages.

Thanks to its rapid sampling rate, ellipsometry is an excellent technique for investi-
gating adsorption dynamics. However, for very thin layers (< 50 nm) ellipsometry cannot
reliably distinguish a thick layer of low refractive index from a thin layer of high refractive
index [94].
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3.3. EXPERIMENTAL METHOD

Neutron reflectivity (NR) is a particularly powerful technique that has been used to
investigate the adsorption of a wide range of proteins [95]. Due to the small wavelengths
of neutrons, NR is able to probe the interfacial structure of an adsorbed protein film with a
resolution of 2-3 Å. Unfortunately, in a typical experiment, it may take over one hour for
the detector to obtain the required number of reflected neutrons necessary to produce an
adequate reflectivity plot. Because of this, NR is only suitable for investigating the equi-
librium adsorbed amount and conformation of a system. Adsorption dynamics generally
cannot be explored with NR.

Dual-polarisation interferometry (DPI) is a relatively new technique that attempts to
bridge the resolution gap between NR and ellipsometry. As previously mentioned, it is
a bench-top technique that is able to offer an unambiguous interfacial depth resolution
of several angstroms at a time resolution of 100 ms. Recent DPI studies [96–100] have
shown that DPI is able to reliably and reproducibly measure the adsorbed mass and thick-
ness of proteins such as lysozyme and BSA. Although the DPI measured results have
been compared with results from other techniques, there are often differences in the sur-
face chemistry, buffer conditions (i.e. pH and ionic strength) and the lot numbers of the
proteins (which introduces a degree of chemical variability). This means that there are
very few direct comparisons between DPI and other techniques. A comparison between
DPI and NR is of particular interest as this would allow DPI to complement the more
expensive NR experiments. For this reason, a direct comparison of layer thickness and
surface coverage of adsorbed BSA was made between DPI and NR.

3.3 Experimental method

3.3.1 Sample preparation

PBS solution was made by dissolving a combination of NaH2PO4 and Na2HPO4 in
either UHQ, for the DPI experiments, or D2O, for the NR experiments. The BSA (Pro-
liant BSA 6870, lot: BB62010101) was dissolved into the PBS solutions to form a stock
solution that was diluted with further PBS to obtain the desired BSA concentration.

An Abbe refractometer was used to check the refractive index increment, dn/dc, of
BSA at a wavelength of 632.8 nm. The gradient of Figure 3.1 revealed that the dn/dc of
BSA in PBS with 20 mM ionic strength and a pH of 5 was 0.181 ± 0.005 ml/mg. This
value was used by the DPI analysis software to calculate the surface coverage from the
measured phase changes, as shown in Equation (2.1.48).

3.3.2 DPI

All DPI experiments were performed on the same waveguide. Before use, the waveg-
uide was soaked in 5% (w/w) Decon 90 solution while the surface was repeatedly wiped
with a lens tissue. The Decon was then washed off with approximately 50 ml of UHQ
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Figure 3.1: Refractive index increment of BSA at λ = 632.8 nm, measured with an Abbe
refractometer.

water before the waveguide was dried with nitrogen. The waveguide gasket was cleaned
in the same way.

The cleaned waveguide was placed into the DPI. PBS, which was used as a running
buffer throughout the DPI experiments, was then passed over the waveguide surface. The
calibration procedure began when the phase reached a baseline that was constant to within
0.1 radians over 10 minutes. To ensure that the waveguide was sufficiently clean, 80%
ethanol/water (w/w) was injected onto the waveguide surface for 2 minutes before re-
verting back to PBS. This was repeated twice and the phase was seen to remain constant
before and after each ethanol injection had been completed. The constant phase implied
that no impurities had been removed from the waveguide surface by the ethanol, thus the
waveguide was deemed sufficiently clean. The calibration was performed by measuring
the phase difference between 80% ethanol and UHQ as well as the phase difference be-
tween the PBS buffer and UHQ. The bulk refractive index of the PBS buffer was found to
be 1.333± 0.001.

BSA samples were introduced to the waveguide surface at a flow rate of 10µl/min for
10 minutes before the pump was stopped and the protein allowed to equilibrate. After the
phase change had reached a plateau, the sample was cleaned from the waveguide with 3
injections of Decon 90 followed by 3 injections of ethanol at 100µl/min. The calibration
procedure described above was repeated before each BSA sample.

A Peltier stage was used to keep the instrument temperature at 20.000± 0.002◦C
throughout the experiment.
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3.3.3 Neutron reflection

All NR experiments were performed on the silica surface of a <111> silicon block
that was prepared as described in Section 2.2.4.

A perspex trough was clamped to the block surface and a syringe was used to insert
the BSA samples between the block surface and trough. Each BSA sample was adsorbed
for 30 minutes before the neutron reflectivity of the sample was measured. Reflectivity
was measured at incidence angles of 0.35, 0.8 and 1.8◦ in order to maximise the probed
wave vector range. The data was then normalised and the background reflectivity, which
was measured from the 1.8◦ angle, was subtracted.

The block and trough were thoroughly cleaned with Decon 90 and UHQ water after
each sample had been measured.

NR experiments were performed at the medium flux SURF reflectometer at the ISIS
Neutron Facility, Rutherford Appleton Laboratory, Didcot, UK.

3.4 Results and discussion

3.4.1 BSA adsorption kinetics

The surface coverage and thickness of an adsorbed BSA layer have been shown to vary
with BSA concentration by several techniques [18,21]. This same effect was investigated
with DPI. The BSA solutions were made in PBS buffer of 20 mM ionic strength at pH 5.
These buffer conditions were chosen as they were found to produce easily repeatable
results, presumably due to the strong adsorption due to the isoelectric point of BSA being
close to 5 pH units.

Figure 3.2 shows how the surface excess increases with concentration. The surface
coverage asymptotes towards an equilibrium value, M∞ after a period of time that de-
creases with increased BSA concentration. The existence of M∞ means that the adsorbed
BSA does not form a multilayer [59]. The value of M∞ can be seen to increase with
concentration.

Although other techniques, such as ellipsometry, are able to determine the surface ex-
cess of thin layers, few are capable of providing accurate thickness measurements. Due to
its use of both TE0 and TM0 polarisations, DPI is one technique that is able to unambigu-
ously determine the thickness of an adsorbed layer. Figure 3.3 shows how the thickness
of an adsorbed BSA layer varies with time for 3 example concentrations. As per the
surface excess in Figure 3.2, the thickness can be seen to reach a maximum value that
increases with concentration. The time taken to reach the maximum thickness is inversely
proportional to the BSA concentration.

Langmuir and RSA models were fitted to the DPI measured surface coverage data.
The best fitting Langmuir and RSA models are shown for 3 bulk concentrations of BSA in
Figure 3.4. It was found that the Langmuir adsorption model provided the best fit for BSA
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Figure 3.2: DPI measured increase of surface coverage with time for three bulk concen-
trations of BSA: 1 mg/ml (red line), 0.5 mg/ml (blue line) and 0.25 mg/ml (black line).
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Figure 3.3: Increase of layer thickness with time for three bulk concentrations of BSA:
1 mg/ml (red line), 0.5 mg/ml (blue line) and 0.25 mg/ml (black line).
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Figure 3.4: Plots of deposition rate as a function of molecules per unit area for the BSA
bulk concentrations shown in Figure 3.2 (red squares 0.25 mg/ml, blue circles 0.5 mg/ml
and green crosses 1 mg/ml). The best fitting Langmuir model for each concentration is
given by the dashed green lines. The solid black lines represent the best fitting RSA
models.

concentrations equal to or less than 0.25 mg/ml, presumably because the gaps between
the adsorbed molecules were sufficiently large that interactions between the adsorbed
molecules were not significant. Above BSA bulk concentrations of 0.25 mg/ml the RSA
model provided the best fit. This suggests that interaction effects between the adsorbed
molecules only become significant above BSA bulk concentrations of 0.25 mg/ml.

The fitted parameters for each concentration of BSA are shown in Table 3.1. The
area per adsorbed BSA molecule can be seen to decrease from a maximum of 91 nm2 at
a concentration of 0.025 mg/ml to a minimum of 15.1 nm2 at 2 mg/ml. The same trend
of increased area per adsorbed molecule with decreased BSA concentration was observed
for BSA with NR by Su et al [19]. Su’s results suggest that the area per adsorbed BSA
molecule is larger than the maximum calculated area of 44 nm2, based on the ellipsoidal
dimensions of BSA in aqueous solution. This is likely due to the reduced lateral repul-
sion of the adsorbed molecules at low BSA bulk concentrations, which would enable the
molecules to spread out over the surface and increase their footprint.

The RSA model predicts that the time dependent approach to the jamming limit, as
described by Equation (1.6.5), should have a t−1/2 relationship for proteins that are ap-
proximately spherical, such as BSA [101]. This was investigated by monitoring long-time
BSA adsorption over a 16 hour period. Since the surface coverage, M , is proportional to
the number density of adsorbed molecules, ν, Equation (1.6.5) can be rewritten as

M∞ −M = ξt−
1
2 (3.4.1)
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Table 3.1: Fitted model parameters for the adsorbed BSA films.

BSA concentration, Area per adsorbed molecule, J Model
cb (mg/ml) a (nm2) (µm nmol−1 s−1)

0.025 91 70 Langmuir

0.05 60 60 Langmuir

0.1 47 70 Langmuir

0.25 42.5 67 Langmuir

0.5 17.5 145 RSA

1 17.2 105 RSA

2 15.1 120 RSA

where ξ is a scaling factor. When investigating power laws, such as Equation (3.4.1), the
natural logarithm of the dependent variable is typically plotted as a function of the natural
logarithm of the independent variable [102,103]. Therefore, the natural logarithm of time
was plotted against the natural logarithm of M∞−M , the results are shown in Figure 3.5,
where the gradient of the line of best fit is equal to the exponent of Equation (3.4.1).
The exponent for BSA was found to equal −0.5048 ± 0.0007 over 3 logarithms in time,
in agreement with the predicted value of −0.5. The same experiment was performed
with transferrin (Sigma Life Sciences human transferrin T3309, lot: 049K12572), another
protein that is approximately spherical at pH 5 [104]. The exponent was found to be
−0.4968 ± 0.0006 over 4 logarithms in time, again in agreement with the predicted value.
Both proteins were made at a bulk concentration of 0.5 mg/ml in PBS buffer of pH 5 and
an ionic strength of 20 mM.

In addition, the rate of deposition onto an empty surface via convective diffusion (K)
can be found by substituting J and cν in Equation (1.6.2). The following equation, devised
by Ramsden, can be used to estimate K for BSA molecules in a fluid that passes through
the narrow DPI flow chamber [59]

K =

(
9

2

)2/3
[

1

Γ
(
1
3

)]D2/3

(
V

Rz

)1/3

cb (3.4.2)

whereD is the diffusion coefficient, 6.0±0.1×10−7 cm2s−1 [105], V is the fluid velocity,
which was 0.5 mms−1 and z is the depth of the channel formed by the gasket (0.5 mm).
In Ramsden’s investigation of Equation (3.4.2), the value of R was defined as the point at
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∞

Figure 3.5: Late time surface coverage data for BSA (blue crosses) and transferrin (green
crosses). Linear fits (least squares) are shown by the solid lines. Adsorption curves of
surface coverage as a function of time are included in the subplot with a linear scale,
where the solid blue line represents BSA and the dashed green line transferrin.

which the laser beam impinged on the surface of his OWLS waveguide. Since the DPI’s
evanescent wave extends along the surface of the sensing waveguide, R was defined here
as the midpoint between the DPI outlet and inlet pipe: R = 3 mm. Figure 3.6 shows how
R was defined for OWLS and DPI.

The validity of Equation (3.4.2) was investigated for BSA. The calculated and mea-
sured values of K are shown in Figure 3.7. Although there is a difference between the
theoretical and experimental K values it can be seen that they both increase linearly. This
implies that Equation (3.4.2) is correctly describing the relevant physical phenomena, but
that there is a missing scale factor. This may be due to the non-ideal boundary conditions
in the DPI flow chamber. Due to the finite length the evanescent field propagates along
the waveguide, R can be varied between 0 mm and 15 mm (which would yield K values
at the inlet and outlet pipes respectively). However, varying this length between these
values did little to improve the fit of Equation (3.4.2), as shown in Figure 3.7.

As well as providing information on the kinetics of BSA adsorption, the DPI results
show that the surface coverage of BSA increases with BSA bulk concentration. Other
techniques, such as ellipsometry and total internal reflection fluorescence (TIRF) [106],
are capable of providing this information, but DPI is one of the few techniques that can
also provide reliable thickness data. For example, AFM may compress the protein layer
[107] and SPR and ellipsometry cannot distinguish between thin, dense layers and thick,
diffuse layers. TIRF requires that the molecules are labeled with fluorophores, which may
alter the adsorption dynamics and interfacial structure of an adsorbed layer. Therefore,
NR is one of the few techniques that is able to produce reliable and reproducible thickness
measurements at the molecular level. The DPI results are compared with NR results in
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Figure 3.6: Schematic diagram to show R for OWLS and DPI. For OWLS, R is the point
at which the incident beam impinges, while for DPI a value of K could be calculated for
any point along the evanescent field between the inlet and outlet pipes. R was defined as
the midpoint between the pipes for DPI.

 0

 20

 40

 60

 80

 100

 0  0.5  1  1.5  2

K
 (

n
g
/c

m
2
 s

)

Concentration (mg/ml)
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the calculated deposition rates onto an empty surface (K values). The red line shows the
calculated K values at the centre of the waveguide (R = 7.5 mm). The measured values
are displayed as black crosses and the solid black line is a linear fit to the measured data.
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Figure 3.8: Surface coverage as a function of concentration for BSA, as measured by DPI
and NR. The crosses represent DPI data, blue circles the uniform layer NR data, and red
triangles the two-layer NR data.

the following section.

3.4.2 Comparison with NR

The equilibrated surface coverage as a function of bulk BSA concentration and bulk
pH in comparison with NR results is shown in Figure 3.8 and Figure 3.18 respectively.
Error bars were calculated from the standard deviation of at least 4 repeated experiments
for DPI and estimated for NR from a repeat of the 0.1 mg/ml BSA sample.

The experiments were performed under almost identical conditions. The only dif-
ferences were in the experimental surfaces. The DPI waveguide surface was made from
silicon-oxynitride and had a roughness (measured with AFM) of 50-80 Å while the smoother
NR surface had a 15 ± 3 Å layer of silica. However, both surfaces were strongly hy-
drophilic with contact angles of below 20◦. It was not possible to perform both DPI and
NR experiments on the DPI waveguide, so that the substrates would be consistent, due
to the geometry of the waveguide. The sensing surface of the DPI waveguide had an
area of approximately 1 mm × 15 mm on a 6 mm × 22 mm silicon-oxynitride surface of
different refractive index, therefore it would not have been possible to tell whether the
neutron beam was consistently aligned on this sensing area as opposed to the surround-
ing silicon-oxynitride. The neutron beam alignment procedure simply reveals where the
reflected signal is at a maximum, it would not be able to differentiate between the sensing
region and the cladding region. In addition, it was not possible to focus the neutron beam
onto an area as small as the sensing region. Similarly, the DPI experiments could not have
been carried out on a bare silica surface. The sensing surface of the DPI waveguide re-
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quires doping with nitrogen in order to create the necessary difference in refractive index
between the waveguide layers. Without this difference it would not be possible to cre-
ate the interference fringes that are necessary to obtain measurements. DPI waveguides
with un-doped silica sensing surfaces do not exist. Despite the differences in the surfaces
and the physical principles used by the two techniques, Figure 3.8 shows good agreement
between DPI and NR.

Although the volumes and sensing areas of DPI and NR are different, both systems
had a Reynold’s number that was less than one. Laminar flow therefore occurred for
buffers and protein solutions that passed over the substrate surfaces of DPI and NR.

Figure 3.8 shows that both DPI and NR measured an increase in surface coverage
with bulk BSA concentration. This trend has been observed by various techniques [9, 18,
108,109], including NR [19] but the absolute values differ between the studies due to the
different experimental conditions.

In order to obtain surface coverage and layer thickness data, NR and DPI both rely on
model fitting. The DPI fitting model assumes that the adsorbed proteins form a single ho-
mogeneous layer of constant thickness and density. This is in contrast to the optical matrix
method used to analyse NR data, which assumes that the measured reflectivity is produced
by any number of equivalent homogeneous layers, each of which is a region of constant
thickness and scattering length density. To compare the DPI and NR results a single-layer
model was initially used to describe the NR data. Figure 3.9 shows that this single-layer
NR model proved a poor fit for the reflectivity profile produced by a BSA concentration
of 0.1 mg/ml. This implies that at 0.1 mg/ml, the protein film had a non-uniform SLD
distribution perpendicular to the substrate. It can also be seen that a two-layer model,
which accounts for a non-uniform scattering length density distribution, better fitted the
reflectivity data. The two-layer model revealed an inner layer with a scattering length
density of 4.85 ± 0.05 × 10−6 Å−2 and an outer layer of 6.00 ± 0.05 × 10−6 Å−2, which
correspond to volume fractions of 0.50± 0.05 and 0.12± 0.01 respectively.

Lu et al [110] have shown that the measured surface coverage is largely independent
of the NR model. This is true of the obtained NR data: it can be seen from Figure 3.8 that
the differences between the single- and two-layer model results are small. This model
independence is not true of the measured thickness, as shown in Figure 3.10.

Figure 3.10 compares the adsorbed BSA film thickness as measured by NR and DPI.
Although the single-layer NR data is in good agreement with the DPI data, a two-layer
NR model was required for BSA concentrations of 0.1 mg/ml and above, as previously
discussed. Unlike for surface coverage, the adoption of the two-layer model can be seen
to increase the measured thickness to almost double that of the DPI data. Despite the
differences in absolute values, DPI and both NR fits show a definite trend of increased
film thickness with increased BSA bulk concentration. All results obtained from the two-
layer NR fit are displayed in Table 3.2.

The DPI and NR data allow the conformation of the adsorbed BSA molecules to be
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Figure 3.9: Neutron reflection data for 0.1 mg/ml of BSA. A one-layer model (broken
red line) provides a poor fit for the data. A two-layer model (solid black line) is therefore
required.

 2

 3

 4

 5

 6

 7

 8

 9

 0.01  0.1  1  10

T
h
ic

k
n
e
s
s
 (

n
m

)

Concentration (mg/ml)

Figure 3.10: Total protein film thickness plotted against bulk BSA concentration. The
crosses represent DPI data, blue circles the single-layer NR data and red triangles the
two-layer NR data. The two-layer NR model shows a higher layer thickness than the
single-layer fits from NR and DPI.
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investigated as a function of bulk BSA concentration. Both techniques show that the
film thickness increased with surface coverage. For the 0.025 mg/ml BSA sample, both
NR and DPI measured the film thickness to be 3 nm: less than the 4 nm short axis of
BSA. Also, the average surface area of each adsorbed BSA molecule was measured to
be 57 nm2 by NR and 91 nm2 by DPI: larger than the maximum area of 44 nm2 of BSA
in aqueous solution. For a BSA concentration of 0.025 mg/ml, the thickness and sur-
face area measurements suggest that the lateral repulsion between the adsorbed molecules
was weak enough to allow the molecules to adsorb in the side-on orientation. At pH 5,
BSA molecules have no net charge and the lack of lateral repulsion between the adsorbed
molecules would allow them to spread over the surface. This would account for the in-
creased surface area per molecule and would also result in a reduction in the thickness of
the film to below the 4 nm short axis of BSA.

In theory, the lateral repulsion between the adsorbed molecules will increase with sur-
face coverage. Therefore, at higher bulk BSA concentrations, the BSA molecules will
adopt an end-on orientation that would increase the film thickness. Molecules adsorbed
in this orientation would also experience less exposure to surface forces, so would there-
fore be less likely to become flattened. The DPI and NR results support this theory: the
film thickness can be clearly seen to increase with BSA concentration while the area per
molecule is reduced. NR identified a dense inner layer and a more diffuse outer layer at
concentrations above 0.1 mg/ml. This arrangement could be explained by multilayer for-
mation, where BSA molecules become attached to the inner adsorbed layer. However, the
DPI results presented in Figure 3.2 show that, for each concentration, the surface reached
a maximum value and therefore exclude multilayer formation [67]. A more plausible
explanation is that the molecules adsorbed in a combination of end-on and side-on ori-
entations, as shown in Figure 3.11. Figure 3.11 is a schematic diagram to show how the
conformation of adsorbed BSA molecules changes with bulk BSA concentration. At high
surface coverages the majority of BSA molecules adopt a side-on orientation that form
a dense layer close to the surface with a small number of end on aligned molecules that
protrude from the inner layer to create a diffuse outer layer. At low surface coverages all
of the molecules remain in the side-on orientation, and their high exposure to the surface
and lack of lateral repulsion cause the molecules to become spread out on the surface.

As previously discussed in Section 2.1.8, for adsorbed layers with non-uniform den-
sity distributions, the DPI-measured thickness and refractive index of an adsorbed film
will be strongly dependent on the layer density. A previous experiment investigated the
adsorption of polystyrene nanospheres with DPI [111]. At low surface coverage the mea-
sured thickness was less than the 30 nm diameter of the spheres. As the surface coverage
was increased, the measured thickness increased linearly before a plateau was reached at
≈30 nm. This effect was a result of the adsorbed layer not being homogeneous at low sur-
face coverage. Instead, the adsorbed layer had a lateral density profile where the surface
was composed of adsorbed spheres and empty spaces. As the surface coverage increased,
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Flattened "wetted" 
individual globular proteins

Figure 3.11: Schematic diagram to depict the increase of the equilibrium surface cov-
erage with BSA concentration and its impact on the structural conformation. a) At high
surface coverage globular proteins overlap, but adopt compact structures, b) at low surface
coverage the globular protein structure collapses wetting the oppositely charged substrate.

the empty spaces on the surface were filled by the spheres. When enough spheres had
filled the surface, the equivalent homogeneous layer assumption was valid and the DPI
correctly measured the thickness of the adsorbed spheres, as predicted by the calculated
results shown in Figure 2.13.

The dependence of DPI-measured thickness on the density of the adsorbed layer could
explain why the thickness of the adsorbed BSA was less than the BSA short axis at low
surface coverage. However, NR, which is more sensitive to non-uniform density distribu-
tions, also measured the thickness to be less than 4 nm. Therefore, spreading of the BSA
molecules seems more likely.

Figure 3.12 shows how the thickness and refractive index of adsorbed BSA varied with
BSA surface coverage. The experiment was carried out in the same PBS buffer of pH 5
and 20 mM ionic strength. The DPI-measured thickness can be seen to increase with
the surface coverage of the BSA, as seen for the nanospheres. However, a plateau that
corresponded to the length of a BSA molecule was not reached. The lack of a thickness
plateau could be due to BSA molecules becoming stacked on top of each other, instead
of adsorbing to the surface. This would increase the thickness beyond 4 nm but would
also result in a decrease of the refractive index, as seen in Figure 2.16. This is not seen in
Figure 3.12. Thus, it seems most likely that at higher surface coverage, the BSA molecules
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Figure 3.12: DPI-measured thickness (black circles) and refractive index (blue crosses)
of adsorbed BSA as a function of BSA surface coverage.

DPI layer 
limit

NR layer 
limits

Figure 3.13: Schematic diagram to show how the model layers are defined by NR and
DPI for a thin film with a non-uniform density distribution.

began to adopt an end-on aligned formation, and therefore increased the thickness of the
layer beyond the 4 nm short axis.

The fact that DPI uses a uniform-layer model, as opposed to the two-layer model
used by NR, may account for the large discrepancies between the measured thicknesses.
Figure 3.13 shows how NR and DPI define their model’s layer boundaries for adsorbed
BSA molecules that have formed a non-uniform density distribution perpendicular to the
surface normal. Two equivalent homogeneous layers can be seen: an inner dense layer
that is composed of the side-on molecules and an outer layer that is made from the protrud-
ing end-on aligned molecules. The two-layer NR model is able to define layer boundaries
that form two layers of different scattering length density, while the DPI uniform-layer
model is a weighted average of the two layers [112]. This implies that DPI is less sen-
sitive to the diffuse layer and would therefore measure the total film thickness to be less
than the NR measured thickness. In order to test this hypothesis, TE0 and TM0 phase
changes were estimated from the two-layer NR thickness measurements with analysis
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Figure 3.14: TE0 phase change as measured by DPI (crosses) and calculated from NR
thickness and refractive index values (blue circles).
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Figure 3.15: TM0 phase change as measured by DPI (crosses) and calculated from NR
thickness and refractive index values (blue circles).

software [29] that performed the DPI analysis equations in reverse. In other words, in-
stead of the phase change being used to calculate the layer thickness and refractive index,
the thickness and scattering length density were used to calculate a phase change. The
calculated phase changes from the TE0 and TM0 polarisations are shown in Figure 3.14
and Figure 3.15 respectively. The results show that the raw phase signals measured by the
two techniques are in good agreement.

88



3.4. RESULTS AND DISCUSSION

 2

 3

 4

 5

 6

 7

 8

 9

 0.01  0.1  1  10

T
h
ic

k
n

e
s
s
 (

n
m

)

Concentration (mg/ml)

Figure 3.16: Phase-derived NR thickness compared with the thickness measured directly
using two-layer NR and DPI. The crosses represent DPI data, red triangles the two-layer
NR data, and blue circles the phase-derived NR data.

The estimated TE0 and TM0 phase changes were then put back into the uniform-
layer DPI model in order to calculate a uniform-layer thickness and refractive index for
each concentration of BSA. The calculated thickness results are compared with the DPI
and two-layer NR results in Figure 3.16. Figure 3.16 shows that the phase-derived NR
thicknesses are in close agreement with the DPI results. This agreement strongly suggests
that the discrepancy in the measured film thicknesses between the two techniques is a
result of the differences in the way NR and DPI measure the thickness of layers with
non-uniform density distributions.

Although the DPI-measured thickness seems to be less sensitive to low density layers
than NR, the fact that the DPI-measured thickness does not depend on a user-defined
number of layers will likely mean that DPI will give more consistent results. For example,
Su et al’s [19] NR data for BSA adsorption at pH 5 shows a sudden jump in the total BSA
film thickness of 4 nm between BSA concentrations 0.5 mg/ml and 1 mg/ml, as seen in
Figure 3.17. This sudden and unrealistic increase was due to the adoption of a two-
layer model at BSA concentrations above 0.5 mg/ml. DPI could therefore be used to
complement NR results by validating the adoption of multi-layer models.

3.4.3 The effect of buffer pH

The effect of buffer pH on the surface excess and thickness of an adsorbed BSA film
was also investigated with DPI and NR. For the pH values of 3, 5 and 7 a BSA concen-
tration of 0.1 mg/ml in PBS buffer with an ionic strength of 20 mM was used. Figure 3.18
shows that the surface excess was measured by DPI and NR to be at a maximum at pH
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Figure 3.17: Su et al’s NR results for BSA thickness as a function of bulk BSA concen-
tration. The experimental buffer was set to pH 5 and 20 mM ionic strength.

5, close to the pH 4.7 isoelectric point of BSA. The equilibrium surface coverage can be
seen to decrease as the pH is shifted away from pH 5. The same effect was observed
by Kondo et al [21] and Norde and Favier [108] who performed extensive studies on the
effect of pH on BSA adsorption. Kondo obtained adsorption isotherms for pH 2.6, 5, 6, 7
and 10 at a range of concentrations, the maximum surface coverage was found to occur at
pH 5. Both studies measured the adsorption of BSA on to ultra-fine silica particles with
circular dichroism.

The conformation of serum albumin, in solution [101] and adsorbed on a substrate
[113], has been shown to be pH dependent. At neutral pH the BSA molecule is in its
normal "N" form, which is approximately spherical. Below pH 4.3 the conformation of
the BSA molecule changes to the more elongated fast "F" form. At extremely low pH (<
pH 2.7) the molecule becomes even more elongated and adopts the extended "E" form.
The three forms of serum alumin are shown in Figure 3.19. This structural transition may
explain why the surface coverage was so low at pH 3. At low pH the BSA molecules
adopt the "F" form, which has a greater aspect ratio than that of molecules in the "N"
form. Viot et al’s [115] theoretical models show that the jamming limit decreased for
molecules with increased aspect ratio, which would lead to a reduction in the surface
coverage as less BSA molecules would be able to adsorb to the surface. However, there
is also a large difference between the surface coverage at pH 5 (2.5 mg/m2 for DPI and
3.0 mg/m2 for NR) and at pH 7 (1.0 mg/m2 for DPI and 1.3 mg/m2 for NR) and BSA
adopts the normal form for both pH 5 and pH 7. Thus pH dependent structural transitions
alone cannot account for all of the observed surface coverage differences over the studied
pH range. For this reason the electrostatic interactions between the protein molecules and
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Figure 3.18: Surface coverage as a function of pH for 0.1 mg/ml bulk BSA concentration,
as measured by DPI (black crosses) and NR (blue circles).

Figure 3.19: Ribbon diagram of serum albumin in "N", "E" and "F" forms [114].
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Figure 3.20: Net charge of BSA molecules at pH 3, pH 5 and pH 7. The silica surface
remained negatively charged over the studied pH range.

the surface were considered.
The surface is assumed to be silica for both NR and DPI (in reality the DPI surface

contains a small amount of nitrogen). Previous work shows strong agreement between the
measured surface coverage of BSA on silica and silicon-oxynitride [70], which suggests
that the surfaces are similar. The isoelectric point of silica is thought to occur below
pH 2 [116], therefore the experimental surfaces had a net negative charge over the pH
range studied (pH > 2). Previous work has shown that the net negative charge of silica
increases over the pH range 3–8 [117]. The isoelectric point of BSA is pH 5. Thus, BSA
has a net positive charge at pH 3, neutral net charge at pH 5 and negative net charge at
pH 7, as shown in Figure 3.20.

Both DPI and NR show that the surface coverage was at a minimum at pH 3, despite
the favourable electrostatic attraction between the BSA molecules and the surface. This
could suggest that either electrostatic repulsion between adsorbed positively charged BSA
molecules reduced further adsorption at long times, or the conformational "N" to "F"
transition reduced the adsorption due to the more extended form of the BSA molecules.
Electrostatic screening from ions in the buffer would have been present for each pH.
However, screening was constant and weak for each buffer, as the ionic strength was
20 mM. The Debye screening length was calculated with Equation (2.3.4) to be 2.3 nm
for each buffer.

pH 7 also showed low surface coverage. This is likely due to electrostatic repulsion
between the negatively charged proteins and the negatively charged surface. The con-
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Figure 3.21: Plots of the deposition rate as a function of molecules per unit area for BSA
in buffer of pH 3 (blue), pH 5 (red) and pH 7 (green). The best fitting adsorption model
for each pH is given by the solid lines and was found to be Langmuir for pH 5, and RSA
for pH 3 and pH 7.

formational transition of the BSA is absent in this case i.e. BSA continues to be in the
compact "N" form.

The highest surface coverage was found at pH 5. At pH 5 the BSA molecules have
no net charge and will experience weak electrostatic forces between the surface and the
protein, and between adjacent protein molecules. However the BSA is in the more com-
pact "N" form and small positive charged patches on the protein can still make strong
electrostatic bonds with the surface, once they are sufficiently close to it.

The high adsorption for the proteins that have zero net charge at pH 5, as opposed to
the low adsorption for charged proteins, suggests that protein-protein interactions rather
than protein-surface interactions are the dominant factor. One way to investigate this
is to look at the adsorption rate (dν/dt) as a function of adsorbed molecules per unit
area (ν). From Figure 3.21 the rate of adsorption for pH 5 can be seen to follow the
linear Langmuir model. This model assumes that there are no interactions between the
adsorbed molecules. The Langmuir model did not fit the adsorption curves for pH 3 and
pH 7. Instead, for pH 3 and pH 7 the rate of adsorption more closely followed the concave
shape that is characteristic of RSA. RSA assumes that adsorbed molecules are surrounded
by an exclusion zone, in which further adsorption is prevented.

We have shown in Section 3.4.1 that the RSA model was previously only required
at pH 5 for high BSA concentrations as the effect of protein-protein interactions only
became significant once ν had increased to over 25,000 molecules/µm2. At pH 3 and
pH 7 protein-protein interactions became significant at much lower values of ν (5,000 and
8,000 molecules/µm2 respectively). This is likely due to the greater electrostatic repul-
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Table 3.3: Fitted model parameters for the adsorbed BSA films at pH 3, pH 5 and pH 7.

Buffer Area per adsorbed molecule, J Model
pH a (nm2) (µm nmol−1 s−1)

3 90 95 RSA

5 47 70 Langmuir

7 48 60 RSA

sion between the charged BSA molecules, which increases the size of the exclusion zone
around each adsorbed molecule. This acts to reduce the number of molecules that can fit
on the surface.

The parameters obtained from the model fits to the kinetic data are shown in Table 3.3.
The fitted parameters reveal that J , the protein flux at the surface, is highest at pH 3
and decreases with increasing pH. This suggests that the electrostatic forces between the
protein and surface drive the initial adsorption: the protein flux is highest when the protein
and surface are oppositely charged and lowest when they are both negatively charged. The
reduction in J (10µm nmol−1 s−1) at pH 7 compared to pH 5 is of lower magnitude than
the increase in J (25µm nmol−1 s−1) at pH 3 compared to pH 7. This could be a result
of the differences in the magnitude of the net BSA charge; at pH 3 and pH 7 BSA was
calculated to have a net charge of +95 q and -18 q respectively, as shown in Figure 1.2.

The area per adsorbed molecule (a) was almost twice as large at pH 3 (90 nm2) than at
pH 5 and pH 7 (47 nm2 and 48 nm2 respectively). This increase in area at pH 3 is likely a
result of the adoption of the "F" form and the strong attractive force between the negatively
charged surface and positively charged protein, which may cause the protein to become
denatured and spread out over the surface. This conformation would further reduce the
number of protein molecules able to adsorb to the surface.

The variation of thickness with pH is shown in Figure 3.22. A single-layer model was
used to fit the pH 3 NR data, but a two-layer model was required to fit the non-uniform
scattering length density distributions found at pH 5 and pH 7. As for the thickness as a
function of concentration data (Figure 3.10), large differences between the DPI and NR
thickness results occur when a two-layer NR model is used.

At pH 3 both techniques show that the thickness of the BSA layer was less than the
4 nm short axis of a BSA molecule. This implies that the adsorbed protein molecules had
become flattened against the surface, as would be expected for a BSA molecule in the "F"
form. This also supports the high area per molecule revealed by the kinetic analysis at
pH 3.

The thickness increased at pH 5. Both techniques show that the layer was thicker than
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Figure 3.22: Thickness against pH for 0.1 mg/ml of BSA as measured by DPI (black
crosses) and NR (blue circles).

the short axis, which suggests that some of the BSA molecules were aligned in the end-
on orientation, which would result in an increased layer thickness. This orientation was
likely a result of the high number of protein molecules on the surface which reduce the
size of available adsorption sites so that BSA molecules must be tilted in order to fit on
the surface.

At pH 7 NR measured a thickness of 5.6 nm while DPI measured only 2.0 nm. As
DPI measures an average thickness, the result, when compared to the higher NR mea-
sured thickness, implies that the protein molecules are sparsely populated on the surface,
which results in a low average thickness. This is supported by the low surface coverage
(1.0 mg/m2). The 5.6 nm thickness measured by NR is longer than the short axis of BSA
and may be a result of the electrostatic repulsion between BSA and the surface. This re-
pulsion would limit which region of the molecule could bind to the surface. For example,
strongly negatively charged regions would be unable to bind, while regions with a net
neutral charge would be able to bind. The result would be a molecule that was tilted away
from the side-on orientation.

A diagram to show the orientation of BSA adsorbed at the studied buffer pHs is shown
in Figure 3.23. At pH 3 the negatively charged surface exerts a strong electrostatic force
on the positively charged proteins. The force causes the proteins to flatten on the surface
so that they have a large area. This results in a low layer thickness. The electrostatic
force between the charged proteins combined with their elongated "F" form excludes
large amounts of the surface from further adsorption events.

Weak electrostatic forces between surface and proteins occur at pH 5. The proteins
are able to pack together in large numbers meaning that the surface coverage is high.
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pH 5

pH 7

pH 3

Figure 3.23: Schematic diagram to show the orientation of adsorbed BSA molecules at
pH 3, pH 5 and pH 7.

When the space between the molecules is small, further molecules can adsorb by tilting
towards the end-on orientation. This creates an inner layer of high density and an outer
diffuse layer. DPI is less sensitive to this non-uniform density distribution than NR and
so measures a lower thickness than NR.

At pH 7 the negatively charged proteins repel each other. This results in a lower sur-
face coverage than at pH 5. The negatively charged surface causes the adsorbed proteins
to be projected towards the end-on orientation. This creates a diffuse layer that DPI is
largely insensitive to, which results in a large discrepancy between the NR and DPI mea-
sured thickness.

3.5 Conclusions

The effects of concentration and pH on BSA adsorption were investigated with DPI
and NR. It was found from both techniques that the adsorbed layer thickness and surface
coverage increased with concentration. The layer thickness and surface excess was shown
to reach a maximum at pH 5, the isoelectric point of BSA. The further the pH was from
the isoelectric point the lower the surface coverage.

The two techniques provided similar surface coverage data, even when using a two-
layer model to fit the NR data. Thus DPI, a relatively inexpensive bench-top technique,
can provide reliable protein surface coverage measurements that can be used to comple-
ment more expensive NR studies.

The main advantage of DPI over most other techniques is that it can also provide
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reliable thickness measurements for thin films. DPI measured thicknesses were compared
with NR results that were analysed with both single- and two-layer models. Although the
DPI measured thicknesses were close to those obtained by the single-layer NR model,
large differences were observed between the DPI and two-layer NR measured thicknesses.
Two-layer models were fitted to the NR data as it was found increasingly difficult to fit
single-layer models to the reflectivity profiles from concentrations above 0.1 mg/ml. DPI
was observed to be less sensitive to low density regions than NR.

DPI measured kinetic data were used to investigate the Langmuir and RSA adsorption
models. The Langmuir model was found to fit BSA concentrations of 0.25 mg/ml or
less, where the interactions between the adsorbed proteins were insignificant. Above
0.25 mg/ml the surface coverage was high enough for interactions between the adsorbed
molecules to limit the adsorption rate of further proteins. Thus the RSA model proved the
better fit to the data above concentrations of 0.25 mg/ml.

The approach to the jamming limit, as predicted by RSA, was also investigated. For
the approximately spherical proteins of BSA and transferrin it was found that their ap-
proach to the jamming limit had relationships of t−0.5048±0.0007 and t−0.4968±0.0006, in ex-
cellent agreement with the predicted value of t−0.5. The RSA model could therefore be
used to optimise the adsorption times of spherical blocking proteins that are used in im-
munoassays. This could reduce the production costs of commercial immunoassays.

A combination of NR and DPI measurements were used to investigate the effect of
pH on the adsorption of BSA. It was thought that pH dependent structural transitions
and electrostatic repulsion between adsorbed molecules accounted for the differences in
surface coverage and thickness.
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CHAPTER

FOUR

ANTIBODY BINDING

4.1 Overview

A model pregnancy test was investigated using a combination of DPI and NR. The
model test was built up in stages so that each component could be investigated in detail.
Although both techniques were able to investigate the interfacial structure of the adsorbed
proteins, DPI was also able to provide data on the adsorption kinetics of each of the
adsorbed proteins.

4.2 Introduction

Specific binding between antibodies and antigens is used in many biosensors and other
biomedical devices, such as pregnancy tests [4], in the detection of viral Hepatitis [118]
and the diagnosis of prostate cancer [119]. In the majority of these applications the an-
tibody is immobilised onto a solid support, such as nitro-cellulose or polystyrene, before
the target antigen is introduced in solution. The antibody and antigen form a complex
which is then used to infer a positive result, as described in Section 1.4.

Immunoassays need to be extremely sensitive as the amount of target antigen in the
sample solution is often in the picomolar range. In addition, the solution itself is of-
ten urine, saliva or blood, all of which contain a range of additional antigens, proteins
and other molecules that may interfere with the immunoassay. The sensitivity of the
immunoassay is dependent on the antigen binding capacity (AgBC) of the immobilised
antibodies. In theory, the maximum AgBC of an antibody is two, one antigen per Fab.
However, in reality, the AgBC of immobilised antibodies is markedly lower: typical Ag-
BCs for commercial immunoassays are less than 0.1. As yet, it is not understood what
causes the diminished AgBC of immobilised antibodies, although it has been shown that
the antibody orientation [44] and the molecular density of the adsorbed antibodies [17]
have an effect. This is likely due to the fact that antigens are unable to reach the bind-
ing sites of the antibody Fabs, since the Fabs have become blocked by the surface or
by other antibodies. A better understanding of the reasons behind the reduced AgBC

98



4.3. EXPERIMENTAL METHOD

of immobilised antibodies will improve the sensitivity of future immunoassays, thereby
improving the diagnosis rates of viruses and cancers.

In addition to antibody immobilisation and its effect on the AgBC, the adsorption of
a blocking agent and its interaction with the surface-adsorbed antibodies must be con-
sidered. Commercial immunoassays employ a wide range of blocking agents to prevent
the non-specific adsorption of antigen molecules onto the support surface. Typically, the
blocking agent is introduced to the surface after the antibodies have been allowed to ad-
sorb. The blocking agent is then thought to either adsorb in the gaps on the surface that
were not filled by the antibody adsorption step or cover the antibody layer in such a way
that further molecular access to the surface is prevented. In practice, the surface is never
completely blocked and the antigen can become non-specifically bound to the surface.
This reduces the accuracy of the immunoassay and false positive results can occur.

Commercial immunoassays require blocking agents to have a high affinity for the
support surface, to be soluble and to be as cheap as possible. Example blocking agents
include surfactants such as Tween and proteins such as lysozyme and BSA.

Previous studies have used ellipsometry [17] and optical reflectometry [46] to inves-
tigate model immunoassays. Although these techniques were able to provide informative
surface coverage data for the adsorption of antibodies, blocking agents and antigens, they
could not provide thickness or density measurements. As such it was not possible to
investigate the orientation of the adsorbed antibodies or ascertain whether the blocking
agents slotted between the antibodies or sat on top of the antibodies. For this reason, DPI
and NR, two techniques that are capable of obtaining thickness and density measurements
in addition to surface coverage, were used to explore the specific and non-specific binding
of proteins in a model pregnancy test.

4.3 Experimental method

DPI measurements were performed on a clean silicon-oxynitride waveguide (Farfield
Group Ltd., Manchester, UK). The surface of the waveguide was wiped clean in detergent
(Decon 90 5% solution) before it was rinsed with large quantities of ultra-pure water
(UHQ). The DPI valve system was used to alternate between injected samples, cleaning
agents and buffer.

PBS solution was used as a running buffer throughout the experiments. The PBS had
an ionic strength of 20 mM at pH 5 and was made from NaH2PO4 and Na2HPO4 dissolved
in UHQ. The bulk refractive index of the PBS was measured to be 1.333± 0.001 by
the DPI and was calculated from the phase difference between the PBS and UHQ. The
antibody, BSA and hCG samples were all prepared in the same PBS buffer.

To ensure that the waveguide had been adequately cleaned the phase was observed to
return to a baseline before and after repeated 80% (w/w) ethanol/water injections. Since
a change in the waveguide surface is manifested as a phase change, this step proved that
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Figure 4.1: Region A is the ethanol to water calibration, B is the antibody adsorption and
wash, C is the BSA adsorption and wash, and D is the antigen binding and wash.

the surface of the waveguide had remained constant. The waveguide was calibrated from
the measured phase difference between UHQ and the 80% ethanol solution.

Once the waveguide had been cleaned and calibrated, 0.7 ml of antibody solution
was injected and allowed to adsorb. After the required antibody surface coverage (M )
had been reached, a buffer wash of 25µl/min was used to remove reversibly adsorbed
molecules from the waveguide. This was then repeated for a 0.025 mg/ml BSA solution
in order to block any non-specific adsorption sites on the waveguide. The BSA solution
was introduced at a flow rate of 10µl/min. After 10 minutes the flow was stopped and
the BSA was allowed to adsorb for a further 10 minutes in order to ensure it had equi-
librated. Buffer was pumped over the antibody/BSA layer at a flow rate of 25µl/min
until any excess protein was removed from the system and the phase reached a constant
level. Finally, hCG was introduced to the waveguide at a concentration of 0.002 mg/ml.
Figure 4.1 shows the adsorption process and the subsequent phase change observed by
the DPI. The increase in phase seen in regions B and C was due to the antibody and BSA
molecules non-specifically binding to the waveguide surface respectively. The phase in-
crease seen in region D was directly attributable to the specific binding of hCG and its
antibody, since the BSA had effectively blocked any remaining non-specific adsorption
sites on the waveguide surface.

The adsorption and binding of BSA and hCG was investigated at different antibody
surface coverages. The surface coverage of the adsorbed antibody was varied by changing
its concentration in solution and by altering the time the sample was allowed to adsorb.

Three control experiments were performed to ensure that the hCG was bound only
to the antibody. Figure 4.2 shows surface coverage over time for the adsorption of
0.025 mg/ml of BSA and subsequent buffer wash followed by the introduction of 0.002 mg/ml
of hCG. This experiment was performed in order to determine whether hCG could become

100



4.3. EXPERIMENTAL METHOD

0

0.5

1

1.5

2

0 500 1000 1500 2000 2500 3000 3500 4000

M
 (

m
g
/m

2
)

Time (s)

A

B
C D

Figure 4.2: Surface coverage as a function of time for a control experiment of 0.025 mg/ml
of BSA (adsorbed at step A and washed at step B) followed by 0.002 mg/ml of hCG
(adsorbed at step C and washed at step D). The two lines represent data from the two
experimental DPI channels.

bound to an adsorbed BSA layer. It can be seen that, within error, the introduction of hCG
does not increase the surface coverage. This implies that no appreciable amount of hCG
will bind to an adsorbed BSA layer.

To determine the amount of BSA required to block the hCG from the surface a fur-
ther control experiment was performed. Solutions of 0.002 mg/ml of hCG were intro-
duced to a waveguide that had been coated with BSA concentrations of either 0 mg/ml,
0.005 mg/ml, 0.025 mg/ml or 0.05 mg/ml, after any reversibly adsorbed BSA was re-
moved by a buffer wash. The results are shown in Figure 4.3 which shows that a con-
centration of 0.025 mg/ml was sufficient to reduce hCG non-specific adsorption to a neg-
ligible amount.

The final control experiment was performed to ensure that the adsorbed anti-α-hCG
would only specifically bind to its hCG antigen. Figure 4.4 depicts the surface cover-
age as a function of time for 0.01 mg/ml of anti-α-hCG and buffer wash followed by a
0.025 mg/ml BSA adsorption step and buffer wash. 0.025 mg/ml of HSA (blue line) or
0.025 mg/ml of lysozyme (black line) were then introduced. The results show that neither
HSA nor lysozyme were able to bind to the anti-α-hCG antibody layer.

The instrument temperature was maintained at 20.000± 0.002◦C throughout the ex-
periments by use of a Peltier stage.

NR experiments were also performed on a clean silica surface of a silicon block, as
described in Section 2.2.4. The immunoassay was constructed in stages, the antibody
was introduced to the surface and allowed to adsorb before reversibly adsorbed molecules
were washed from the surface with buffer. The duration of the adsorption was used to
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Figure 4.3: Non-specifically adsorbed hCG surface coverage as a function of pre-adsorbed
BSA surface coverage, as measured by DPI.
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Figure 4.5: Time dependent surface coverage for four concentrations of anti-α-hCG.
Green represents 0.1 mg/ml, red 0.05 mg/ml, blue 0.025 mg/ml and black 0.01 mg/ml.

vary the antibody surface coverage, and longer adsorption times resulted in higher sur-
face coverages. After the antibody adsorption, 0.025 mg/ml of blocking protein (either
HSA or deuterated HSA) was adsorbed and washed. Finally, 0.002 mg/ml of antigen
was introduced to the surface of the block and washed after an adsorption time of 1 hour.
Reflectivity profiles were obtained after each buffer wash step in order to determine the
thickness and scattering length density of each adsorbed sample. Samples and buffers
were introduced to the block with either a syringe or an HPLC pump.

Identical buffers were used for the NR and DPI experiments, however the NR buffers
were made in either D2O or H2O.

NR experiments were performed at the medium flux SURF reflectometer at the ISIS
Neutron Facility, Rutherford Appleton Laboratory, Didcot, UK and the D17 reflectometer
at the Institut Laue-Langevin, Grenoble, France.

4.4 Results and discussion

4.4.1 Antibody adsorption dynamics

The antibody surface coverage and film thickness were investigated with DPI. Previ-
ous studies have used ellipsometry and NR to show that the surface coverage and thick-
ness of an antibody layer vary with bulk antibody concentration [44] [120] [46]. Fig-
ure 4.5 shows the time dependent surface coverage for four anti-α-hCG bulk concentra-
tions while Figure 4.6 shows the time dependent film thickness for the same antibody bulk
concentrations. Each plot is an average of at least four repeats.

103



4.4. RESULTS AND DISCUSSION

 0

 2

 4

 6

 8

 10

 0  200  400  600  800  1000

T
h
ic

k
n

e
s
s
 (

n
m

)

Time (s)

Figure 4.6: Time dependent film thickness for four concentrations of anti-α-hCG. Green
represents 0.1 mg/ml, red 0.05 mg/ml, blue 0.025 mg/ml and black 0.01 mg/ml.

Figure 4.5 and Figure 4.6 show that the surface coverage and thickness asymptotically
approached peak values that increased with bulk concentration. The data also show that
the time taken to reach the peak values decreased at higher bulk concentrations. This has
been observed by Xu et al [44] and Höök et al [121]. The reduction in the time taken
to reach the peak thickness and surface coverage values with increased bulk concentra-
tion can be explained by the increase in the antibody molecular flux at the surface for
increased concentrations. Because there are more molecules at the surface, the probabil-
ity of an adsorption event is higher and the surface will become filled more rapidly. The
higher adsorption probability will also influence the relaxation of adsorbed molecules on
the surface: an adsorbed molecule may be prevented from spreading on the surface if
other molecules adsorb nearby [59]. This would act to increase the surface coverage as
more molecules will be able to adsorb per unit area. High surface coverages also imply
that the film thickness will be increased: the oblate antibody molecules will be oriented
perpendicularly to the surface if there is insufficient room for them to adsorb in a flat-on
orientation. This effect can be seen from the data. At a concentration of 0.01 mg/ml the
peak surface coverage is 1.5 mg/m2 and the film thickness corresponds to the thickness
of an antibody adsorbed in the flat-on orientation: 4 nm. When the concentration is in-
creased to 0.1 mg/ml the surface coverage is increased to 3.6 mg/m2 and the film thickness
to 8.2 nm. The increased film thickness suggests that more molecules have become ori-
ented perpendicularly to the surface. However, the thickness is still less than the long-axis
of the antibody molecule (≈ 14 nm).

Plots of deposition rate as a function of adsorbed molecules per unit area are given
in Figure 4.7. Because the deposition rates decreased linearly with molecular areal den-
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Figure 4.7: Deposition rates as a function of antibody surface coverage for antibody bulk
concentrations of 0.01 mg/ml (black crosses), 0.025 mg/ml (blue circles), 0.05 mg/ml (red
triangles) and 0.1 mg/ml (green squares). The solid lines represent the best fitting Lang-
muir adsorption model. The deposition rate values (y-axis) are multiplied by two for the
0.01 mg/ml and 0.025 mg/ml concentrations to make them clearly visible on the chosen
axes. Every tenth data point is shown for each concentration.

sity, the RSA model was rejected in favour of the more simple Langmuir model (Equa-
tion (1.6.2)). The Langmuir model provided an excellent fit to the experimental data for
all of the studied concentrations. At low molecular areal density the experimental data
deviates from the linear Langmuir model for all bulk concentrations. This was due to the
finite time taken for the antibody molecules in the bulk to reach the waveguide surface.
Thus, at early times the bulk antibody concentration at the waveguide surface was less
than the average bulk antibody concentration of the sample and an adsorption model was
not applied in this region.

4.4.2 Antibody history dependence

It has been shown that the rate of adsorption of a protein can be used to accurately
probe its history dependence [54, 60]. In order to measure the degree of history depen-
dence a second, third or ith adsorption step is performed on a surface that has previously
undergone protein adsorption, as described in Section 1.6.3. Thus, the BSA adsorption
step, used to prevent the non-specific adsorption of hCG on to the waveguide surface, can
be used to measure the degree of history dependence of anti-α-hCG adsorption.

The surface coverage as a function of time for 0.025 mg/ml of BSA onto an empty
surface is shown in Figure 4.8. Changes to the surface topology on a scale approximately
equal to the size of a BSA molecule will result in a different adsorption curve to that
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Figure 4.8: Surface coverage as a function of time for 0.025 mg/ml of BSA on an empty
waveguide. The experimental buffer was set to pH 5 and 20 mM ionic strength.
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Figure 4.9: Surface coverage as a function of time for 0.01 mg/ml of anti-α-hCG followed
by 0.025 mg/ml of BSA. The adsorption of BSA onto an empty surface (dotted line) is
overlayed on the BSA adsorption step. The experimental buffer was set to pH 5 and
20 mM ionic strength.

shown in Figure 4.8. To allow a comparison, Figure 4.8 is shifted in time and initial
surface coverage to match the BSA adsorption step performed after the initial adsorption
of 0.01 mg/ml of anti-α-hCG in Figure 4.9. A detailed comparison of the two adsorption
curves shows that both steps reach an approximate surface coverage of 2.5 mg/m2, but
the amount of time taken to reach this surface coverage is different. Although this is to
be expected due to the different surfaces (one is empty and the other has an adsorbed
antibody layer) the rate of adsorption for the BSA onto the antibody coated surface can
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Figure 4.10: Adsorption rate as a function of surface coverage for 0.025 mg/ml of BSA
onto an empty surface. A linear fit (solid line) is applied to the data.

be seen to be greater than the rate of adsorption of BSA onto the empty surface. This
can be seen in greater detail by looking at how the rate of adsorption varies with surface
coverage, where Equation (1.6.8) can be rewritten in the form y = mx+ c as(

dM

dt

)
α

= kacbBαM + kacbAα (4.4.1)

for the antibody adsorption step and(
dM

dt

)
BSA

= kacbBBSA(Mα −M) + kacbABSA (4.4.2)

for the BSA adsorption step, where α and BSA subscripts are used to indicate the antibody
and BSA adsorption steps. A and B represent the respective first and second order coef-
ficients from the power series expansion of Φ, as shown in Equation (1.6.6). A is equal to
one for the antibody adsorption step described by Equation (4.4.1). A is assumed to equal
1 for the BSA adsorption step despite the presence of the previously adsorbed antibody
molecules. Mα is the antibody surface coverage prior to the BSA co-adsorption step, for
example, Mα = 1.49 mg/m2 in Figure 4.9. Equation (4.4.1) and Equation (4.4.2) predict
that linear regions will exist outside of the transport-limited regime for the antibody and
BSA adsorption steps respectively.

The adsorption rate as a function of surface coverage for 0.025 mg/ml of BSA on
to an empty surface and onto an antibody coated surface are shown in Figure 4.10 and
Figure 4.11 respectively. Linear fits were applied to the surface-limited regime of both
sets of data and the gradients were measured to be different; −0.00650 ± 0.00005 s−1
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Figure 4.11: Adsorption rate as a function of surface coverage for an empty surface
coated with 0.01 mg/ml of antibody followed by 0.025 mg/ml of BSA (same data as in
Figure 4.9). Linear fits were applied to the antibody adsorption step (solid line) and the
BSA adsorption step (broken line).

for the empty surface and −0.0120 ± 0.0001 s−1 for the BSA adsorbed on the antibody
coated surface.

Calonder et al [60] observed a similar phenomenon for two different proteins: fi-
bronectin and cytochrome c. They attributed the accelerated adsorption rate of readsorbed
proteins to the irreversible formation of protein clusters on the surface. Protein cluster-
ing has previously been observed for lysozyme [122] and ferritin [123], measured with
transmission electron microscopy and scanning tunneling microscopy respectively. Fur-
thermore, protein clustering has been predicted by an adsorption model, developed by
Ravichandran and Talbot [124], where lysozyme molecules were transported to the sur-
face via Brownian motion.

Since protein clustering would likely be time dependent, as the adsorbed proteins
would require a finite amount of time to rearrange themselves on the surface, the adsorp-
tion rate of BSA onto the empty surface was compared to the adsorption rates for BSA
adsorbed onto antibody coated surfaces, where the antibody had been allowed to adsorb
for different amounts of time. The results are displayed in Figure 4.12. Linear fits were
applied to the BSA adsorption rates, as shown in Figure 4.11, in order to calculate the
gradient of the BSA adsorption rate. This was done in order to investigate the effect of
time on the conformation of the antibody layer. Figure 4.12 shows that the adsorption rate
is time dependent, which implies that the surface-adsorbed antibodies form irreversible
clusters when given enough time before the BSA adsorption step. Xu et al [17] previ-
ously measured anti-β-hCG antibodies on a silica surface with AFM and found that the
antibodies formed clusters of between 2 and 15 molecules.
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Figure 4.12: BSA adsorption rate gradients as a function of antibody total adsorption and
desorption time.

Protein clustering could be a result of interactions between the adsorbed molecules
or surface inhomogeneities, which would cause the attractive force between protein and
surface to vary at different points on the surface. To test for surface heterogeneity, the
apparent adsorption rate constant, ka was calculated from the intercept of a linear fit
applied to the adsorption rate data, as seen in Figure 4.11. In theory, the value of ka is a
property of the adsorbate-adsorbent system [54] and is dependent on the surface chemistry
and solvent pH and ionic strength, as well as temperature and pressure. Thus, the value of
ka should remain approximately constant between experiments. Figure 4.13 shows that ka
remained approximately constant for the BSA adsorption steps. Differences between the
values of ka are likely due to the coefficientABSA differing from unity, due to the previous
antibody adsorption step. Similarly, the values of ka for the initial antibody adsorption
step remained approximately constant. This suggests that it is protein clustering and not
surface heterogeneity that is responsible for the increased BSA adsorption rate on a pre-
coated surface.

Although the adsorption of antibody was seen to closely follow the Langmuir adsorp-
tion model, which assumes that there are no interactions between adsorbed molecules,
clustering becomes apparent only after time-scales of between 1000 and 3000 seconds. At
these timescales the rate of adsorption is close to zero, as seen in Figure 4.6, and the corre-
sponding data do not follow the linear relationship predicted by the Langmuir model. The
adsorption of antibody can therefore be split into three distinct regimes. The initial regime
shows Langmuir-like adsorption that lasts for between 50 seconds and 600 seconds. After
the rate of adsorption has become zero, post-adsorption processes occur that result in in-
teractions between the adsorbed molecules. This regime lasts for between 1000 seconds
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Figure 4.13: Apparent adsorption rate constant (ka) as a function of antibody total adsorp-
tion and desorption time. The black circles are for ka for the initial antibody adsorption
onto an empty surface and the blue crosses are for ka BSA adsorbed onto the pre-coated
antibody surface.

and 3000 seconds. The final regime occurs when the interactions between the adsorbed
antibodies are sufficient to cause protein clustering.

Further information about the co-adsorbed BSA can be obtained from the BSA des-
orption step, which was obtained by rinsing the mixed layer with buffer prior to the hCG
adsorption. Figure 4.14 shows the negative BSA desorption as a function of anti-α-hCG
surface coverage for a typical BSA buffer rinse step. The desorption constant kd is an av-
erage of any number of desorption constants. Figure 4.14 shows that two linear regimes
were present in a typical BSA desorption step. The initial and steepest region is defined
as having a desorption rate constant of kd1 and applies to a population of weakly adsorbed
BSA molecules that are rapidly removed from the surface by the buffer rinse, which will
be referred to as population 1. At lower anti-α-hCG surface coverage, a second linear
regime can be seen and had a desorption rate constant of kd2. BSA molecules removed
in this region were rinsed from the surface at a slower rate than those in the initial re-
gion. The more slowly removed molecules will be referred to as population 2. A third
population of adsorbed BSA molecules exists: those that are irreversibly adsorbed.

Figure 4.15 shows how the magnitudes of kd1 and kd2 varied as a function of anti-α-
hCG surface coverage. Although kd2 remained approximately constant over the studied
surface coverage, kd1 can be seen to increase rapidly with increased anti-α-hCG surface
coverage. The high values of kd1 imply that BSA molecules in population 1 were less
strongly adsorbed than those in population 2. Since the buffer and substrate conditions
were identical for each population, this suggests that molecules in population 1 had less
area in contact with the surface than those in population 2. This is likely a result of
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Figure 4.14: Negative of the BSA desorption rate as a function of anti-α-hCG surface
coverage. Linear fits were applied to two regions: the initial, steeper rate of desorption
(kd1) and the final rate of desorption (kd2). Both fits are represented by the solid lines.
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Figure 4.15: Desorbed BSA kd1 (black crosses) and kd2 (blue circles) values as a function
of anti-α-hCG surface coverage. For 0.025 mg/ml of BSA adsorbed onto a bare surface
(Mα = 0) there was no measurable desorption.
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molecular crowding on the surface, which would have prevented some BSA molecules
from adsorbing in the side-on orientation and increased the number of end-on oriented
BSA molecules. As the anti-α-hCG surface coverage increased so did the magnitudes
of kd1, which implies that the increased molecular crowding further reduced the surface-
adsorbed area per molecule of BSA molecules in population 1.

4.4.3 Interfacial structure

The interfacial structure of antibody/blocker/hCG immunoassays were probed with
DPI and NR. The DPI results are discussed first.

DPI results

Figure 4.16 shows experimental data for an anti-α-hCG/hCG binding curve with low
antibody surface coverage. Antibody was adsorbed until it reached the required surface
coverage, which was 0.8 mg/m2 in this case. The average thickness of the adsorbed an-
tibodies was 2.8 nm, less than the 3.8 nm short axis of the antibody. This suggests that
either the antibody molecules adsorbed in the flat-on position and, due to the low lateral
repulsion between the molecules, became spread across the surface, or that the antibody
layer was too diffuse for the DPI to accurately determine the layer thickness. A similar
effect was observed for low surface coverage BSA films, as described in Chapter 3. The
surface coverage, thickness and density remained constant throughout the buffer wash.

Upon adsorption, BSA was seen to create a new, mixed antibody/BSA film of in-
creased surface coverage, density and thickness. The new layer had a thickness of 4.1 nm,
approximately the length of the short axis of a BSA molecule. This suggests that the BSA
became non-specifically adsorbed to vacant spaces on the substrate that were not filled
by the antibody adsorption step. As the BSA filled the gaps between the antibodies, the
DPI-measured layer thickness would have increased. Although BSA stacked on top of the
antibodies would have also increased the thickness it would not account for the increased
density of the layer. The addition of BSA can be seen to increase the film density from
approximately 0.30 g/cm3 to 0.45 g/cm3. This provides further evidence that the BSA
molecules adsorbed on the waveguide surface between the antibody molecules. In effect,
the gaps between the antibodies were filled by BSA to create a more dense layer. If the
BSA molecules were to adsorb on top of the antibodies then the density would be expected
to remain constant or decrease. A minor reduction in the thickness, density and surface
coverage of the mixed layer occurred during the buffer wash. It is assumed that only BSA
molecules were removed by the buffer wash as any reversibly adsorbed antibodies should
have been removed by the antibody buffer wash prior to BSA adsorption.

Finally, 0.002 mg/ml of hCG antigen was added to the antibody/BSA film. Figure 4.16
shows that the hCG caused the surface coverage to increase by a small amount. Since
the antibody/BSA layer had blocked the non-specific binding sites on the surface, the

112



4.4. RESULTS AND DISCUSSION

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

T
h

ic
kn

e
ss

 (
n

m
) 

a
n
d

 M
 (

m
g

/m
2
)

D
e

n
si

ty
 (

g
/c

m
3
)

Time (s)

A B C

Figure 4.16: DPI measured surface coverage (broken line), thickness (solid line) and
density (blue line) of low surface coverage antibody/BSA/hCG binding curve as functions
of time. Region A is the antibody adsorption and wash, region B is the BSA adsorption
and wash and region C is the hCG adsorption and wash.

hCG must have specifically bound to the antibody Fabs. The increase in the total surface
coverage suggests that only a small number of Fabs were available for the hCG molecules
to bind to. After the hCG was introduced, the thickness increased by 0.5 nm while the
density remained approximately constant at 0.44 g/cm3. As the increase in thickness is
less than the short axis of hCG, it can be inferred that the hCG molecules bound to Fabs
inside the antibody/BSA layer, and increased the layer density, while part of the hCG
molecules protruded from the layer to form a region of reduced density. Thus, the average
density of the film would have remained approximately constant.

Figure 4.17 shows how the thickness, surface coverage and density vary with time
for a higher bulk concentration of antibody. The antibody surface coverage reached a
peak of 2.9 mg/m2 before it was reduced to 2.6 mg/m2 by the buffer wash. At its peak,
the antibody layer had a thickness of approximately 6.0 nm, which could be achieved by
a double layer of flat-on adsorbed antibodies or a combination of flat-on, side-on and
end-on aligned molecules. The former is unlikely as the surface coverage and thickness
reached a maximum and then plateaued, which discredits multilayer formation. At such
high surface coverage it is likely that many of the adsorbed antibody molecules had only
a small area in contact with the surface and the shear force of the wash was sufficient
to remove them. The fact that the layer thickness was reduced to 5.4 nm after the wash
also suggests that some of the perpendicularly oriented molecules were washed from the
surface, due to their small area of contact with the surface.

The addition of BSA to the antibody layer resulted in an increase in the surface cov-
erage, thickness and density of the layer. However, the magnitude of the increase was
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Figure 4.17: Time dependent surface coverage (broken line), thickness (solid line) and
density (blue line) of high surface coverage antibody/BSA/hCG binding curve as mea-
sured by DPI. Region A is the antibody adsorption and wash, region B is the BSA adsorp-
tion and wash, and region C is the hCG adsorption and wash.

less than for the BSA shown in Figure 4.16. For the high antibody surface coverage, the
buffer wash after the BSA adsorption reduced the total surface coverage to 2.6 mg/m2,
the same level as before the BSA was introduced. The total layer thickness was equal to
the thickness prior to the introduction of BSA: 5.4 nm. The density increased marginally
from 0.49 g/cm3 to 0.50 g/cm3 after the buffer wash. The increase in surface coverage and
density and the reduction in thickness after the BSA step imply that few BSA molecules
became adsorbed to the surface, but those that did were adsorbed in the spaces between
the antibody molecules.

Figure 4.18 shows the adsorbed BSA density as a function of antibody density. The
BSA density was calculated by subtracting the antibody density from the combined anti-
body/BSA layer density. The BSA density can be seen to decrease linearly with increas-
ing antibody density. This suggests that the available surface adsorption sites for BSA
are reduced when antibodies are adsorbed. BSA adsorption is completely prevented at
an approximate antibody density of 0.5 g/cm3. This provides further evidence that BSA
adsorbs to the surface between the antibody molecules. When the antibody density is suf-
ficiently high there are no more spaces on the surface that are large enough for the BSA
molecules to adsorb to.

Figure 4.18 suggests that commercial pregnancy tests, where the sample substrate
is coated with a high concentration (> 3 mg/ml) of antibodies, may not require a BSA
adsorption step to block the substrate surface. However, the substrate of commercial tests
is typically a porous foam that has a much higher surface area than the DPI waveguide.
Thus, even a concentration of 3 mg/ml of antibody may leave gaps on the porous foam
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Figure 4.18: DPI measured density of adsorbed BSA as a function of the density of a
pre-adsorbed antibody layer.

surface.

Neutron reflection

Due to its ability to obtain precise thickness and density measurements of thin films,
NR was used to investigate the interfacial structure of the immunoassay. As previously
discussed, parallel NR experiments can be performed with solvents of different scattering
length densities. This method is known as contrast matching. There are two advantages
to contrast matching, the first is that the number of theoretical models that will fit the
data, and thus the ambiguity of which model is most appropriate, is reduced. Secondly,
deuterium labelling can be used to highlight samples in order to distinguish them from
the substrate, solvent or other samples. This technique is particularly useful for multiple
component systems, such as the immunoassay described in this chapter.

To take advantage of contrast matching, deuterated human serum albumin (d-HSA)
was used instead of BSA as a blocking agent. The scattering length density of d-HSA
was calculated to be 7.9×10−6 Å−2 in D2O and 6.4×10−6 Å−2 in H2O. Thus, the signal
produced by d-HSA in H2O was large and it was possible to more accurately determine
the structure of the adsorbed d-HSA. Deuterated BSA was not available, however, HSA
and BSA are structurally similar and adsorb in similar amounts [10, 114]. As deuterated
BSA was not available, it was thought that standard, hydrogenated HSA would make a
better comparison between the hydrogenated HSA and the d-HSA NR measurements.

NR measurements were performed on an anti-α-hCG/HSA/hCG immunoassay. Mea-
surements were taken after each protein had been adsorbed and washed. Figure 4.19
shows the reflectivity profile produced by anti-α-hCG adsorbed onto a bare silica surface.
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Figure 4.19: Reflectivity profile for anti-α-hCG adsorbed onto a silica surface. The red
line represents the best fitting double-layer model and the blue line represents the best
fitting uniform-layer model. The green line is the best fit for the measured silica layer.

The silica surface was previously measured and the best fit to the experimental data is
shown as the green line in Figure 4.19. The experimental data clearly shows that the an-
tibody adsorbed to the surface: a marked deviation from the bare silica surface can be
seen. The simplest fit, a uniform-layer, shown as the blue line in Figure 4.19, provided
a poor fit to the experimental data in the momentum transfer range 0.1 Å−1 to 0.2 Å−1.
This implied that the adsorbed antibody film featured regions of different scattering length
densities and that multiple layers were needed to fit the data.

A two-layer model (red line) provided a closer fit to the experimental data than the
uniform-layer model. The two-layer model measured an inner layer (in contact with the
silica layer) of thickness 3.5 nm and volume fraction 0.36 and an outer layer of thickness
2.5 nm and volume fraction 0.10. A complete list of the parameters extracted from the NR
data are shown in Table 4.1. The thickness of the inner layer is close to the 3.8 nm length
of the short axis of the antibody. This suggests that the inner layer is composed of a large
number of antibody molecules that have adsorbed in the flat-on orientation where their
short axes are perpendicular to the silica surface. Previous studies have shown that the
flat-on orientation is the preferred orientation for antibodies adsorbed on silica surfaces
[44, 68]. The preference for the flat-on orientation can be explained by the electrostatic
interaction between the surface and antibody, which has a maximum contact area with
the surface in this orientation. The diffuse outer layer identified by the two-layer model
is likely due to antibodies that adsorb mainly in the flat-on orientation but overlap other
antibodies. A diagram to depict this is shown in Figure 4.20.

As the two-layer model provided a superior fit to the uniform-layer model, the two-
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35 Å

25 Å

Figure 4.20: Antibody molecular arrangement described by the NR fit. The green Y-
shapes are the antibodies and the blue patches represent their Fabs. The majority of the
antibody molecules adsorb in the flat-on orientation to form an inner layer of 35 Å. Some
molecules overlap the flat-on oriented molecules to produce a less dense 25 Å outer layer.
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Figure 4.21: Reflectivity profile for HSA adsorbed onto the pre-adsorbed anti-α-hCG
film. The red line represents the best fitting model where the parameters of either antibody
layer can be adjusted. The blue line represents the best fitting model based on HSA
molecules that are only inserted in the upper layer of the pre-adsorbed anti-α-hCG film.

layer model was used as a base for all subsequent measurements.
Hydrogenated HSA was then introduced to the antibody coated surface and allowed

to adsorb for 1 hour before any reversibly adsorbed HSA molecules were rinsed from the
surface with buffer. This created a mixed antibody/HSA film on the silica substrate. The
reflectivity profile for the mixed antibody/HSA film is shown in Figure 4.21.

The HSA was thought to be inserted into the antibody film in two ways. The first way
is represented by the blue line and assumes that HSA molecules are inserted only into the
outer diffuse antibody layer. In effect, the HSA molecules settle on top of the adsorbed
antibody molecules and increase the volume fraction of the outer layer, whereas the inner
layer remains mostly constant. Figure 4.22 is a diagram to show how HSA molecules
could be inserted into the outer layer only.

The second way for the HSA molecules to co-adsorb with the antibody molecules is
for the HSA molecules to adsorb to areas on the surface that were not covered by antibody
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332 Å

28 Å

Figure 4.22: Schematic diagram to show how HSA (yellow spheres) could settle on top
of the antibody layer. The diagram assumes that the HSA molecules form a layer of 28 Å
as used to obtain the blue line in Figure 4.21.

32 Å

29 Å

Figure 4.23: The HSA molecules (yellow spheres) adsorb into the spaces between the
antibodies on the substrate surface and increases the density of the inner layer. The HSA
is also present in the outer layer. This may be due to HSA molecules that partially overlap
pre-adsorbed molecules, so that the long axis of the HSA molecules are directed perpen-
dicularly to the substrate surface.

molecules. This would result in an increase in the volume fraction of the inner layer, and,
if the HSA molecules were oriented so that their long axes were perpendicular to the
surface, a slight increase in the volume fraction of the outer layer. This method of HSA
insertion is shown in Figure 4.23 and its best-fitting model is displayed as the red line in
Figure 4.21.

From Figure 4.21 it can be seen that the red line, based on HSA molecules that are
predominantly inserted into the inner layer, provides the most suitable fit to the experi-
mental data. The model states that 0.53 mg/m2 of HSA was inserted into the inner layer
to increase the volume fraction by 0.12. The thickness of the inner layer was reduced to
3.2 nm, within error of the previous value of 3.5 nm and approximately equal to the short
axis of HSA. Therefore the majority of the HSA molecules were adsorbed in the flat-on
orientation in the inner layer of the antibody film.

In addition, the model shows that the introduction of HSA increased the volume frac-
tion and surface coverage of the outer layer by a small amount, 0.02 and 0.08 mg/m2

respectively. This increase could be caused by the adsorption of end-on oriented HSA
molecules in the inner layer that overlapped other adsorbed molecules so that part of their
volume extended into the outer layer. Such an orientation can be explained by the fact
that some empty areas on the surface may have been so small as to permit only part of the
HSA molecule to adsorb. The remainder of the HSA molecule would then overlap other
adsorbed molecules.

Finally, 0.002 mg/ml hCG antigen was introduced to the antibody/HSA film. The
reflectivity profile for the antibody/HSA/hCG film is shown in Figure 4.24 and the fitted
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Figure 4.24: Reflectivity profile for hCG introduced to the pre-adsorbed anti-α-hCG/HSA
film. The red line represents the best fitting model and the blue line represents the best
fitting model based on hCG molecules that adsorb only in the upper layer of the pre-
adsorbed mixed film.

32 Å

38 Å

Figure 4.25: Diagram to illustrate hCG molecules that bind exclusively to the Fabs of the
antibodies in the outer layer. This results in an increased outer layer thickness and volume
fraction.

models were based on the best fitting model from the HSA data. As before, two different
models of hCG insertion were tested. The blue line is based on hCG molecules that are
inserted exclusively into the outer antibody/HSA layer. A diagram of this is shown in
Figure 4.25 and is based on the idea that antibody Fabs in the outer layer are available for
the hCG molecules to bind to, whereas antibody Fabs in the inner layer are not, possibly
due to the Fabs being obstructed by other molecules.

The alternative model (red line) assumes that the hCG molecules may bind to anti-
body Fabs in either layer. Non-specific adsorption of hCG molecules to the silica surface
is not considered for either model. This is due to the control experiment, described in Sec-
tion 4.3, that shows that non-specific adsorption of hCG is negligible when the surface has
been blocked with 0.025 mg/ml of albumin.

It can be seen from Figure 4.24 that only one model was able to adequately fit the
experimental data: the model that allowed for hCG molecules to bind to antibody Fabs
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32 Å

29 Å

Figure 4.26: The hCG molecules bind to the Fabs of the antibodies in the inner layer and
increase the volume fraction of the layer. The hCG molecules are bound to antibody Fabs
in the inner layer as there are few Fabs present in the outer layer.
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Figure 4.27: Reflectivity profile for 0.025 mg/ml d-HSA. The red line represents the best
fitting uniform-layer model.

in the inner layer. Since non-specific hCG adsorption is negligible, this implies that the
antibody Fabs in the inner layer were more active than those in the outer layer, perhaps
because there were insufficient antibody Fabs in the outer layer for a detectable amount
of hCG to bind to. A diagram of the molecular arrangement described by the model is
shown in Figure 4.26.

The optimal structural parameters obtained from the best fits to the experimental NR
data for the antibody/HSA/hCG film are shown in Table 4.1.

In order to obtain additional information about the interfacial structure of the adsorbed
blocking agent, d-HSA was added to a pre-adsorbed antibody layer. NR measurements
were performed in D2O and H2O, where the large difference between the scattering length
densities of H2O (-0.56×10−6 Å−2) and d-HSA (6.4×10−6 Å−2) produced a large signal.
Since d-HSA had not previously been studied with NR, the adsorption of 0.025 mg/ml
of d-HSA onto a silica surface was first investigated with NR. The reflectivity profile is
shown in Figure 4.27. The parameters used to obtain the best fit (red line in Figure 4.27)
are listed in Table 4.2 along with the parameters obtained for 0.025 mg/ml BSA (as de-
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4.4. RESULTS AND DISCUSSION

Table 4.2: Parameters extracted from NR data using the optical matrix method. The pa-
rameters are for 0.025 mg/ml BSA, measured in D2O, and 0.025 mg/ml d-HSA, measured
in H2O.

Sample Thickness, Surface coverage, Volume Area per molecule,
τ (nm) M (mg/m2) fraction, φP a (nm2)

BSA 3.1± 0.3 1.9± 0.3 0.45± 0.05 57± 5

d-HSA 2.6± 0.5 1.2± 0.5 0.32± 0.05 96± 10
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Figure 4.28: Reflectivity profile for anti-α-hCG adsorbed on to a bare silica surface. The
red line represents the best fitting two-layer model and the blue line represents the best
fitting uniform-layer model.

scribed in Chapter 3). The surface coverage and thickness of the adsorbed d-HSA layer
can be seen to be lower than the equivalent BSA layer. However, the differences are small
and are almost within error. Unpublished NR data has also been reported that shows that
d-HSA adsorbs in lower amounts than for hydrogenated HSA [125]. d-HSA was assumed
to adsorb in similar amounts and orientations as hydrogenated HSA.

Antibody was then introduced to a cleaned NR block with a silica layer of 12± 5 Å.
After a buffer wash, a reflectivity profile was obtained in D2O and is shown in Figure 4.28.
Although a uniform-layer fit (blue line) almost fits the reflectivity profile shown in Fig-
ure 4.28, it can be seen to diverge from the experimental data at momentum transfer values
greater than 0.1 Å−1. The two-layer fit (red line) provided a closer fit to the experimental
data.

122



4.4. RESULTS AND DISCUSSION

1E−07

1E−06

1E−05

1E−04

1E−03

1E−02

1E−01

1E+00

 0  0.05  0.1  0.15  0.2

R
ef

le
ct

iv
ity

Momentum transfer (Å−1)

Figure 4.29: Reflectivity profile for anti-α-hCG adsorbed on to a bare silica surface. The
red line represents the best fitting two-layer model and the blue line represents the best
fitting uniform-layer model. The green line is a reflectivity profile from a bare silica layer
of 12 Å.

Parallel reflectivity curves were obtained in different contrasts in order to reduce the
ambiguity of the fitted models. Figure 4.29 shows the reflectivity profile for the same
antibody sample as measured in H2O. The reflectivity profile of the experimental data
can be seen to deviate from the silica layer (green line), meaning that the antibody had
adsorbed to the surface. Although a uniform-layer fit (blue line) provided a reasonable
fit to the experimental data, it can be seen to slightly under-fit the data in the momentum
transfer range 0.1 Å−1 to 0.15 Å−1. The two-layer fit (red line) was able to better fit the
experimental data and the parameters extracted from the fit were in excellent agreement
with those from the D2O run, as shown in Table 4.3.

The total surface coverage of the adsorbed antibody film was measured to be 1.71 mg/m2

in D2O and 1.69 mg/m2 in H2O. The two-layer models for both solvents revealed a denser
inner layer (volume fraction 0.32 for D2O and 0.24 for H2O) and a more diffuse outer
layer (volume fraction 0.12 and 0.11 for D2O and H2O respectively). Thus, the anti-
body arrangement was similar to that of the antibody/HSA/hCG experiment shown in
Figure 4.20: most antibodies adsorbed in the flat-on orientation with some molecular
overlapping to create a dense inner layer and a diffuse outer layer. The two-layer models
for each solvent were used as the basis for the models of the subsequent samples.

0.025 mg/ml of d-HSA was then introduced to the antibody-coated surface and al-
lowed to adsorb before being rinsed with buffer. The reflectivity profiles for the D2O
and H2O runs are shown in Figure 4.30 and Figure 4.31 respectively. In the same way
as for the hydrogenated HSA experiment, two different models were examined to deter-
mine where and in which orientation the d-HSA was inserted into the antibody layers.
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Figure 4.30: Reflectivity profile for d-HSA introduced to the pre-adsorbed anti-α-hCG
film. The red line represents the best fitting model where the d-HSA is present in both
the inner and outer layers, and the blue line represents the best fitting model where the
d-HSA is present in the outer layer only.
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Figure 4.31: Reflectivity profile for d-HSA introduced to the pre-adsorbed anti-α-hCG
film. The red line represents the best fitting model where the d-HSA is present in both
the inner and outer layers, and the blue line represents the best fitting model where the
d-HSA is exclusively present in the outer layer.
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The blue lines show the best fit for d-HSA inserted exclusively into the outer layer, as
depicted in Figure 4.22, while the red lines are the best fit for d-HSA molecules inserted
into both antibody layers, as shown in Figure 4.23. Once again, the model based on the
d-HSA molecules being inserted into both antibody layers provided the closest fit to the
experimental data. The best-fitting model for both solvents revealed that approximately
1 mg/m2 of d-HSA was inserted into the inner layer and approximately 0.1 mg/m2 into the
outer layer. This increased the volume fraction of the inner layer by 0.33 and 0.22 for the
D2O and H2O runs respectively, while the volume fraction of the outer layer increased by
0.02 and 0.03.

The addition of d-HSA resulted in a decrease in the thickness of the inner layer from
2.8 nm to 2.4 nm for the D2O and from 3.8 nm to 2.8 nm for the H2O run. However,
the combined thickness of the inner and outer layers remained approximately constant
for each solvent, the D2O run saw a decrease from 5.0 nm to 4.7 nm and the H2O run a
decrease from 5.8 nm to 5.5 nm. These thicknesses are close to the length of the short axis
of albumin, therefore it would appear that the d-HSA molecules also adsorb in the flat-on
orientation between the flat-on adsorbed antibodies to create a thin layer of high volume
fraction. Where the spaces between the antibody molecules are of insufficient size for the
d-HSA molecules to adsorb, only part of the d-HSA molecule may adsorb to the surface,
while the rest of the molecule overlaps the other d-HSA and antibody molecules to create
an outer layer of low volume fraction.

It is worth noting that the addition of d-HSA to the antibody layer caused the scattering
length density for the D2O run to increase, from 5.40×10−6 Å−2 to 5.90×10−6 Å−2 for
the inner layer and from 6.00×10−6 Å−2 to 6.03×10−6 Å−2 for the outer layer. Typically,
for D2O runs, an increase in the scattering length density that is towards the scattering
length density of D2O (6.25×10−6 Å−2) would suggest that the adsorbed sample had
been removed from the surface and replaced with pure D2O. However, the scattering
length density of the d-HSA was higher than D2O and would have caused the scattering
length density of the layer to increase if d-HSA was inserted into the layer. The insertion
of d-HSA was confirmed by the H2O run, which detected an increase in the scattering
length density of the layer (away from the negative scattering length density of H2O)
when d-HSA was added to the antibody-coated block.

Figure 4.32 shows how the surface coverage of the blocking albumin (BSA for the
DPI experiments and either HSA or d-HSA for the NR experiments) varied with anti-
body surface coverage when measured by NR and DPI. Both techniques revealed that the
surface coverage of the albumin decreased with increased antibody surface coverage. If
the albumin settled on the antibody, as in Figure 4.22, then the albumin surface coverage
would not be expected to show this trend. The reduction in albumin surface coverage
at higher antibody surface coverage suggests that antibody molecules occupied the sil-
ica surface at the expense of albumin molecules. Thus, the trend shown in Figure 4.32
provides further evidence that albumin slots into the spaces on the surface between the
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Figure 4.32: Adsorbed albumin surface coverage as a function of antibody surface cover-
age as measured by DPI (blue crosses) and NR (black circles).

antibody molecules, as shown in Figure 4.23.
Although the same trend was observed by DPI and NR, Figure 4.32 shows that the

reduction in albumin surface coverage was substantially larger when measured by DPI,
instead of NR, for antibody surface coverages greater than 1.5 mg/m2. One possible ex-
planation for this is that the duration of the buffer wash was significantly longer for the
DPI experiments than the NR experiments: 10 minutes for NR and typically more than
30 minutes for DPI. The increased duration of the buffer wash may have removed more
of the adsorbed BSA molecules, particularly the molecules that had a small footprint, and
consequently small binding force, on the surface.

After the d-HSA measurements, 0.002 mg/ml of hCG was introduced and allowed to
settle for 1 hour before a buffer wash was performed. Reflectivity profiles for the D2O and
H2O runs are shown in Figure 4.33 and Figure 4.34 respectively. The blue lines are for a
model that assumes that hCG is bound exclusively to antibody Fabs in the outer layer and
the red lines for a model that allows for hCG to bind to antibody Fabs in either the inner
or outer layer. For both solvents the latter model, with similar parameters, was the only
one able to adequately fit the experimental data.

Unlike the antibody/HSA/hCG assay, which showed that hCG was inserted into the
inner layer only, the best fitting model for the antibody/d-HSA/hCG assay revealed that
hCG was inserted into both the inner layer and the outer layer. After the introduction of
hCG, the D2O and H2O runs both saw an increase in the surface coverage of approxi-
mately 0.2 mg/m2 that was evenly distributed between the inner and outer layers. This
interfacial structure would result from either; hCG binding to antibody Fabs in either
layer, or that the hCG molecules bind to antibody Fabs in the inner layer and are aligned
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Figure 4.33: Reflectivity profile for hCG introduced to the pre-adsorbed anti-α-hCG/d-
HSA mixed film. The red line represents the best fitting model where the hCG is present
in both the inner and outer layers, and the blue line represents the best fitting model where
the hCG is only present in the outer layer.
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Figure 4.34: Reflectivity profile for hCG introduced to the pre-adsorbed anti-α-hCG/d-
HSA mixed film. The red line represents the best fitting model where the hCG is present
in both the inner and outer layers, and the blue line represents the best fitting model where
the hCG is only present in the outer layer.
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~30 Å

~25 Å

Figure 4.35: Diagram to show how hCG molecules could bind to create an even distribu-
tion of hCG molecules in the inner and outer layers.
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Figure 4.36: hCG surface coverage as a function of anti-α-hCG surface coverage as mea-
sured by DPI (blue crosses) and NR (black circles).

so that their long axis is pointed away from the surface and into the outer layer, as shown
in Figure 4.35.

4.4.4 Antibody/antigen binding

Figure 4.36 shows that the hCG adsorbed amount was measured to be largely indepen-
dent of the antibody surface coverage for the DPI and NR experiments. At high, medium
and low antibody surface coverage the amount of hCG that was bound to the antibody
Fabs remained approximately constant at 0.17 mg/m2, as seen by Zhao et al for the hPSA
antibody and its antigen [68, 126]. However, Figure 4.37 shows that the hCG binding
ratio, defined as the number of bound hCG antigen molecules per antibody molecule, can
be seen to rapidly decrease with increased antibody surface coverage, even though the
antigen was available in excess. These findings suggest that a significant number of an-
tibody Fabs are no longer available to bind to the hCG at higher surface coverages. This
phenomenon was previously observed by Xu et al [44] for anti-β-hCG/hCG, who showed
that the experimental parameter with the largest effect on the antigen binding ratio was
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Figure 4.37: hCG binding ratio as a function of anti-α-hCG surface coverage as measured
by DPI (blue crosses) and NR (black circles).

the surface packing density of the antibody. The effect was attributed to the antibody Fabs
being in such close proximity to other molecules that they were rendered inaccessible to
the antigen.

For commercial immunoassays, these findings suggest that there is no advantage in
increasing the antibody surface coverage above a certain level. Further adsorption of an-
tibodies is unnecessary as the antibody Fabs are not accessible for the antigen to bind
to and, as such, offer no increase in the sensitivity of the immunoassay. Thus, consid-
erable financial savings could be achieved by using only the minimum amount of (often
expensive) antibodies necessary to achieve the optimum antibody surface coverage for a
given substrate. The antibody history dependence data also show that the amount of time
before BSA adsorption has an effect on the structure of the antibody layer. To prevent
the formation of antibody clusters, which may reduce the number of Fabs accessible to
the hCG molecules, it may be better to adsorb the BSA as quickly as possible after the
antibody adsorption step. Further experiments are needed to see what effect this has on
the antibody/antigen binding ratio.

4.5 Conclusions

Simplified pregnancy immunoassays were constructed on silica and silicon-oxynitride
surfaces and investigated with DPI and NR. DPI showed that both the surface coverage
and thickness of the adsorbed anti-α-hCG antibody increased with bulk antibody concen-
tration. For the studied bulk concentrations, the antibody adsorption closely followed the
Langmuir adsorption model.
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BSA adsorption onto a surface with a pre-adsorbed antibody film was used to in-
vestigate the history dependence of the antibody film. It was found that a pre-adsorbed
antibody film accelerated the rate of BSA adsorption when compared to BSA adsorption
onto an empty surface. This effect was attributed to the formation of antibody clusters on
the surface.

Both DPI and NR provided evidence of BSA/HSA insertion into the gaps on the sur-
face between the antibody molecules. This suggests that albumin is an excellent blocking
agent. Control experiments also showed that, at sufficient concentrations, BSA can reduce
non-specific hCG adsorption to negligible amounts.

The antibody/antigen binding ratio was also investigated with both techniques. It
was found that the total amount of adsorbed antigen was independent of the antibody
surface coverage and remained constant at approximately 0.17 mg/m2. However, the anti-
body/antigen molar binding ratio was dramatically reduced at high antibody surface cov-
erage. This was likely due to the close proximity of the antibody Fabs to other adsorbed
molecules, which would have rendered the Fabs inaccessible to the antigen molecules.
The results imply that above a certain antibody surface coverage there is no advantage
in the adsorption of more antibody molecules, as their Fabs can not be accessed by the
antigen molecules.
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CHAPTER

FIVE

MAGNETIC TWEEZERS

5.1 Overview

Magnetic tweezers were designed and built to investigate the interaction between the
hCG antigen and its antibodies. This chapter offers a detailed discussion of the design
of the magnetic tweezers, in particular the pole piece, which was required to produce a
homogeneous magnetic field over a viewing area of sufficient size to observe several hun-
dred magnetic beads. The completed magnetic tweezer system was used to estimate the
upper and lower values of the binding force between the hCG antigen and its antibodies
as well as the interaction length and the dissociation constant.

5.2 Introduction

In Chapter 4 DPI and NR were used to probe the interfacial structure of adsorbed
antibodies and the corresponding effects on the antibodies’ specific binding with an anti-
gen. However, both DPI and NR are only able to reveal limited information about the
interaction dynamics of antibody/antigen binding. Various techniques have been used
to fill in these gaps and investigate the specific binding force between antibodies and
antigens and other ligand/receptor interactions, which is of great importance to the de-
velopment of immunoassays and other diagnostics [127]. Such techniques include: flow
chambers [128, 129], AFM [49, 130, 131] and micro-pipettes [50]. Although these tech-
niques are exquisitely sensitive they often rely on the measurement of a single molecule,
which necessitates numerous repetitions of the experiment in order to obtain satisfactory
statistics.

With the relatively new technique of magnetic tweezers, it is possible to perform hun-
dreds of highly sensitive measurements in parallel [132,133]. Useful data can therefore be
obtained at a more rapid pace. In a typical magnetic tweezers experiment, ligand/receptor
bonds are used to anchor hundreds of small (diameter < 10µm) paramagnetic beads to
an optically transparent surface. A microscope and camera are then used to record the
movement of beads at the surface as a function of the force experienced by the beads. The
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Figure 5.1: Schematic diagram of a magnetic tweezers experiment. Panel 1. The an-
tibody/antigen coated beads are allowed to settle and the hCG is bound to the surface
adsorbed antibodies to produce a linkage that anchors the bead. The lens is adjusted until
the beads are in the focal plane. Panel 2. The force on the beads is increased by mov-
ing the permanent magnet closer. Eventually the upwards force will become sufficient to
overcome the binding force of the antibody/antigen pairs and the immuno-linked beads
will be removed from the focal plane. A camera is used to record the number of beads as
a function of time and force.

force experienced by the paramagnetic beads is provided by the magnetic field of either a
permanent magnet or an electro-magnet [77]. A schematic diagram of a magnetic tweez-
ers system is shown in Figure 5.1. In the depicted experiment antibody coated beads are
immuno-linked to an antibody coated surface through hCG antigen molecules.

The information offered by magnetic tweezers is able to complement the antibody/antigen
binding data shown in Chapter 4, however, at the time of writing, there were few com-
mercially available magnetic tweezer systems. Instead, a new magnetic tweezer system
was designed and constructed. The design and the results obtained are discussed in detail
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over the following pages.

5.3 Design

In order to rapidly produce useful data over a large range of forces, the magnetic
tweezer apparatus was required to meet the following criteria:

1. Produce a magnetic field large enough to exert a force range of between 0.001 pN
and 500 pN on the paramagnetic beads.

2. The force experienced by the paramagnetic beads must be perpendicular to the ex-
perimental surface and of high accuracy.

3. The exerted force must be constant for all of the imaged beads over several minutes
and must be able to be varied with a high degree of accuracy.

4. Provide parallel imaging of several hundred beads at once in order to provide mean-
ingful statistics.

5. The experimental surface must be optically transparent, to allow for positioning of
both magnet and microscope, and able to be reproducibly coated with antibodies
and other proteins.

The magnetic tweezer design was built on an Olympus IX 71 inverted microscope.
The microscope’s condenser pillar was replaced with a new pillar that was custom built to
support a ThorLabs LTS150 linear travelling stage (Thorlabs Ltd., Ely, UK), as shown in
Figure 5.2. A magnet, used to exert a force on the beads, was mounted on to the travelling
stage. The force on the beads was varied by moving the magnet towards and away from
the beads by use of the travelling stage, which had a range of 150 mm and a precision of
2µm.

Although an electromagnet would have allowed for the magnetic field to be varied
with current it was found that high currents (>1 A) were required to produce magnetic
fields large enough to probe the desired force range. Such high currents were unsustain-
able for periods of time longer than 1 minute due to the heat produced in the coil. This was
not long enough to complete an experiment. Instead, a permanent magnet was selected
for the final design. The magnet and pole piece are discussed further in Section 5.3.1.

The imaging was performed by a Photron Fastcam 1024 PCI CCD camera (Photron
Europe Ltd., West Wycombe, UK) that was illuminated with a blue LED. A graticule,
shown in Figure 5.3, was used to measure the pixel size of the camera. Each pixel was
found to have a length of 1.07± 0.01µm, which meant that the total viewing area was
1100× 1100µm, sufficient to view up to 800 beads when viewed with a 10× magnifica-
tion lens.
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Travelling stage

Ibidi u-slide sample holder

Original, unmodified microscope

Figure 5.2: Schematic diagram of the magnetic tweezer apparatus. The original condenser
pillar was replaced with a custom-built pillar that could support the linear traveling stage.

A sample holder was designed to secure the sample wells above the objective lens.
The sample wells were uncoated Ibidi µ-slides (Ibidi GmbH, Martinsried, Germany).
The slides were hydrophobic with a contact angle of close to 90◦ and were made from a
polyethylene (PE) derivative. The Ibidi slides were chosen over conventional microscope
slides as their inlet and outlet pipes permitted samples and buffers to be easily flowed over
their surface. As discussed in Section 5.4, the adsorbed samples required copious amounts
of buffer rinsing, this would have been difficult to perform on conventional microscope
slides.

M270 Dynabeads (Life Technologies Ltd., Paisley, UK) with carboxylic acid coated
surfaces were selected for experimental use. The M270 beads are superparamagnetic
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Figure 5.3: Image of graticule through a 10x lens. Each graticule division corresponds to
0.01 mm.

and therefore rapidly magnetise in the presence of a magnetic field. In addition they
only saturate at high magnetic field strengths (> 900 mT), meaning that a large range of
forces could be exerted on them (since force is proportional to magnetic field strength).
Unlike other beads, the M270 beads are highly monodisperse. The manufacturer claim
that the beads deviate from the average volume by a maximum of only 3%, which causes
only a 3% uncertainty in the force, as calculated by Equation (2.3.1). The beads also
have a uniform distribution of superparamagnetic nano-particles [134], which also acts to
minimise the uncertainty in the calculated force.

5.3.1 Magnet pole piece

As previously discussed, the magnetic tweezers were required to produce a strong
vertical force (> 100 pN) with a constant magnitude over the viewing area. Finite ele-
ment method magnetics (FEMM) software [135] was used to model different shaped pole
pieces and the magnet geometry. Two permanent magnet designs are presented here: a flat
pole piece and a pointed pole piece. A pointed pole piece was chosen for consideration,
because it was predicted to have a steep magnetic field gradient, and hence be capable
of producing a large force, as predicted by Equation (2.3.1). Although a flat pole piece
would not be able to produce as large a force as a pointed pole piece, it would produce a
more uniform magnetic field and was therefore also considered for the final design.

A 2-dimensional cross section of the two pole piece designs is shown in Figure 5.4.

136



5.3. DESIGN

x

z

10 mm

5 mm-5 mm

0.2 mm
x

z

5 mm-5 mm
N

S
S

N

10 mm

0.2 mm

Figure 5.4: 2-dimensional cross-section of the flat (left) and pointed (right) pole pieces
with labelled z and x-axes. The y-axis is not shown but is directed into the page. The
magnetic flux density was scanned along the z-axis (Figure 5.7) and along the x-axis at
z = 0.2 mm (Figure 5.9) and at z = 10 mm (Figure 5.10).

Each magnet was symmetric about the z-axis with the tip of the pole piece at z = 0 mm,
x= 0 mm. The magnets would be moved along the z-axis towards the sample to vary the
force in the z-direction (Fz). The modeled magnets were based on commercially avail-
able NdFeB permanent cylindrical magnets of length 20 mm and diameter 10 mm. Since
NdFeB is too brittle to shape, the pointed pole piece was formed by attaching a 4 mm long
conical mu-metal pole piece to the cylindrical magnet. The FEMM software produced
magnetic flux density plots for the pointed and flat pole pieces, as seen in Figure 5.5 and
Figure 5.6 respectively.

The z-component of the magnetic flux density (Bz) of each pole piece was calculated
at 150 points along the z-axis, between z = 0 mm and z = 30 mm. The calculated flux den-
sities are shown in Figure 5.7. Although the flat pole piece can be seen to have a greater
peak flux density compared to the pointed pole piece (375 mT compared to 320 mT), the
pointed pole piece produced a steeper magnetic flux density gradient.

Figure 5.8 shows the calculated vertical force on the M270 beads as a function of
magnet distance for the flat and pointed pole pieces. The force was calculated using
Equation (2.3.1). The steep magnetic field gradient created by the pointed pole piece was
able to create a peak vertical force of 300 pN while the flat pole piece had a peak vertical
force of only 120 pN. However, the force produced by the pointed pole piece decreased
rapidly with the distance from the magnet when compared to the flat pole piece. Although
the two pole pieces are able to probe the same force range, the pointed pole piece can be
seen to be more sensitive to the z-position of the magnet and would be required to operate
in a smaller z-range. Thus, the pointed pole piece would produce a larger uncertainty in
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Figure 5.5: Magnetic flux density plot for a 20 mm long neodymium magnet with a
pointed mu-metal pole piece. The black lines represent the flux lines and the arrows
show the field vectors.

Figure 5.6: Magnetic flux density plot for a 20 mm long neodymium magnet with a flat
pole piece. The black lines represent the flux lines and the arrows show the field vectors.
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Figure 5.7: Magnetic flux density in the z direction as a function of distance from the
magnet. The black circles are for the pointed pole piece and the blue crosses for the flat
pole.
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Figure 5.8: Vertical force as a function of distance from the magnet for the pointed pole
piece (black circles) and flat pole piece (blue crosses).

the vertical force, Fz.
For the tweezer experiments, beads would be studied in a microscope viewing area

of approximately 1 mm2. The value of Bz was therefore required to be approximately
constant over this area so that a constant force could be applied to the studied magnetic
beads. In order to test the uniformity of Bz along the x-axis, the magnitude of Bz was
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Figure 5.9: Magnetic flux density in the z-direction at different points along the x-axis.
The black circles are for the pointed pole piece and the blue crosses for the flat pole. The
values were calculated at a distance 0.2 mm from the pole pieces along the z-axis.

calculated along the width of the magnets, between x= -5 mm and x= 5 mm. This was
done at z = 0.2 mm and at z = 10 mm, as indicated in Figure 5.4. The results obtained at
z = 0.2 mm and at z = 10 mm are shown in Figure 5.9 and Figure 5.10 respectively.

Figure 5.9 clearly shows that the flat pole piece gives a more uniform value of Bz

along the x-axis than the pointed pole piece. Even over a range of 1 mm, which is equal
to the length of the viewing area, the pointed pole piece shows a large variation in Bz.
The flat pole piece can be seen to remain at approximately 360 mT between x= -4 mm and
x= 4 mm, almost the entire diameter of the magnet. The uniformity of Bz at x= 10 mm
over the diameter of the magnet for the flat pole piece can be seen in Figure 5.10 to have
been lost and is approximately equal to the uniformity offered by the pointed pole piece.
Thus, the flat pole piece loses its main advantage when the magnet/sample separation is
increased, although the field strength is still higher than the pointed pole piece.

A final comparison of the pole pieces is shown in Figure 5.11, which shows the mod-
ulus of the percentage difference between Fz at x= 0 mm and Fz at x= 0.5 mm along the
z-axis. The position x= 0.5 mm was chosen as this is equal to the width of the view-
ing area: 1 mm, which means that magnetic beads at either edge of the viewing area are
0.5 mm from the center of the pole piece. Hence, the percentage difference represents
the maximum variation in the force experienced by the magnetic beads. Although the
average difference for the pole pieces were found to be similar, 2± 8% for the flat pole
and 2± 20% for the pointed pole, the pointed pole showed differences as high as 75% at
z < 2 mm.

Although the pointed pole piece was able to probe a larger force range than the flat
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Figure 5.10: Magnetic flux density in the z-direction at different points along the x-axis.
The black circles are for the pointed pole piece and the blue crosses for the flat pole piece.
The values were calculated at a distance 10 mm from the pole pieces along the z-axis.
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Figure 5.11: Graph to show the percentage difference in vertical force between positions
x= 0 mm and x= 0.5 mm as a function of distance from the magnet for the pointed pole
piece (black circles) and flat pole piece (blue crosses).
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Figure 5.12: B field as a function of distance from the magnet. The blue crosses represent
experimental data that were obtained with a GM10 Hall probe and the black circles were
obtained by FEMM theoretical analysis.

pole piece, the degree of non-uniformity in Bz and Fz along the x-axis was not suitable
for the microscope’s 1 mm2 viewing area. Instead, the flat pole piece was selected for
the final design as it produced more uniform values of Bz and Fz over the viewing area.
However, this uniformity came at the expense of a lower magnetic field gradient and peak
Fz, compared to the pointed pole piece.

5.3.2 Force calibration

The magnet used for the force spectroscopy experiments detailed in this chapter was
constructed from four NdFeB cylindrical magnets. Each magnet was 10 mm in diameter
and 5 mm in height. The four magnets were poled and stacked along the z-axis to create a
cylindrical magnet 10 mm in diameter and 20 mm in height. Stacking the magnets in this
way increased the magnetic field strength at the pole, however, increasing the number of
magnets above four offered no further increase in the magnetic field strength.

The magnetic field of the magnet stack was measured at different points along the z-
axis in order to calibrate the vertical force applied to the magnetic beads. The results are
shown in Figure 5.12, where the black circles represent data obtained from the FEMM
analysis and the blue crosses from measurements of the magnetic field with a GM08
gaussmeter (Hirst Magnetic Instruments, Ltd. Falmouth, UK). Good agreement can be
seen between the theoretical and experimental data, although the data from the two meth-
ods diverge at magnet distances of less than 3 mm. The FEMM analysis predicted a
maximum field strength of 373 mT while the maximum field strength was measured to be
439 mT. A possible explanation for this is that the hall probe measured the x, y and z-
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Figure 5.13: Graph to show the percentage of the x and y-components of B to the z-
component along the z-axis. The black circles are for predicted data along the z-axis at
x= 0 mm and the blue crosses at x= 0.5 mm.

components of B, whereas the FEMM analysis only predicted Bz. To test this, Bx,y was
measured as a percentage of Bz along the z-axis. The results are shown in Figure 5.13 and
it can be seen that Bx,y is a maximum of 1% of Bz along the z-axis, a negligible amount.
Instead, it is thought likely that differences between the real and predicted magnets, such
as imperfections in the real magnets, may be the cause of the differences in the measured
magnetic flux density.

Figure 5.13 also shows Bz/Bx,y as a percentage along the z-axis at x= 0.5 mm. It
can be seen that the maximum value of Bz/Bx,y is 4%. Bx,y can therefore be consid-
ered negligible throughout the studied z-range, which means that when calculating Fz,
Bx,y,z ≈ Bz.

The gradients from the magnetic field densities shown in Figure 5.12 were then used
to calculate the force on the M270 2.8µm diameter beads by use of Equation (2.3.1). The
calculated vertical forces are shown in Figure 5.14. Although the measured and theoretical
values are in good agreement over most of the z-range studied, the experimental values
showed a maximum force of 325 pN while the FEMM analysis showed only 120 pN.

The force on a bead is predicted by Equation (2.3.1) to depend on its volume. M270
beads were selected as they are highly monodisperse, which meant that the magnetic
force would be expected to remain approximately constant for each bead. In order to
test this, the average size of the beads were measured with the microscope as a func-
tion of Fz. ImageJ counting software [85] was used to analyse the number of beads in
the focal plane. The mean cross-sectional bead area of 1500 beads was measured to be
6.150± 0.005µm2, in excellent agreement with the manufacturer’s value of 6.154µm2.
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Figure 5.14: Force calibration curve for the magnetic tweezers with M270 2.8µm diame-
ter beads. The black circles are calculated from the FEMM analysis and the blue crosses
from the experimental data.

-3

-2

-1

 0

 1

 2

 3

 0.001  0.01  0.1  1  10  100  1000
 40

 50

 60

 70

 80

 90

 100

D
e
v
ia

ti
o
n
 f
ro

m
 m

e
a
n
 b

e
a

d
 a

re
a
 (

%
)

B
e
a
d

 f
ra

c
ti
o

n
 (

%
)

log(Fz) (log[pN])

Figure 5.15: Percentage deviation from the mean bead area as a function of force (black
circles, left axis). The bead fraction is also shown as a function of force (blue crosses,
right axis).

144



5.4. EXPERIMENTAL METHOD

The percentage deviation in bead area from the mean can be seen in Figure 5.15 to be a
maximum of approximately 2.5% over the force range 0.005 pN to 250 pN. If the beads
were more polydisperse then the average area of the beads would be expected to decrease
at higher forces due to the removal of the larger beads, which would experience more
force. The 2.5% uncertainty in the bead area implies that the percentage uncertainty in
the bead volume, and hence the uncertainty in the force experienced by a bead due to its
size, is approximately 5%.

5.4 Experimental method

5.4.1 Effect of buffer ionic strength on bare beads

The M270 beads were prepared by diluting them in 3 ml of PBS (pH 5 20 mM ionic
strength). The bead solution was then left to mix in an Eppendorf tube for 20 minutes on
a rotating platform. A NdFeB permanent magnet was then used to pellet the beads so that
they could be separated from the supernatant with a pipette before another 3 ml of PBS
was added to the beads. This washing procedure was repeated 3 times in order to remove
the surfactant that the beads were stored in.

After the beads had been thoroughly washed they were placed into 4 Eppendorf tubes,
separated from solution and then mixed in either 20 mM, 50 mM, 100 mM or 150 mM
ionic strength PBS solutions of pH 7.4.

The prepared beads were presented to the surface of uncoated Ibidi µ-slides and al-
lowed to settle for 30 minutes. The 10x lens was then adjusted until the beads at the
slide surface were in the focal plane of the lens. An image was then captured with the
CCD camera. The upwards force on the beads was then increased by moving the per-
manent magnet closer with the traveling stage. After the magnet had been positioned the
beads were allowed to equilibrate for 60 seconds before another image was taken. ImageJ
counting software was used to count the number of beads at each magnet position.

The effect of buffer ionic strength on bare beads on the hydrophobic Ibidi slide sur-
face can be seen in Figure 5.16. Figure 5.16 clearly shows that increased ionic strength
allows a greater proportion of beads to be removed from the surface. This suggests
that electrostatic forces between the bead and hydrophobic surface are important. At
higher ionic strengths, the salt ions screen the electrostatic interactions between the beads
and surface, which means that less force is required to pull the beads from the surface.
In order to reduce the interaction between the magnetic beads and the surface, the an-
tibody/antigen force spectroscopy experiments were performed in buffer with an ionic
strength of 150 mM.

At least 500 beads were imaged for each experiment and each experiment was re-
peated at least 3 times. Errors were calculated from the standard deviations of the repeated
results.
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Figure 5.16: Graph to show the percentage of bare beads removed as a function of mag-
netic force for different ionic strengths: 20 mM (green squares), 50 mM (black circles),
100 mM (blue croses) and 150 mM (red stars). All buffers were set to pH 7.4.

5.4.2 Effect of BSA concentration on BSA coated beads

Washed beads were mixed in a solution of 0.25 mg/ml BSA for 1 hour on a rotating
platform. The beads were separated from the solution by use of a magnet and pipette and
were washed in 4 ml of PBS, this was repeated 3 times. Ibidi µ-slide surfaces were coated
with BSA concentrations of either 0 mg/ml, 0.025 mg/ml or 0.1 mg/ml. Each concentra-
tion was allowed to adsorb for 30 minutes before the BSA coated beads were introduced
and allowed to settle for 30 minutes.

After the BSA coated beads had settled, the permanent magnet was moved towards
the experimental surface in order to vary the magnetic force on the beads. Images were
taken at the different forces after waiting 60 seconds for the beads to equilibrate. From
Figure 5.17 it can be seen that the BSA coated beads strongly adhere to the bare, hy-
drophobic surface. Even with a force of 250 pN it was possible to remove only 25% of
the coated beads.

The non-specific binding between the coated beads and surface was reduced by coat-
ing the surface with BSA. For surfaces coated with 0.025 mg/ml and 0.1 mg/ml the bead
fraction was reduced to 50% and 20% respectively at a force of 250 pN. The results sug-
gest that BSA adsorption is required on both surfaces in order to reduce the amount of
non-specific binding between the coated beads and surface.
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Figure 5.17: Graph to show the percentage of BSA coated beads removed as a function of
magnetic force for BSA coated surfaces of 0 mg/ml (black circles), 0.025 mg/ml (green
stars) and 0.1 mg/ml (blue crosses). The red squares represent bare beads on a bare sur-
face, as for Figure 5.16. All buffers were set to pH 7.4 and 150 mM ionic strength.

5.4.3 Antibody/antigen force spectroscopy

Each Ibidi slide had 6 experimental capillaries with separate inlet and outlet tubes.
The capillaries of the Ibidi µ-slides were coated with 0.1 ml of either 1 mg/ml of anti-α-
hCG or 1 mg/ml of anti-β-hCG. The antibodies were allowed to adsorb for 1 hour before
the slides were washed with 3 ml of PBS buffer. 0.1 ml of 0.05 mg/ml BSA solution was
then added to each capillary in order to block surface areas not coated with antibody. The
slides were sealed with parafilm and placed in a 4◦C fridge overnight. Before use, each
capillary was washed with a further 1 ml of PBS.

Washed beads were placed in an Eppendorf tube with 1 ml solution of either 1 mg/ml
anti-α-hCG or 1 mg/ml of anti-β-hCG and mixed on a rotating platform for 1 hour. After
mixing, the beads were pelleted with a magnet and the supernatant was removed with a
pipette. The pelleted beads were then mixed with 4 ml of PBS on a rotating platform for
20 minutes. The beads were then pelleted and the buffer was removed and replaced with
another 4 ml of PBS. This step was repeated twice more in order to remove non-adsorbed
antibodies from the bead solution. After the beads were pelleted, all but approximately
50µl of supernatant was removed from the Eppendorf tube. Thus, after one wash and
introduction of 4 ml PBS, the concentration of free antibody in the supernatant was re-
duced to 0.0125 mg/ml and to a negligible concentration of 0.25 ng/ml after 4 washes.
0.05 mg/ml of BSA was then mixed with the beads and washed in the same way as for
the antibodies, in order to block empty spaces on the bead surfaces. Finally, the antibody
coated beads were added to a 0.002 mg/ml of hCG antigen. This level of hCG was enough
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to almost fully saturate the antibody binding sites on the particle. The hCG was mixed
with the beads and washed from solution in the same way as for the antibodies and BSA.

Anti-α-hCG beads were added to the anti-β-hCG coated capillaries and allowed to
settle for 30 minutes. The same was done for anti-β-hCG beads and anti-α-hCG capillar-
ies. Two different control experiments were performed. For the first control, anti-α-hCG
beads that had not been mixed with hCG were added to the anti-β-hCG coated capillar-
ies, the lack of hCG prevented immuno-links between the beads and surface. The second
control introduced anti-β-hCG beads to anti-β-hCG coated capillaries. In this control no
immuno-link could be formed between bead and surface as the mono-clonal antibodies
both competed for the same hCG epitope. The beads were then viewed with a 10x lens
and a CCD camera.

The CCD camera was then used to take images of the settled beads at different magnet
positions. Each time the magnet was moved the beads were given 60 seconds to equili-
brate before an image was taken. ImageJ counting software was used to count the number
of beads in each image. Figure 5.1 shows the bead positions at high and low values of Fz.
It can be seen that as the magnet is moved closer, and the vertical force on the beads is in-
creased, the immuno-links between the beads and surface are broken and the beads move
out of the focal plane. Repeated experiments were performed on different capillaries of
the Ibidi slide in case the specific binding mechanism had been damaged by the previous
experiment.

5.4.4 Detachment curves for immuno-linked beads

Additionally, detachment curves were produced with the following method. Anti-
α-hCG beads, mixed with hCG, were added to the anti-β-hCG coated capillaries and
allowed to settle for 30 minutes. Beads and surfaces were prepared with the same method
and with the same concentrations and solutions as discussed in Section 5.4.3.

A constant force of 1 pN was then applied to the settled beads for 10 minutes in order
to overcome the buoyant weight (0.04 pN) of, and remove from the surface, any beads
that had not been immuno-linked to the surface. The traveling stage was then used to
move the magnet to apply a force of 50 pN to the beads and the CCD was used to capture
images for 40 seconds at 60 fps. This was repeated for forces of 100 pN and 150 pN. Each
experiment was performed on a different capillary and was repeated 3 times.

5.5 Results and discussion

Figure 5.18 shows the percentage of immuno-linked beads on the Ibidi slide surface
remaining as a function of Fz. A clear difference between the control experiment and
immuno-linked bead experiments can be seen, which confirms that antibody/antigen bind-
ing did occur and did increase the force between the surface and beads. The results show
that the anti-α-hCG coated beads on anti-β-hCG coated surface required more force to
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Figure 5.18: Graph to show the percentage of beads removed as a function of magnetic
force for immuno-linked beads and control beads (red stars). The black circles repre-
sent data from anti-α-hCG coated beads with anti-β-hCG coated surfaces, while the blue
crosses represent data from anti-β-hCG coated beads with anti-α-hCG coated surfaces.

pull the beads from the surface than the anti-β-hCG coated beads on anti-α-hCG coated
surface. The reasons for this unexpected result are not clear. An anti-α-hCG/hCG/anti-β-
hCG bond linked the beads to the surface in each experiment, therefore the beads in each
experiment should have been removed from the surface at the same rate. More experi-
ments are required to investigate this result.

In order to approximate the binding force between hCG and its antibodies the follow-
ing assumptions were made: non-specific adsorption was negligible and that the strength
of each antibody/antigen bond was equal and of constant magnitude throughout the ex-
periment. Unlike in previous studies [128, 129], the effects of steric hindrance, caused
by the surface packing density of the adsorbed antibody, were not assumed to be negli-
gible. Instead, it was assumed that the antigen surface coverage had a constant value of
0.17 mg/m2 for each bead. This appeared to be a reasonable assumption as Figure 4.36
showed that the surface coverage of hCG was approximately constant at 0.17 mg/m2 and
was largely independent of antibody surface coverage. As the antigen binding ratio was
shown to decrease with antibody surface coverage in Figure 4.37, it was also assumed
that the binding ratio for hCG at the surface would be low, most likely as low as 0.05
due to the high concentration of antibody used to coat the Ibidi surfaces. Therefore, the
total hCG surface coverage that was available to form an immuno-link between a bead
and surface was 0.0085 mg/m2.

Not every bound antigen on a bead was thought able to bind with an antigen on the
surface, as only a small area of the bead was in contact with the surface. The size of
this contact area was estimated by assuming that the bead contact area was formed by a
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Figure 5.19: The cap of the magnetic bead forms a contact area with the surface. Anti-
body immuno-links are only possible between antibodies inside the contact area. BSA
molecules not shown for clarity.

spherical cap of a height (h) and radius rh determined by the thickness of the adsorbed
antibody/antigen layer. Antibody/antigen pairs outside of this contact area were thought
to be too far apart to bind to antibodies on the surface, as shown in Figure 5.19. The
surface area of the cap (Acap) was found by use of:

Acap = π(r2h + h2) (5.5.1)

where rh is calculated from the bead radius, R,

rh =
√
h(2R− h). (5.5.2)

A previous study by Gao and Jin [128] used a similar method to calculate the force per
antibody/antigen pair. Gao and Jin used the long-axis of their studied antibody (goat anti-
human IgG) to determine the value of h. However, the DPI and NR data, Figure 4.17 and
Table 4.3 respectively, show that the antibody typically adsorbs in the flat-on orientation
and that the antigen binds inside this layer and does not increase the thickness of the film
by a significant amount. Therefore upper and lower limits for the value of h were based
on the thickness of flat-on adsorbed antibody layers. The upper value of hwas set as 8 nm,
equal to the flat-on adsorbed thickness of two antibody films, one film on the bead and
the other on the surface with half of the antigen inside each layer. The lower value of h
was set as 4 nm and it was assumed that after the bead and surface had come into contact,
the bead and surface antibody films interlocked to create a dense, mixed layer. From the
upper and lower limits of h and the hCG molecular weight of 38 kDa, the minimum and
maximum numbers of immuno-links per bead were calculated to be 4 and 11 respectively.

The average force required to remove an immuno-linked bead from the surface was
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Figure 5.20: Remaining percentage of immuno-linked beads as a function of time for a
constant force of 50 pN (blue), 100 pN (black) and 150 pN (red).

defined as the value of Fz at which 50% of the immuno-linked beads had been removed
from the surface. From Figure 5.18 it can be seen that a force of 150 pN was required
to remove 50% of the anti-β-hCG coated beads. For the anti-α-hCG coated beads it was
necessary to extrapolate from 150 pN to determine the average removal force, which was
found to be approximately 175 pN. The force per immuno-link was calculated for the anti-
β-hCG coated beads to have an upper limit (4 immuno-links per bead) of 37.5 pN and a
lower limit (11 immuno-links per bead) of 13.6 pN. The immuno-links between the anti-
α-hCG coated beads and anti-β-hCG coated surface had an upper limit on the strength of
adhesion of 43.8 pN and a lower limit of 15.9 pN.

The Bell equation demonstrates that measured force constants critically depend on
observation times, a result of non-equilibrium thermodynamics [53]. The constant force
generated by the magnetic tweezers allowed the dissociation rate constant (kd(F )) of
the anti-α-hCG/hCG/anti-β-hCG complex to be investigated as a function of force. The
number of beads on the Ibidi surface was counted as a function of time at Fz values of
50 pN, 100 pN and 150 pN. Figure 5.20 shows that the rate at which beads were removed
from the surface was dependent on the force applied to the beads.

The value of kd for a single species of intermolecular interaction can be calculated
from the number of beads remaining on the surface (N ) as a function of time (t)

N(t) = N(0) exp(−tkd(F )). (5.5.3)

Equation (5.5.3) was applied to the experimental data obtained from each force. Fig-
ure 5.21 shows that the monoexponential model described in Equation (5.5.3) provided
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Figure 5.21: Immuno-linked beads as a function of time for a constant force of 50 pN.
The best fitting monoexponential is displayed as the green line and the best fitting biex-
ponential as the black line.

a poor fit to the experimental data. The poor fit offered by Equation (5.5.3) suggested
that there were multiple species of interactions between the immuno-linked beads and
surface. If multiple species of interactions are thought to exist between the beads and
surface then N is given by a sum of monoexponentials. For two species of interactions,
Equation (5.5.3) becomes a biexponential,

N(t) = A exp(−tkd,A(F )) +B exp(−tkd,B(F )) (5.5.4)

where A and B are the respective number of beads initially bound to the surface by the A
and B species of interaction.

The biexponential model provided a far better fit to the 50 pN experimental data than
the monoexponential model. The same was true for the 100 pN and 150 pN data, shown
in Figure 5.22 and Figure 5.23 respectively. The fitted biexponentials showed that at
50 pN 98% of the interactions were species A and 2% were species B. The percentage
of species B increased with force to 5% at 100 pN and 7% at 150 pN. A triexponential
model was also fitted to the data to represent a third species of interaction between the
bead and surface. However, the triexponential did not provide a significantly better fit
than the biexponential and was rejected. Multiple interaction species between ligands and
receptors have also been experimentally observed by Shang et al [132] and Danilowicz et
al [133].

The value of the dissociation constant at zero force (kd(F = 0)) was calculated for
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Figure 5.22: Immuno-linked beads as a function of time for a constant force of 100 pN.
The best fitting monoexponential is displayed as the green line and the best fitting biex-
ponential as the black line.
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Figure 5.23: Immuno-linked beads as a function of time for a constant force of 150 pN.
The best fitting monoexponential is displayed as the green line and the best fitting biex-
ponential as the black line.
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Figure 5.24: The natural logarithm of the measured dissociation rates of interaction
species A (black) and B (blue) is shown for the studied forces. The solid lines repre-
sent the best fit to the experimental data obtained from Equation (5.5.4). For species B,
the model was fit using the lower limit of the 50 pN data point.

each species by use of Equation (1.5.3), rewritten as:

ln[kd(F )] = ln[kd(F = 0)] + Fr/kbT (5.5.5)

where r is the effective length of the interaction, kb is the Boltzmann constant and T is
the temperature of the system (291 K). The natural logarithms of the measured values
of kd(F ) were plotted as a function of force for each species, shown in Figure 5.24. For
species A, kd(F = 0) was found from the intercept of the fitted line to be (3±1)× 10−4 s−1.
The interaction length was calculated from the gradient of the fitted line and was found to
equal 0.06± 0.03 nm. Uncertainties were calculated from differences between the exper-
imental data and fit. Due to the large uncertainty on the measured kd(F = 50) of species
B (the second smaller dynamic process) it was not possible to obtain accurate values for x
and kd(F = 0). The large uncertainty was due to the small population of beads in species
B. For the fit shown in Figure 5.24 only the lower limit of kd(F = 50) was used in order
to prevent the calculated kd from decreasing with force. For species B, kd(F = 0) was
calculated to have a value of 0.2± 0.5 s−1 and an interaction length of 0.02± 0.04 nm. In
comparison, the value of kd(F = 0) for streptavidin/biotin was measured with AFM by
Yuan et al to be 1.67× 10−5 s−1 [136] with an interaction length of 0.49 nm. However,
these values were found to depend on the force loading rate, making direct comparisons
between experiments difficult. At a higher loading rate, Yuan et al measured kd(F = 0)

to be 2.09× 10−5 s−1 with an interaction length of 0.05 nm. A study with micro-pipettes
measured the IgG/protein A interaction to be much weaker with a kd(F = 0) of 0.014 s−1
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but with a longer interaction length of 0.96 nm [137].
The calculated interaction length of species A (r = 0.06 ± 0.03 nm) appears small

when compared to the bond lengths of individual hydrogen bonds (r ≈ 0.2 nm), covalent
bonds (r ≈ 0.2 nm) or van der Waals interactions (r ≈ 0.4 nm for κ−1 = 0.8 nm) [53].
This is likely to be a result of the complexity of the antibody/antigen interaction, which
will be comprised of a variety of interactions, some of which will be attractive and some
of which will be repulsive. The Bell equation gives a simple average of all of these
interactions.

5.6 Conclusions

A magnetic tweezer system was designed and built in order to measure the specific an-
tibody/antigen binding force. The magnetic tweezers were constructed from a permanent
magnet that was placed on a travelling stage so that the distance, and force, between the
magnet and magnetic bead samples could be varied. The magnet and stage were mounted
on a microscope so that images of the magnetic beads could be captured with a camera in
order to count the number of beads removed from the experimental surface.

A detailed comparison between flat and pointed magnetic pole pieces was carried out
with FEMM software. The analysis showed that the pointed pole piece offered a larger
force range than the flat pole piece. However, the flat pole piece was selected for the final
design as it offered a more homogeneous magnetic field, which was required in order to
maximise the number of imaged magnetic beads.

Antibody/antigen force spectroscopy measurements were then performed with the
magnetic tweezer system. It was found that the antibodies and antigens formed immuno-
links between the magnetic beads and experimental surface. Each bead was calculated to
be anchored to the surface by between 4 and 11 immuno-links. The force per immuno-link
was estimated to be between 13.6 pN and 43.8 pN.

In addition, bead detachment curves were obtained that revealed two species of inter-
action between the antibody/antigen linked beads and surface. The dissociation constant
of the strong antibody/antigen interaction was found to equal (3±1)× 10−4 s−1 and had
an interaction length of 0.06± 0.03 nm. The low population of beads bound to the surface
by the second, weaker interaction meant that it was not possible to obtain accurate values
of the dissociation constant and interaction length of the second weaker interaction.
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CHAPTER

SIX

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

Interfacial adsorption of proteins is fundamental to the development of biocompati-
ble materials and biomedical devices and diagnostics. The work presented in this thesis
describes how techniques such as dual polarisation interferometry (DPI) and neutron re-
flectivity (NR) can be used to measure the interfacial structure of adsorbed protein layers.

BSA is commonly used in biomedical devices as a blocking agent to prevent the non-
specific adsorption of proteins to a surface. DPI and NR were used to investigate the
effects of pH and protein concentration on BSA adsorption. It was found from both
techniques that the adsorbed layer thickness and surface coverage increased the closer the
pH was to the isoelectric point of BSA; pH 5. The layer thickness and surface coverage
also increased with concentration.

There have been few studies that compare DPI and NR results for protein adsorption
on the same surface and in the same buffer conditions. Our results show that DPI and
NR provided similar surface coverage data, even when using a two-layer model to fit the
NR data. Thus DPI, a relatively inexpensive bench-top technique, can provide reliable
protein surface coverage measurements that can be used to complement more expensive
NR studies.

DPI is also able to reliably measure the thickness of thin films, a huge advantage
over techniques such as ellipsometry. DPI measured thicknesses were compared with
NR results that were analysed with both single- and two-layer models. Although the
DPI measured thicknesses were close to those obtained by the single-layer NR model,
large differences were observed between the DPI and two-layer NR measured thicknesses.
Two-layer models were required to adequately fit the NR data above concentrations of
0.1 mg/ml. The uniform-layer model used by DPI was observed to be less sensitive to low
density regions than NR.

In addition, the time resolution of DPI was sufficient to obtain kinetic data, which were
used to investigate the Langmuir and RSA adsorption models. The Langmuir model was
found to fit BSA concentrations of 0.25 mg/ml or less, where the interactions between the
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adsorbed proteins were insignificant. Above 0.25 mg/ml the surface coverage was high
enough for interactions between the adsorbed molecules to limit the adsorption rate of
further proteins. Thus the RSA model proved the better fit to the data above concentrations
of 0.25 mg/ml.

At long adsorption times, the RSA predicts an approach to a jamming limit that has
a characteristic t−0.5 dependency on time (t). For the approximately spherical proteins of
BSA and transferrin it was found that their respective approaches to the jamming limit had
relationships of −0.5048 ± 0.0007 and −0.4968 ± 0.0006, in excellent agreement with
the predicted value. The RSA model could therefore be used to optimise the adsorption
times of spherical blocking proteins that are used in immunoassays. This information
could be used to reduce the production costs of commercial immunoassays.

DPI and NR were then used to investigate the interfacial structure of a simplified hu-
man pregnancy immunoassay. The immunoassay was built in steps so that the adsorption
of each protein could be accurately monitored. DPI showed that both the surface cov-
erage and thickness of the adsorbed anti-α-hCG antibody increased with bulk antibody
concentration. For the bulk concentration range studied, the antibody adsorption closely
followed the Langmuir protein adsorption model.

Both DPI and NR provided evidence of BSA/HSA insertion into the gaps on the sur-
face between the antibody molecules. This suggests that albumin adsorption is an excel-
lent method to reduce the non-specific adsorption of target antigens to the immunoassay
test surface. DPI control experiments also showed that, at sufficient concentrations, BSA
can reduce non-specific hCG adsorption to negligible amounts.

The antibody/antigen binding ratio was also investigated with both techniques. It was
found that the total amount of antigen that specifically bound to adsorbed antibodies was
independent of the antibody surface coverage. The amount of bound antigen remained
constant at approximately 0.17 mg/m2. However, the antibody/antigen molar binding ratio
was dramatically reduced at high antibody surface coverage, even though the antigen
was available in excess. The high surface packing density of molecules at high surface
coverage was thought to make the antibody Fabs inaccessible to antigen molecules. The
results imply that above a certain antibody surface coverage there is no advantage in the
adsorption of more antibody molecules.

Kinetic data from the DPI were also used to measure the rate of BSA adsorption onto a
surface pre-coated with antibody. It was found that a pre-adsorbed antibody film acceler-
ated the rate of BSA adsorption when compared to BSA adsorption onto an empty surface.
This effect was attributed to the formation of antibody clusters on the surface. Antibody
clusters formed when the adsorption time of the antibody was of sufficient duration. Since
the antibody surface packing density had a negative impact on the antibody/antigen bind-
ing ratio, immunoassays should introduce the BSA as soon as possible after antibody
adsorption in order to prevent antibody clustering, which would cause localised areas of
high surface packing density.
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There have been few studies to investigate the binding force between hCG and its
antibodies. To remedy this, a magnetic tweezer system was designed and built in order to
measure the specific antibody/antigen binding force. FEMM analysis software was used
to compare different pole pieces and it was found that a flat pole piece offered a more
homogeneous magnetic field, which was required in order to maximise the number of
imaged magnetic beads.

Antibody/antigen force spectroscopy measurements were then performed with the
magnetic tweezer system. The antibodies and antigens were used to immuno-link mag-
netic beads to the experimental surface. Each bead was calculated to be anchored to the
surface by between 4 and 11 immuno-links. The force per antibody/antigen immuno-link
was estimated to lie between the values of 13.6 pN and 43.8 pN.

In addition, immuno-link detachment as a function of time was investigated at three
different forces. It was found that the beads were anchored to the surface by both a strong
and a weak interaction. The dissociation constant of the strong antibody/antigen interac-
tion was found to equal (3±1)× 10−4 s−1 and had an interaction length of 0.06± 0.03 nm.
The low population of beads bound to the surface by the second, weaker interaction meant
that it was not possible to obtain accurate values of the dissociation constant and bond
length of the second weaker interaction.

6.2 Future work

A recent paper by Giamblanco et al showed that the co-adsorption of fibronectin with
HSA caused the fibronectin to be oriented so that specific binding between it and fib-
rinogen was increased [138]. The co-adsorption of antibody with BSA or HSA could
therefore be used to orient the adsorbed antibodies so that their Fabs are more accessible
to hCG antigen. This could result in an increased antibody/antigen binding ratio. DPI and
NR should be used to investigate this.

The history dependence of antibody adsorption was investigated in Section 4.4.2 and
it was shown that adsorbed antibodies form clusters when given sufficient time. Clustered
antibodies will produce localised regions of high surface packing density. The findings
from Section 4.4.4 suggest that these antibody clusters are therefore likely to have low
AgBC compared to evenly distributed antibodies. Thus, the prevention of antibody clus-
tering may help immunoassay manufacturers to increase the AgBC, and hence the sensi-
tivity, of immunoassys. Combined DPI and NR studies should therefore be performed to
measure the AgBC of adsorbed antibodies as a function of the antibody adsorption time.
Such experiments should be relatively trivial to perform as the history dependence seems
to be of the order of several minutes. As the clustering occurs after adsorption, it seems
plausible that the clustering will also depend on the surface chemistry of the substrate.

More information about the interaction between antibody and antigen could be ob-
tained from the magnetic tweezers. For example, the magnetic tweezers could be used to
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Figure 6.1: Schematic diagram of future assay design. Panel 1. The beads are allowed
to settle onto the test surface. If hCG is present then beads will become immobilised on
the test surface. The number of immobilised beads is proportional to the amount of hCG
present. Panel 2. The test is exposed to a magnetic field (produced by switching on a
solenoid or by introducing a permanent magnet) that is sufficient to remove any un-bound
beads from the GMR’s sensing range. The GMR sensor will record a magnetic field equal
to the permanent magnet’s field plus the small fields produced by the magnetised bound
beads. Thus, the magnetic field recorded by the GMR sensor is proportional to the amount
of hCG.

investigate the effects of repeated breaking and reforming of immuno-links.
The sensitivity of the pregnancy immunoassay could be improved upon. The devel-

opment of giant magnetoresistance (GMR) sensors means that they will become a viable
method of creating new forms of assays. For example, modern pregnancy tests use optical
methods to detect the number of latex spheres that become bound to the test strip due to
the formation of an hCG/antibody sandwich. By replacing the latex beads with magnetic
beads, and applying a weak magnetic field that provides sufficient force to remove only
un-bound beads, it would be possible to measure the remaining magnetic field with a
GMR. This field would be composed of the magnetism of the bound beads as well as the
external field. An example is given in Figure 6.1.
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