Accelerated radiation damage test facility using a 5 MV tandem ion accelerator
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ABSTRACT

We have developed a new irradiation facility that allows to perform accelerated damage tests of nuclear reactor materials at temperatures up to 400 °C using the intense proton (< 100 μA) and heavy ion (≈ 10 μA) beams produced by a 5 MV tandem ion accelerator. The dedicated beam line for radiation damage studies comprises: (1) beam diagnosis and focusing optical components, (2) a scanning and slit system that allows uniform irradiation of a sample area of 0.5–6 cm², and (3) a sample stage designed to be able to monitor in-situ the sample temperature, current deposited on the sample, and the gamma spectrum of potential radio-active nuclides produced during the sample irradiation. The beam line capabilities have been tested by irradiating a 20Cr–25Ni–Nb stabilised stainless steel with a 3 MeV proton beam to a dose level of 3 dpa. The irradiation temperature was 356 °C, with a maximum range in temperature values of ± 6 °C within the first 24 h of continuous irradiation. The sample stage is connected to ground through an electrometer to measure accurately the charge deposited on the sample. The charge can be integrated in hardware during irradiation, and this methodology removes uncertainties due to fluctuations in beam current. The measured gamma spectrum allowed the identification of the main radioactive nuclides produced during the proton bombardment from the lifetimes and gamma emissions. This dedicated radiation damage beam line is hosted by the Dalton Cumbrian Facility of the University of Manchester.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Structural materials used for in-core fission reactor components face the challenge of maintaining their internal structure and integrity during their expected lifetime under extremely demanding conditions of elevated temperatures, intense radiation fields, high stress levels and aggressive coolants [1]. The potential life extension of the current nuclear reactor fleet or the realization of advanced fission and fusion reactors concepts [2–4] will require those materials to remain stable at even higher operating temperatures ( < 1000 °C) undergoing radiation damage levels above 50 displacements per atom (dpa) in the presence of alternative coolants (e.g. molten salts or liquid metals), and witnessing an increased production of hydrogen and helium (one to several hundreds of appm/dpa). This can potentially cause complex structural phenomena, such as irradiation creep, void swelling, phase instabilities or enhanced high-temperature helium embrittlement [5–7]. The occurrence of any of these radiation-induced structural phenomena and their effect on the material’s properties should be predicted reliably, and consequently implemented into reactor design codes and assessment procedures for lifetime extensions [8,9].

In order to reach the sufficient level of reliability in our mechanistic understanding of radiation-induced structural processes in in-core reactor materials, we would need to accumulate relevant experimental data based on material tests under equivalent service conditions. Ideally we would aim to perform those tests using test reactors that would provide a similar neutron flux and energy spectrum. Unfortunately, access to those test reactors is limited, the feasible experiments would be lengthy and would yield highly active samples, whose post facto structural and mechanical characterization would require the use of specialised equipment in active labs. The possibility of using ion accelerators to simulate neutron damage emerged in the 1960s to study the potential changes in structure and properties of structural materials used in light water reactors [10]. The use of charged particles...
as a surrogate for neutron damage opens the door to perform accelerated studies of radiation damage in reactor-relevant materials with systematic variations of experimental conditions and reduced levels of sample activation [11,12]. This approach has recently been validated by comparing the radiation-induced defect structures in a ferritic/martensitic steel generated by heavy ions and neutrons [13], and also by assessing the irradiation assisted stress corrosion cracking behaviour in proton- and neutron-irradiated stainless steels [14]. Standard practices of using ion beams to emulate neutron damage have also been developed by the international community [15].

In this paper, we report the development of a new experimental facility to perform accelerated radiation damage experiments using the 5 MV tandem ion accelerator installed at the Dalton Cumbrian Facility (DCF) of The University of Manchester. DCF is accessible to potential users via the UK National Nuclear Users Facility network (www.nnu.ac.uk). This facility allows systematic radiation damage studies of structural materials at controlled conditions of temperature, total dose and dose rate, using an intense beam of either light ions (H, He) or a range of heavy ions. We describe briefly the main accelerator and beam line components that yield a well-defined ion beam at the sample position, and afterwards we provide detailed information about the end station development, and how we measure the sample temperature, total charge deposited on the sample and potential activation levels using on-line gamma spectrometry. The capabilities of this irradiation facility have been tested by irradiating 20Cr–25Ni–Nb stabilised stainless steel, namely 20/25 stainless steel, used in UK Advanced Gas Reactor claddings [16] up to 3 dpa with a 3 MeV proton beam. The detailed characterization of the damage structure will be published in a future article.

### 2. Ion beam generation and conduction to the sample position

The ion beams used for radiation damage studies at DCF are produced using a 5 MV tandem Pelletron ion accelerator, in combination with the following negative ion sources: (1) A Source of Negative Ions by Caesium Sputtering (SNICS source) that produces heavy ion beams with a current of \( \approx 10 \, \mu A \) by bombarding the selected cathode material with Cs\(^+\) ions [17,18]; (2) A TORoidal Volume Ion Source, i.e. TORVIS, where gas (H or He) is ionised by the plasma produced by a tungsten filament [19]. Due to the low electron affinity of helium, He\(^+\) ions are first produced in the TORVIS source, and then passed through a Rubidium charge exchange cell to produce He\(^+\)/He\(^{3+}\) ions [20]. The TORVIS source is capable of delivering negative ion beam currents up to 100 \( \mu A \) (H) or 15 \( \mu A \) (He). The ion beam is extracted from the operative line is observed using a Faraday cup. A rotating wire beam profile monitor (BPM) is then used to observe the beam profile. A quadrupole magnet is then used to re-focus the beam to a size of approximately 4–5 mm at the sample position.

### 3. Beam profile at the sample position

The beam profile at the end of the line is observed using a quartz scintillator slide before the sample position. Additionally, we achieved a uniform irradiation of a total sample area of 0.5–6 cm\(^2\) by using a beam scanner in combination with a set of four independent slits, both installed between the quadrupole magnet and the sample position.

---

**Table 1**

Experimental capabilities of selected ion accelerator facilities used for radiation damage studies of nuclear materials [32–36]. \( p \)- protons, HI- heavy ions. Values in brackets are for accelerator to be installed by September 2015.

<table>
<thead>
<tr>
<th>Facility</th>
<th>Primary beam</th>
<th>Dual Beam</th>
<th>Triple beam</th>
<th>Thermal control (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dalton Cumbrian Facility (DCF)</td>
<td>( p ) 10 MeV 100 ( \mu A ) He 15 MeV 15 ( \mu A ) HI 10 ( \mu A )</td>
<td>( p ) 3 MeV</td>
<td></td>
<td>ambient – 400</td>
</tr>
<tr>
<td>Michigan Ion Beam Laboratory (MIBL)</td>
<td>( p ) 3.2 MeV 70 ( \mu A ) HI 3 MV 100 ( \mu A )</td>
<td></td>
<td></td>
<td>– 180 – 600</td>
</tr>
<tr>
<td>JANNUS Saclay</td>
<td>( p ) 6 MeV 0.5 ( \mu A ) HI 2 MV 100 ( \mu A )</td>
<td>HI 450 keV 1 ( \mu A )</td>
<td>✔ 2.5 MeV 40 ( \mu A )</td>
<td>– 195 – 850</td>
</tr>
<tr>
<td>DURTE/EHMAS Kyoto University</td>
<td>( p ) 72 MeV 50 ( \mu A ) HI e.g. Si 6.8 MeV 100 ( \mu A )</td>
<td>HI e.g. Ar 5 keV 40 ( \mu A )</td>
<td>✔</td>
<td>– 270 – 1500</td>
</tr>
<tr>
<td>Paul-Scherrer-Institute (PSI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.1. Slits

The slits system consists of four independent tantalum vanes mounted using ceramic bolts and washers on linear manipulation rods, as shown in Fig. 2a. The linear motion of the rods is driven by stepper motors. This allows the position of the vanes to be adjusted remotely. Four coaxial feedthrough connections and four thermocouple feedthroughs are built into the slits chamber. The vanes are electrically isolated from the chamber, and are connected via the coaxial feedthroughs to picoammeters, allowing the beam current on each vane to be measured simultaneously. The optimisation procedure of beam position aims to yield equivalent...
current readings in the four vanes. A total beam power in the 1 kW range is possible, and roughly 1/3 of that power will be deposited on the slits. Thermocouples spot-welded to the steel rods supporting the vanes are used to monitor the thermal load caused by the ion beam.

### 3.2. Beam scanner

The scanning system is located between the quadrupole magnet and the slit system. The scanner applies triangle-wave electric potentials perpendicular to the beam direction. The scanning frequencies in the x- and y-directions are manufacturer-locked at the values of 517 and 64 Hz, and the scanning potential may be altered up to a maximum of 10 kV in order to adjust the scanning area on the sample. The maximum deflection angle of the beam with respect its reference position along the travelling direction is $\pm 3^\circ$. In order to achieve a sharp edge on the scanned beam profile, the beam is over-scanned by its full width onto the vanes of the slits system.

### 3.3. Scintillation slide

At the start of the irradiation experiment, a silica slide is positioned in front of the sample using a linear manipulation rod. The silica scintillates under irradiation, and the scintillation is observed using a visible-light webcam installed in a 30° viewport. The scintillation of the slide under various scanning conditions is shown in Fig. 2b–e. In 2b, the non-scanned Gaussian beam distribution is observed on both axes, while in Fig. 2c and d and e, the beam is over-scanned onto the slits in the x-, y- and both axes, respectively. The scintillation brightness shows a hard edge, since the irradiated area is defined by the position of the slits system in both directions.

### 4. Description of the sample stage

The sample stage for these irradiation experiments is shown in Fig. 3. Flat polished samples with dimensions of $50 \times 30 \text{ mm}^2$ are mounted on a NIMONIC75 alloy block [21]. A pair of heaters is mounted on the block close to the sample. Good thermal contact between the Nimonic block and the sample is obtained at high temperatures by placing a shim containing low-melting point metal such as indium (156 °C) in between sample and block. The sample covers completely the indium film, and the whole assembly is held in place by a metallic window, covered by a tantalum shield to protect target station components from potential beam misalignments. A second layer of indium metal contact and an auxiliary heater can be added, so that the whole assembly ordered as follows: Nimonic block, indium film, auxiliary heater, indium film, metallic window and the tantalum shield facing the incoming beam.

During the experiment, the sample temperature is regulated via (1) the power input in the heaters and (2) the flow of water in the cooling loop, which passes through the Nimonic block and leads towards a water chiller. A thermal gradient is established across the block, allowing the sample temperature to be increased while maintaining relatively low temperatures in the cooling loop. Temperature monitoring is performed using K-type thermocouples welded in the sample surface close to the irradiated area, and also via a pyrometer that collects 2D images of the irradiated sample surface. The stage is mounted on a vacuum flange which provides feedthroughs for heater power, beam current measurement, coolant flow and five K-type thermocouples. An additional plate is installed parallel to the stage to collect the potential secondary electrons emitted during the sample bombardment with the ion beam.

A bespoke vacuum chamber has been commissioned for the end station of the beam line, as can be seen in Fig. 1. The chamber consists of a 300 mm diameter spherical body with six DN100CF flanges at 90° to one another. Additionally, there are three DN40CF and one DN100CF flange at 30° with respect to the beam direction. Three of these additional flanges are devoted to the pyrometer, the visible light camera and the gamma spectrometer. The sample stage is installed in one of the 90° DN100CF flanges, with the sample surface facing the incoming beam. The stage is electrically isolated from the rest of the vacuum system to allow for continuous current monitoring during irradiation.

The sample stage and the ancillary instrumentation are connected to the data acquisition system, which records the following data every 2.2 s: (1) the irradiation time in ms; (2) the integrated charge deposited on the stage, (3) the current on each of the vanes of the slits systems and on the secondary electron plate; (4) up to five thermocouple measurements, (5) the mean value, the standard deviation and the variance of the temperature on selected area(s) of the IR image; (6) the valve position that controls the flow rate of the cooling loop, and the temperature of the water entering the cooling loop; (7) the power applied to each of the heaters, and (8) the pressure level in the chamber.

### 5. Measurement of the irradiation temperature

#### 5.1. Preliminary heat flow simulations

During the design of the sample stage, we performed heat flow simulations using the ANSYS Fluent 14.5 finite element computational modelling software. The simulations modelled the thermal energy transfer, black body radiation using discrete ordinates, and viscous flow using standard $k$–$\varepsilon$ mode [22]. We used a simplified description of the sample stage consisting of a $1 \times 20 \times 20 \text{ mm}^3$ aluminium target, a $1 \text{ mm}$-thick layer of liquid indium thermal contact, the Nimonic block and the water in the cooling loop. We used the values of 8370 kg/m$^3$ (Nimonic) and 7310 kg/m$^3$ (indium) for the density, 461 J/kg/K (Nimonic) and 254 J/kg/K (indium) for the specific heat, and 11.7 W/m/K (Nimonic) and 83.7 W/m/K (indium) for the thermal conductivity, and 0.0012 kg/m/s (indium) for the viscosity [21,23]. All other materials used default values. The heaters and the beam heating process were modelled as heat flows across the appropriate boundaries, and the water flow was defined as a mass-flow inlet and a pressure outlet at the ends of the water loop. The modelled thermal inputs/outputs were the heaters, beam heating, water flow and black body radiation.

Fig. 4a and b displays an illustrative example of the temperature profile along two plane views derived from these simulations.
using 150 W power on each heater, no additional heating from the beam, and a water flow rate of 1 l/min. The heaters were assumed to transfer their maximum power to the Nimonic. Modelling solid-to-solid thermal contact is difficult, especially in this case where the contact takes place in ultra-high vacuum. Poor thermal contact would have resulted in the heaters being much hotter than the Nimonic block, and it would have been impossible to run them at their full power without overheating. This was overcome by the introduction of Ga–In–Sn eutectic between the heaters and the block. The results of the simulations revealed that the temperature gradient across the sample is minimal (± 0.5 at 312 °C). The temperature takes its maximum value between the heaters, with the sample slightly cooler and a sharp thermal gradient of ≈ 180 °C between the hottest point and the base of the block. The simulations also showed that without beam heating, it is possible to heat the sample to 440 °C by using the maximum power of 180 W on each heater and a water flow rate of 0.12 l/min.

5.2. Temperature mapping during irradiation

We have mapped the sample temperature during heating/ion irradiation using a pyrometer installed at 30° viewport of the vacuum chamber. The pyrometer used in this experiment offers a pixel size of 0.25 mm at the sample, which would allow measurements of 2 mm matchstick samples without having edge effects. The pyrometer measures the black body temperature, which is related to the temperature of the sample by its thermal emissivity. The emissivity of metals is strongly dependent on material type, surface roughness and temperature. Samples used in ion irradiations must be highly polished so that surface roughness is minimised as compared to the penetration depth of the ion beam. Consequently, the emissivity of each sample must be calibrated independently at the temperatures relevant to the irradiation experiment. Before switching on the beam, the sample is heated to the relevant temperature range to determine the values of the sample emissivity as a function of temperature. This is achieved by normalising temperature measured without beam using the pyrometer to the value obtained from a set of thermocouples spot welded on the sample surface. Once the irradiation has finalised, the sample emissivity is measured again at the same temperature to ensure that its value has not changed during the experiment.

Fig. 4c shows the experimental values of the sample temperature measured using the pyrometer before the emissivity correction, and also on three representative locations on the sample stage, as a function of the sample temperature measured using thermocouples spot welded on its surface. The power to the heaters was changed during this process, giving rise to the wave-like deviations from the linear trend. Fig. 4d displays the histogram of sample temperature values after taking into account the temperature-dependent sample emissivity. A sample temperature of 356(2) °C with a total range of 348–361 °C has been measured over a 24 h period of continuous proton irradiation of the 20/25 stainless steel sample. This temperature variation is deemed
acceptable according to the ASTM Standard Practice for Neutron Radiation Damage Simulation by Charged-Particle Irradiation [15].

6. Radiation damage dose

In materials damage research, the damage of a material is described using the concept of displacements per atom (dpa). The Norgett, Robinson and Torrens (NRT) model [24,25] forms a broadly recognised standard approach to calculating this value.

These calculations are conveniently performed using the Stopping and Range of Ions in Matter (SRIM) code in the ‘Quick damage’ model [26,27]. SRIM output has the units of ‘displacements per Ångstrom-atom’, which can be related to the dose rate using the following equation:

$$D = \frac{disp_{A-atom}}{A \times e \times \rho \times N_{A,v}} 
\quad (4)$$

where $D$ is the dose rate in units of dpa/s, $I$ is the beam current in Amps, $m$ is the mean mass number for the sample layer, $A$ is the
irradiated area in cm², e is the fundamental unit of charge, ρ is the mass density in g/cm³ and \( N_A \) is Avogadro’s number.

The calculated damage profiles caused by bombarding 20/25 stainless steel with a proton beam at representative energies available in our facility are provided in Fig. 5a. The left-hand axis shows the maximum damage rates achievable, while the right-hand axis gives the values in the SRIM output units. The inset shows the maximum damage rates achievable, while the right-hand axis gives the values in the SRIM output units. The inset shows how the penetration depth, i.e., position of the Bragg peak, varies with beam energy. For damage profiles following a Bragg curve, the convention used in this paper is to define the dpa level at 60% of the Bragg peak intensity. A 3 MeV proton beam will penetrate ~40 μm in 20/25 stainless steel, while the maximum energy of 10 MeV yields a penetration depth of ~260 μm. This penetration of the proton beam allows mechanical testing of the irradiated samples to be performed [28]. Fig. 5b shows equivalent values for the damage rates achievable using Fe-ion bombardment of 20/25 stainless steel. When heavy ions are accelerated in a Tandem accelerator, the stripping process will populate a range of charge states with different intensities. The ions in higher charge states will be able to reach higher energies, according to Eq. (1).

We can achieve a maximum penetration depth of ~3.7 μm when bombarding 20/25 stainless steel with Fe\(^{5+}\) ions using the maximum terminal potential of 5 MV.

The sample stage is connected to ground through an electrometer to measure accurately the charge deposited on the sample. The charge is continuously integrated in hardware during an irradiation experiment. In this way, the total measured charge will be accurate regardless of fluctuations in beam current, which would affect charge measurements made by integrating current measurements in software. Depending on the cooling fluid used, the cooling loop may provide an additional conductive path to ground. Our choice to use water as coolant turns out to alter the radiation safety. The absorbed dose rate in a specific material from a particular gamma ray at a distance \( r \) from a point source is

\[
D = \frac{A \times I \times \text{Eff}(E)}{4 \times \pi \times r^2 \times \mu_{eq} \times \rho}
\]

where \( D \) is dose rate and \( \mu_{eq} \) is the material-dependent mass energy absorption coefficient, obtained from tabulated data [30]. The summation must be performed across all significant peaks to yield the total dose rate. Additionally, the Excel2Genie software [31] is capable of automatically recording a series of spectra over set time-periods. This can be used to give good estimates of the decay rates for individual gamma-ray peaks, which is useful for both identifying the isotope and estimating when the dose rate will drop below the allowed limits.

7. Gamma spectrometry

High-current beams of energetic protons incident on many structural materials can potentially cause activation. Simulations of stainless steel activation following 10 MeV proton irradiations for 100 h at 100 μA give an initial dose rate at 1 m of 6.3 mSv/h, falling to 0.58 mSv/h after 1000 h (i.e., 41 days) of decay. This set of simulations ignored reactions other than (p,n) and (p,γ). The major activation pathways possible at 3 MeV are presented in Table 2. In order to monitor the potential sample activation from outside the experimental hall, we mounted a Hyper-pure Germanium (HPGe) spectrometer in one of the 30° viewports of the vacuum chamber, facing the irradiated sample surface. The detector is both sensitive and discriminating, allowing gamma-emitting products to be identified well below the allowed dose rate limits. Fig. 6 shows the gamma spectrum obtained during 3 MeV proton irradiation of 20/25 stainless steel. Dedicated software is used to calculate the detector’s absolute efficiency based on a geometrical model [29]. The efficiency curve given by this model for the geometry used is shown in the inset of Fig. 6. This allows the isotope activity to be calculated, from which the dose rate may be derived. The intensity of a particular peak is related to the isotope activity by the equation:

\[
A = \frac{C \times I \times \text{Eff}(E)}{r \times \text{t}}
\]

**Fig. 6.** Background-subtracted gamma-ray spectrum recorded during 3 MeV proton irradiation of 20/25 stainless steel. The inset corresponds to the ISOCS-calculated efficiency curve for a 1 x 1 cm² sample at 24 cm from the detector.
Of the radioactive products in 20/25 stainless steel, both $^{61}$Cu and $^{55-57}$Co give rise to multiple peaks in the gamma spectrum. After correcting for the detector efficiency and the decay intensity, the measured peaks yield estimates of the isotopic activity. Those estimates turn out to be within experimental error. There are some exceptions amongst low-energy peaks, where the energy calibration is less good and consequently the ISOCs efficiency calibration is less effective, and also the 511 keV peak which has multiple isocele contributions. As there is only one energetically allowed reaction path leading to $^{61}$Cu, one may correct for the isotopic abundance of $^{60}$Ni in the alloy (6.06%) in order to obtain a thick target yield value of 10$^{\gamma}_{^{60}Ni}(p,\gamma)^{61}$Cu reaction with 3 MeV protons. This value amounts to of 6.3(3) x 10$^{-8}$ nuclei/incident proton, which is within an order of magnitude of an existing literature value of 2.79 x 10$^{-8}$ nuclei/incident proton at 2.906 MeV [30].

8. Conclusions

We have developed a new experimental facility to perform accelerated radiation damage studies of nuclear reactor materials, by using intense proton and heavy ion beams produced by a 5 MV tandem accelerator connected to two dedicated ion sources. We have built and commissioned a dedicated sample stage that allows us to monitor in-situ the sample temperature, current on the sample, and potential activation effects via emission of gamma rays. The experimental capabilities of the beam line have been tested during a 3 MeV proton irradiation experiment on 20/25 stainless steel, currently used in AGFR claddings, up to a dose level of 3 dpa. The possibility of increasing the energy of the proton beam to 10 MeV opens the door to macroscopic mechanical testing of irradiated samples, and may therefore serve as a basis for simulating and predicting potential losses of structural integrity in neutron-irradiated reactor materials and components. Future efforts will focus on performing heavy ion irradiations to reach higher radiation dose levels, and also to adapt the sample stage to be inserted into a hot cell, aimed to perform experiments where the sample activation may go beyond allowed radiation limits.
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