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Abstract

Computation with Continuous Mode CMOS Circuits
in Image Processing and Probabilistic Reasoning

A thesis submitted to The University of Manchester for the degree of
Doctor of Philosophy
Przemyslaw Mroszczyk
May, 2014

The objective of the research presented in this thesis is to investigate alternative ways of information processing employing asynchronous, data driven, and analogue computation in massively parallel cellular processor arrays, with applications in machine vision and artificial intelligence. The use of cellular processor architectures, with only local neighbourhood connectivity, is considered in VLSI realisations of the trigger-wave propagation in binary image processing, and in Bayesian inference. Design issues, critical in terms of the computational precision and system performance, are extensively analysed, accounting for the non-ideal operation of MOS devices caused by the second order effects, noise and parameter mismatch. In particular, CMOS hardware solutions for two specific tasks: binary image skeletonization and sum-product algorithm for belief propagation in factor graphs, are considered, targeting efficient design in terms of the processing speed, power, area, and computational precision.

The major contributions of this research are in the area of continuous-time and discrete-time CMOS circuit design, with applications in moderate precision analogue and asynchronous computation, accounting for parameter variability. Various analogue and digital circuit realisations, operating in the continuous-time and discrete-time domains, are analysed in theory and verified using combined Matlab-Hspice simulations, providing a versatile framework suitable for custom specific analyses, verification and optimisation of the designed systems. Novel solutions, exhibiting reduced impact of parameter variability on the circuit operation, are presented and applied in the designs of the arithmetic circuits for matrix-vector operations and in the data driven asynchronous processor arrays for binary image processing. Several mismatch optimisation techniques are demonstrated, based on the use of switched-current approach in the design of current-mode Gilbert multiplier circuit, novel biasing scheme in the design of tunable delay gates, and averaging technique applied to the analogue continuous-time circuits realisations of Bayesian networks. The most promising circuit solutions were implemented on the PPATC test chip, fabricated in a standard 90 nm CMOS process, and verified in experiments.
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Chapter 1

Introduction

1.1 Chapter overview

This chapter discusses reasons for departing from digital computation towards alternative approaches, operating in continuous domains using analogue and various bio-inspired ways of information processing. In particular, motivations and key contributions of this research are presented in the field of CMOS hardware design for image processing and probabilistic reasoning tasks. Research summary and the outline of the thesis structure concludes the chapter.

1.2 Reasons for alternative approaches

The application of Boolean logic in solving problems using networks of electro-mechanical switches, proposed by Claude Elwood Shannon in his Master's dissertation "A Symbolic Analysis of Relay and Switching Circuits" in 1940 [Shannon 38, 40], was one of the major pioneering steps in establishing "digital computing", providing the most reliable and precise way of information encoding and processing ever invented. This work gave foundation for the build of a versatile programmable computing machine (Turing machine), which principles of operation were proposed by Alan Turing [Turing 36] and its particular hardware realisation, known as the von Neumann architecture, was proposed by John von Neumann [von Neumann 45]. Merits of such approach were quickly recognised and electro-mechanical switches were replaced with
the best available electronic devices, first valves, and later bipolar and MOS transistors. This began the era of digital computing, the quick development of which, was on one hand propelled by the scientific curiosity and progress in the electronics manufacturing, and on the other, by the political situation in the world, where the applications of new computers, not only in science but also in security and defence, were highly expected. Examples of the most famous constructions from that time are Electronic Numerical Integrator And Computer (ENIAC), built by the scientists from the University of Pennsylvania in 1946, and the Small Scale Experimental Machine ("The Baby") built at the University of Manchester in 1948 as a prototype of a larger computing systems with magnetic data storage [Bowden 53]. In particular, ENIAC could perform about 5000 operations per second with a certain degree of processing parallelism, using several accumulators at the same time for different operations with 10 bit precision. It consumed 150 kW of power and consisted of over 17 000 vacuum tubes, costing an equivalent to 3 million pounds today. Due to the high cost, power consumption and large size, digital computers were solely used for specific scientific and military purposes and access to such devices was rather restricted only to small groups of scientists. The release of the first commercially available programmable 4 bit microprocessor, Intel 4004, by Intel Corporation in 1971, with processing capabilities comparable to ENIAC but consuming only 0.5 W of power [Intel 86], was a milestone achievement in the history of the digital computing. It denoted a new direction for the research and the industry leading to design of cheaper and more power efficient systems based on synchronous digital circuits, where low power consumption and high processing speed could be obtained by transistor size downscaling, and the cost could be reduced by mass production and further MOS process refinement. As a result, MOS technologies evolved, starting from 10 µm down to nearly 10 nm feature size, supported by a highly reliable chip manufacturing processes and a variety of CAD tools for simulation, design and verification of the designed integrated circuits before fabrication.

Due to the long period of development and widespread use of systems based on synchronous digital circuits, such computers could already be called classical (term classical refers to a typical digital computer based on von Neumann or Harvard architecture, often associated with a single-processor Personal Computers (PCs) executing instructions serially). However, alternative machines, employing different classes of electronic circuits and various ways of information encoding and processing, have always been considered in parallel with the classical solutions. One reason for that,
concerning mostly the earliest digital constructions, was the limited processing speed and limited computational capacity of digital systems, unable to solve complex problems required in many practical applications. Another reason was the limited processing efficiency of the digital computers in comparison to the biological nervous systems, inherently dealing with complex tasks while consuming very low power. Therefore, many attempts have been made to mimic the operation of such systems using electronic circuits. In general, the main limitations of digital computers are their high power consumption, low processing speed and large size when compared to the asynchronous or analogue circuit implementations realised in the same technology and dedicated for particular tasks.

For a long time digital computing in CMOS technologies benefitted from the scaling process resulting in improved power efficiency and higher processing speed. In order to build faster and less power consuming computers, practically the same circuit designs, with some minor modifications, could have been used for chip fabrication in the finer technology nodes to achieve the desired effects. The continuous scaling process allowed for implementation of larger circuits on the same chip area, with complexity growing exponentially with time, as suggested by Gordon Moore in 1965 [Moore 65]. This observation, known as Moore's law, became a general scaling rule widely used in science and industry not only to predict the integration level of the future designs but also their speed, power performance, available memory and potential cost. It is obvious, however, that Moore's law is not a generic rule of progress but a self-propelling phenomenon driven by competing corporations trying to maintain reputation and maximise profits. Nonetheless, Moore's law provided a good estimate for parameters of future designs until certain factors, stemming from quantum physics and thermodynamics, started to constrain further performance growth of the CMOS circuits. The main goal of technology feature size miniaturisation is MOS gate capacitance scaling, which on one hand, allows for faster operation but, on the other hand, increases $kT/C$ thermal noise. This, in addition to the reduced supply voltage, affects the operation of digital circuits reducing their statistical reliability. It should be noted that these effects do not constrain the size of a transistor, that can be manufactured, but only suggest to limit either the integration level, or to reduce the clock speed to maintain power dissipation and thermal noise [Kish 2002]. Since device scaling is a very cost-efficient process, the integration level grows exponentially following the Moore's law, however, other measures of performance, such as power and speed have to be compromised in order to meet thermal
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constraints [Gea-Banacloche 2005]. This can be observed in Figure 1.1 showing the scaling trends of Intel processors, where only the number of transistors per chip follows the exponential growth.

Figure 1.1. Scaling trends of Intel chips (green - number of transistors, navy - clock speed, blue - power, magenta - instruction-level parallelism), figure taken from [Shutter 2005].

Further scaling of the CMOS technologies will most probably continue for the next several decades, and will not be quickly replaced by any other known approach on an industrial scale. It is yet too early to assess to what extent novel propositions, based on graphene, single electron, or polymer transistors, will provide satisfactory solutions. At present, classical computing relies on CMOS technology and digital circuits operating close to their thermodynamic limits. Therefore, faster processing is usually attempted by novel programming techniques and better utilisation of the resources using multi core processors. In particular, better integration of the memory and CPU has been suggested to overcome so called von Neumann architectural bottlenecks [Backus 78], for example, by employing massively parallel cellular processor architectures, with only local or nearest neighbourhood connectivity, associative memories, and processing circuits optimised for particular tasks. Further performance boost is also searched for in the systems using asynchronous and analogue circuits, or even employing other ways of representing and processing information.
1.3 Alternative ways of information processing

In the following section more detailed review of the alternative processing methods, such as analogue computers, artificial neural networks and stochastic machines, will be provided. In particular, aspects concerning hardware design challenges and limitations, essential to the research presented in this theses, will be discussed.

1.3.1 Analogue computers

Early realisations of digital computers were not fast and elaborate enough to handle complex mathematical models described by large sets of differential equations. On the other hand, it was observed that many such systems could easily be modelled by analogue circuits with passive and active elements. Since the parameters of the circuits can be tuned, they could inherently solve a set of equations while settling down to the steady state. Such analogue computers were popular even before the invention of the digital machines and used in many areas requiring system modelling and simulations, such as in real time power network simulations [Joetten 85], in nuclear physics experiments [Arbel 64], and in various control applications [Bissell 2004]. Examples of such generic analogue computers used for solving differential equations and system modelling are Newmark (1960, Cambridge, UK) and ELWAT-1 (1967, Wroclaw, Poland). In particular, there were 50 units of ELWAT-1 manufactured by Elwro company in Wroclaw (Poland) between 1967 and 1969 [Sienkiewicz 2009]. Each computer consisted of 19 valve operational amplifiers, 12 computational blocks for summation, differentiation and integration, one multiplier and 4 function generators, and operated with a precision of 0.1% to 5%, displaying the results on an oscilloscope or printing traces on a paper tape. For a long time such analogue computers were competitive with the digital ones in terms of speed and the complexity of the problem, that could be solved. However, relatively low precision, low dynamic range and strong dependency of the circuit parameters on temperature, precluded their use in many applications. Even though the motivations for using analogue circuits in computation and modelling were driven solely by the lack of alternative solutions at that time, or by a low speed and high cost of the early digital computers, the idea was not entirely abandoned after the rapid improvement of the digital computers. It returns as an alternative for classical computers in very complex applications such as bio-inspired processing systems and massively parallel processor arrays.
1.3.2 Artificial neural networks

Biological nervous systems are in many ways similar to electronic circuits, where the information is processed and transmitted between conductive neurons using electric charges. Given the very low power dissipation of the human brain, estimated to be about 20 W [Kish 2011], high complexity, and real time operation, the computational efficiency of such biological computers is much higher than the ones achieved using electronic circuits. One of the characteristic features adopted by nature in nervous systems is the high degree of redundancy in the hardware structure and in the information encoding scheme [von Neumann 52]. Such networks typically consist of a large number of neurons working in parallel to collect, process and exchange information with each other. Redundancy and parallelism assure high reliability of the system and its immunity to parameter fluctuations. This distinguishes them from typical electronic circuits, where failure of one component typically leads to an imminent failure of the whole system. One of the early attempts to improve understanding of the operation of neural networks was done in early 1940s by Warren McCulloch and Walter Pitts, who proposed a very simple mathematical model of neuron operating in a binary mode with Heaviside step activation function, used to the threshold sum of the active input signals [McCulloch 43]. A more elaborate model of perceptron was later proposed by Frank Rosenblatt in 1958 [Rosenblatt 58]. These works, among others, gave foundation for different types of artificial neural networks (ANN), such as multi-layer feed-forward networks and feedback networks as described in [Hecht 90]. Notable types of ANN are Hopfield networks [Hopfield 84] and cellular neural networks (CNN) [Chua 88a, 88b], [Roska 93]. In particular, VLSI implementations of CNN became popular due to their regular two-dimensional structure and only near neighbourhood connectivity between neurons. There are a number of propositions for hardware implementations of such networks, mainly using nonlinear analogue VLSI circuits, operating in continuous and discrete time modes, or specific high performance parallel digital implementations [Kinget 97]. It should be noted that analogue design in this area is very promising since many problems can be solved using dedicated circuits [Mead 89]. Examples of such circuits are single transistor multipliers based on the floating gate technique used as programmable weighted synaptic connections between neurons [Dominguez-Castro 98], rank-order extractors for winner-take-all networks [Hung 2002], and various nonlinear function realisations [Chang 96a].
In analogue networks, information is typically represented by an electric charge measured either as a voltage, when stored on a capacitance, or as a current, when flowing through a conducting element. This is sometimes used to differentiate between circuits operating in the current or voltage mode. However, such classification is rather conventional since the operation of any circuit requires constant transitions between current and voltage domains. [Toumazou 93b].

In biological neural networks, the information is carried by trains of electrical pulses (spikes) where the rate or probability of the pulse occurrence, measured over a period of time, or a correlation between trains of spikes, correspond to the information encoded by the signal. This shows the redundancy of biological systems not only in terms of the hardware but also in terms of the information encoding. Such systems require processing methods different from those used in the conventional electronic circuits [Kinget 97]. Following this approach, a separate class of electronic circuits, dedicated for the Spiking Neural Networks, have been proposed [Maass 2001]. Such circuits combine the processing methods of digital and analogue solutions and operate similarly to the asynchronous circuits, processing discrete signals (e.g. digital pulses) but in continuous time and representing continuous (analogue) values.

1.3.3 Stochastic computers

The probabilistic nature of the signals observed in biological neural networks was an inspiration to the design of specific type of arithmetic machines, considered already in 1960s, as an alternative to the analogue computers [Riberio 67], [Poppelbaum 67], [Gaines 67]. In the design of such stochastic computers it was assumed that the continuous variables could be represented as sequences of random pulses with probability proportional to an analogue value. Simple logic operations performed on such sequences correspond to inherent arithmetic operations on the probabilities. For example, if two random sequences of pulses are generated with probabilities \( p \) and \( q \), the logical AND operation on these signals will generate a sequence with probability equal \( pq \) [Riberio 67]. Using more complex structures with logic gates, delay elements and memory circuits, different arithmetic operations such as addition, subtraction, multiplication, division, square root, integration and differentiation with respect to time or other variable, can also be realised [Gaines 67].

Stochastic computers operate according to very simple principles, however, their circuit realisations required additional hardware blocks such as generators of random
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pulses with controlled probability distribution and signal randomisers. The generators were necessary to convert the analogue input signals to the sequences of random pulses. The randomisers had to be used to restore the statistical properties of the intermediate signals after each processing step [Riberio 67]. Since the computation is based on stochastic processes, the result converges to the expected solution, however, with limited precision depending on the length of the produced sequence. It has been shown that the precision of an analogue value represented by a random pulse string is proportional to the square root of the sequence length. In order to assure precision of 1% the sequence should consist of 10,000 pulses, and this length will have to increase by 100 times if the required precision is 0.1%. Even if longer sequences could be generated, due to the stochastic nature of the process, the probability of unforeseen random disturbances will gradually increase degrading the achievable precision [Poppelbaum 67]. The use of stochastic computers have been suggested in image transformers and artificial neural networks [Petriu 96]. They are promising alternatives to classical computers that could be considered in future designs, where moderate precision is sufficient. The use of modern CMOS technologies may facilitate some solutions to the aforementioned design challenges, seen as unsolvable at the time when the integrated circuits were not widely in use. It should be noted, however, that issues regarding area, power consumption and scalability of such stochastic machines in CMOS need investigation.

The idea of processing continuous random signals (i.e. noise) to evaluate logic functions has been proposed to address the problem of thermal noise in the modern CMOS technologies [Kish 2011]. Such techniques rely on the correlated noise information processing and are immune to the presence of the uncorrelated thermal noise. In principle, the statistical parameters of random orthogonal signals are used to encode logic state. In the processing, electronic circuits such as multipliers, low pass filters and switches, can be used to perform logic operations on the noise signals. Such systems, however, require analogue circuits operating in a very high bandwidth, to attain the processing speed comparable to existing computers and more complex hardware realisations of logic gates. It should be noted that there exist other approaches to stochastic data processing using probabilistic CMOS computers [Korkmaz 2008] or machines going beyond the scope of electronic circuits such as quantum computers [Shor 94]. Due to very specific principles of operation, the application domain of such computers is still limited.
1.4 Motivations

The main motivation for the research presented in this thesis is to address issues and challenges in the design of cellular processor arrays in standard CMOS technologies with applications in fast and power efficient image processing and probabilistic reasoning tasks. In particular, asynchronous and analogue circuits are of the main interest, since they can inherently solve many computationally demanding tasks faster and more efficiently than classical computers.

The work undertaken in this research consists of two parts. The first part considers the use of asynchronous pixel-parallel processor arrays in morphological operations on binary image, supported with the experimental results obtained from the fabricated test chip. The second part considers the use of the continuous-time and discrete-time analogue processor arrays for a particular set of matrix-vector operations required in loopy belief propagation algorithm for approximate inference in Bayesian networks. Aspects, such as processing speed, computational accuracy under fabrication mismatch and efficiency, accounting for power and area requirements, and scalability of such solutions with network size were investigated. In addition to that, equivalent synchronous digital circuits and software solutions on PC, were devised to provide the reference for comparison of the analogue and digital systems in terms of speed, power, area and computational efficiency.

1.5 Research overview

The progress of research work is not predictable and many initial assumptions, ideas and expectations for potentially promising results has to be revised, modified and sometimes abandoned. On the other hand, those unexpectedly encountered obstacles, triggered new ideas and solutions, splitting the research into new branches or even changing its main direction. In order to keep this thesis concise and consistent, some ideas and conclusions, that go slightly off the track, although interesting and certainly valuable, were not included but briefly summarised in the last chapter providing ideas and directions for future work. The outline of the research presented in this thesis indicating its turning points, encountered problems and proposed solutions, is presented further in this section.
1.5.1 Binary image processing

The idea of binary image processing using trigger-wave propagation concept was initially inspired by the properties of the light-sensitive chemical nonlinear system (a variant of the Belousov-Zhabotinski medium) capable of generating chemical reactions in the form of propagating wave-fronts when stimulated by light [Kuhnert 89], [Krinsky 91]. In literature, such systems are typically realised using asynchronous CMOS cellular processor arrays with applications in morphological image processing task such as geodesic reconstruction, hole filling, etc. [Dudek 2006].

The primary goal of the research was to use such arrays to evaluate skeletons of binary images by implementing a mechanism to detect collisions between the propagating waves. In such a system, it is essential for each processing cell to compute results within a short and precisely defined period of time. Since there is no time reference (e.g. clock signal) available in such asynchronous system, the idea was to implement a simple delay gate generating the required time interval on the arrival of the input data in each cell. By using a simple delay circuit based on a three-transistor current starved inverter, very satisfactory simulation results were obtained. However, when accounting for the parameter variability of MOS transistors, significant problems with the precision of the generated time intervals were observed, affecting the quality of the extracted images. This problem was solved by selective transistor scaling, where only critical transistors in terms of the timing parameters were enlarged. It was also observed that replacing the current limiting transistor with the switching one, in the delay gate circuit, slightly changed the dynamic behaviour of the gate, reducing the impact of the parameter variability on the generated time intervals. Such a gate has the current limiting transistor in between the switching ones splitting the output of the inverter, therefore, it is called output split inverter (OSI). The idea was further pursued in isolation from the image processing framework, and eventually evolved into a separate research subject of tunable delay lines with improved matching properties, applicable in delay locked loops, time to digital converters, readout systems for particle detection and neuromorphic circuit design.

In order to verify and optimise the operation of the designed system, investigate its asynchronous behaviour, timing parameters and dynamic operation, simulations of the actual circuit arrays rather than of a single processing cell were required. It seemed necessary and convenient to provide the inputs and represent the results of the
simulations in the form of binary images rather than time dependent signal traces. For this purpose, a separate set of tools was built in Matlab and C++ to communicate with Hspice circuit simulator and visualise the obtained results as a sequence of binary images. This allowed to perform the mismatch optimisation of the array and also aided investigating and solving problems related to current leakage, design asymmetry and initialisation process, not easily detectable at the processing cell level.

It was also observed that slightly different contours of the waves triggered from a single pixel can be generated depending on the timing parameters of the gate array. The theory behind this was further investigated based on the simplified switched $RC$ timing model, generalising the principles of isotropic wave propagation in rectangular arrays in the context of particular distance measure norm. The results of this research were applied in the design of the asynchronous processor array, capable of generating circular propagation waves, significantly improving the quality of the evaluated skeletons and Voronoi diagrams, difficult to implement in synchronous circuits or even in software adaptations of the propagation-based image processing method.

1.5.2 Bayesian inference

Bayesian inference in networks representing systems with cause-effect relationships is often used in the applications requiring control, decision making, diagnoses and forecasting [Pearl 86, 88], [Jensen 2007]. In general, methods for exact inference are classified as NP-hard problems [Cooper 90], therefore, a lot of attention has been paid to the simplified methods for approximate reasoning such as loopy belief propagation and stochastic sampling [Neapolitan 2004]. In particular, belief propagation, relies on the repetitive information exchange between the nodes, using only locally available data in calculating probabilities. The algorithm performs algebraic operations including matrix-vector and vector-vector multiplications on the discrete probability distributions. In order to avoid underflow errors, belief propagation assumes normalisation of the computed probability distributions after each processing step. This, however, requires additional summations and divisions, increasing the computational complexity of the algorithm.

Despite extensive literature concerning principles of Bayesian inference by exact and approximate methods, the area of their hardware implementations is not well explored and limited to only a few publications. The idea of using sum-product algorithm in factor graph implementations in analogue CMOS circuits, for the realisation of loopy belief propagation, was initially proposed in [Kschischang 2001]. This approach was further
followed in [Luckenbill 2002], reporting very low computational accuracy achieved in such circuit realisations, however, relying on circuit simulations of a network with only three nodes and using generic BSIM3 MOS transistor model, not related to any technology. To the best of my knowledge, these are the only practical analogue circuit realisations, apart from several works considering Bayesian inference in spiking neural networks [Corneil 2012] and in digital domain using VLSI [Liang 2011] and field programmable gate arrays (FPGA) [Lin 2010], [Kulesza 2006]. Therefore, the primary motivation of this work was to revise the approach to Bayesian inference in analogue CMOS circuits, and propose a clear formalism in a consistent framework, providing the reference and the foundation for future research in this area.

In this thesis, the analogue circuits for arithmetic operations were implemented using CMOS realisation of the Gilbert multiplier, operating in continuous-time and discrete-time domains [Toumazou 93b]. The operation of such circuits was thoroughly analysed in theory and verified in simulations using BSIM4 MOS transistor models provided by the foundry. In particular, the operation of the continuous-time multiplier was verified using the author's simplified equivalent model V-AMS, built in Verilog AMS language, to account for second order effects in MOS transistors operating in weak inversion. It was observed that the computational errors result mainly from the channel length modulation effects and from the variable slope factor. These problems were addressed by employing cascode current mirrors, single stage differential pairs (to assure operation in saturation within the limited voltage headroom), and MOS transistors with different threshold voltages, to reduce the leakage currents. The optimised design of the multiplier was used to realise the matrix-vector and vector-vector operations in more complex arithmetic structures, required in the sum product algorithm. Based on that, scaling rules considering circuit complexity and power were derived.

At that stage it was also necessary to develop methods for quick verification of the simulation results and the computational accuracy of the implemented networks. To address this, a separate set of tools for Bayesian inference was built in Matlab. The verification of a particular Bayesian network implemented in analogue circuit, for a given set of input parameters, was performed using scripts for combined Matlab-Hspice simulations, where the inference results obtained from the circuit and software were used to evaluate the computational error. This allowed to further verify the operation and scalability of the circuit realisations of larger networks.
As was initially expected, accounting for the fabrication mismatch of MOS transistors resulted in a significant degradation of the computational accuracy, calling into question any practical use of such circuits. This concluded the preliminary stage of the research giving directions to design of more precise analogue systems for arithmetic operations. It brought attention to the parameter variability issues, setting the next research objective, which was to investigate possible ways of mismatch reduction and optimisation in such analogue circuits.

Several attempts to solve this problem were made, accounting for MOS transistor scaling, network parameters optimisation, redundant design approach and also migration to switched-current (SI) mode. The main disadvantage of the first method, based on enlarging the size of MOS transistors, was a significant increase of the circuit area and settling time. The idea of tuning network parameters to compensate for the parameter mismatch was initially adapted from neural network systems, where inaccuracies of neurons and synapses can be reduced by proper weight adjustment. Unfortunately, this concept failed because of relatively small number of network parameters, as compared to the number of MOS transistors used in the implementation. Another idea, benefiting from the design redundancy was based on the hypothesis that collecting and averaging results from several identical networks (affected by random parameter variability), will generate more precise result. This idea was successful on the simulation level, however, in order to obtain results with acceptable accuracy, large number of uncorrelated network copies were required, practically precluding the use of this technique in CMOS realisations.

Migration to switched-current mode was attempted due to the very high immunity of such circuits to fabrication mismatch reported in literature. It was done based on the observation that the continuous-time Gilbert multiplier can be realised using discrete-time current mirrors. The proposed idea was successful and the operation of the SI version of the multiplier, and two Bayesian networks consisting of 5 and 7 nodes were verified in simulations, giving promising results for the computational accuracy, efficiency, and power.

Since the assumed realisation of such systems is fully parallel, each arithmetic operation has its individual hardware block, which leads to a large area occupation. One idea to address this issue is to employ time multiplexing of the resources and serialise the processing flow. Another possibility is to investigate the hardware realisations of stochastic methods for approximate Bayesian inference, such as Gibbs sampling and
stochastic logic sampling. Such methods require less arithmetic operations per node than belief propagation, however, the hardware realisation of the random generators is still an open problem. So far, certain solutions for hardware random bit generators, based on amplified thermal noise [Wee 2001], metastability [Vasyltsov 2008], and analogue chaos generators [Dudek 2003] have been proposed.

In this research, the results obtained from the continuous-time and discrete-time realisations of Bayesian networks were compared with their equivalent implementations in synchronous digital circuits operating in fixed point arithmetic with different bit precisions from 5 to 10 bits, and with software solutions realised in Matlab and C++. The objective of this comparison was to provide an overview and performance measure of three different approaches to the same problem realised in the same CMOS technology node using, in each case, non-trivial and optimised solutions.

1.6 Contributions

The major contributions of the research presented in this thesis are:

- Analysis and design of the collision detecting layer for trigger-wave propagation-based image processing algorithms in dynamic logic CMOS circuit combining logical AND function and 1 bit memory latch, using only 8 MOS transistors.
- Analysis and design of the propagation gate for trigger-wave propagation-based image processing algorithms with a novel bias scheme allowing for the generation of the circular wave contours, difficult to achieve in software or using generic SIMD processor arrays.
- Analysis and design of a delay gate employing a novel biasing scheme resulting in almost twice better matching properties when compared to the commonly used current starved inverter, with no penalty in terms of power or area.
- Analysis and design of the analogue CMOS discrete-time variant of the Gilbert multiplier, operating in current mode with computational accuracy comparable to its continuous-time equivalent but not affected by parameter mismatch.
- Analysis and design of an optimised digital fixed-point arithmetic circuits for matrix-vector operations with applications in probabilistic calculus and other areas requiring computation with normalised data.
- Analysis of the power, area and complexity scaling of the hardware realisations of the factor graphs for belief propagation in analogue circuits.
Development and verification of the mismatch optimisation techniques based on the novel biasing scheme (OSI delay gates), results averaging (Bayesian networks in analogue continuous-time circuits) and switched-current technique (discrete-time current-mode multipliers).

In addition to the undertaken research, the most promising and successful circuit ideas were implemented on a test chip, fabricated using a standard 90 nm CMOS technology available through mini@sic program supervised by EUROPRACTICE. The layout of the PPATC chip (Parallel Processor Arrays Test Chip) was created in the full custom approach. The design was submitted for fabrication in November 2012 and the fabricated chips were received from the foundry in April 2013. The size of the PPATC chip was 1875 µm × 1875 µm including I/O ring and 64 pads, and accommodated three separate test designs:

- asynchronous logic array for binary image skeletonization and Voronoi tessellation (64 × 96 pixels),
- two arrays of 512 16-stage delay lines each implemented using current starved inverter (CSI) and output-split inverter (OSI) delay gates,
- two analogue processor arrays with various types of memory cells and Gilbert multipliers operating in switched current mode, dedicated for applications in Bayesian inference.

In order to test the fabricated chip, a separate test system based on Xilinx PicoBlaze (Kcpsm3) microcontroller was designed and implemented on a Development Board from Digilent, with Spartan 3 xc3s200 FPGA, operating in a command interpreting mode and providing a communication link between a PC and the PPATC chip. This thesis includes experimental results obtained from tests of the asynchronous logic array for binary image processing and delay line arrays.

1.7 Thesis structure

The background knowledge and the literature review concerning the analogue computation in CMOS circuits and a detailed discussion on parameter variability, are presented in Chapter 2. The analysis and design of the continuous-time and discrete-time current-mode analogue multipliers is presented in Chapter 3. The idea, analysis and the
obtained experimental results, concerning the operation of the OSI delay gates with improved matching parameters, are presented in Chapter 4. Chapter 5 provides an introduction to binary image processing based on the trigger-wave propagation concept, presents the proposed idea of detecting collisions, and discusses the obtained simulation and experimental results. Chapter 6 extends this discussion to propagation in arrays operating in different distance measure norms. An introduction to probabilistic reasoning, Bayesian networks and belief propagation is provided in Chapter 7. Various realisations of belief propagation algorithm, in analogue and digital systems, and the corresponding comparative analysis, is provided in Chapter 8. Chapter 9 concludes the thesis and discusses future work. Additional information concerning schematic diagrams and scaling rules of the analogue hardware for Bayesian inference is provided in Appendices A and B.
Chapter 2

Computation with MOS transistors under parameter variability

2.1 Chapter overview

This chapter provides a background knowledge and the literature review on the computation in analogue circuits using MOS transistors and employing their switching capability, nonlinear characteristics and information storing properties. A detailed discussion will concern circuits such as analogue multipliers and switched-current memory cells, used in the realisations of the circuits considered in this research. Since the operation of the analogue and asynchronous circuits is highly determined by the accuracy of the fabricated hardware, the major part of this chapter deals with mismatch analysis, modelling and optimisation, providing foundation for CMOS circuit design discussed in this thesis.

2.2 Analogue computation with MOS transistor

The function of MOS transistors in circuits for arithmetic operations is determined by the form of the arguments and the principles of computation employed. In digital domain, the computation on binary numbers is done using logic circuits with MOS transistors operating as switches. In such circuits, the dynamic behaviour of transistors during signal transitions and their nonlinear transfer characteristics, are usually not considered, unless the timing constraints of the designed system are affected. In the
analogue computing systems, the continuous arguments are represented by the magnitude of voltage or current, and the arithmetic operations such as addition, subtraction, integration etc., can be realised using linear RC circuits with operational amplifiers, where characteristics of MOS transistors are of second importance [Razavi 2001], [Allen 2002]. Such circuits are often used in communication, data converters and analogue signal processing, and are not frequently considered in the realisations of complex computing systems. This is mainly because of the high power and the large area requirements of the operational amplifiers.

In order to reduce the area and power consumption, and to accelerate the processing speed, circuits employing inherent features of MOS transistors (e.g. capacitance of the insulated gate, nonlinear transfer characteristics) are usually considered. In such approach, the mathematical relations between the drain currents and the gate, drain and source voltages, of a MOS transistor, depend on the operating point, and can be used in the realisations of different arithmetic operations, like addition, multiplication, division or log-linear conversion. There are a number of challenges in the design of such circuits, mainly stemming from biasing, dynamic range, noise and fabrication mismatch.

In the literature, fabrication mismatch and noise are often reported as the dominant factors affecting the operation of analogue circuits. Transfer characteristics of a MOS transistor, showing drain current $I_D$ and the RMS values $\sigma_{ID}$ (standard deviations) of the noise and the fabrication mismatch versus gate-source voltage, are presented in Figure 2.1. It can be observed that the variability of the drain current, resulting from mismatch, depends on the operation region and is nearly one order of magnitude higher than the variability caused by noise, when operating in strong inversion. In the designs assuming the operation of MOS transistors in weak inversion, both noise and mismatch should be taken into account. In particular, the exponential dependency of the drain current on the gate-source voltage magnifies the impact of parameter mismatch on the circuit performance. Also, a very small drain current in weak inversion approaches the noise level, reducing the dynamic range and degrading signal to noise ratio in the circuit. Nevertheless, the operation in weak inversion is often necessary, since the technology scaling imposes lower supply voltages, which leaves less headroom for the operation in strong inversion. Also, in weak inversion, the approximate exponential transfer characteristics are beneficial in the realisations of some arithmetic operations.
2.1 MOS model for hand calculations

In literature, theoretical analyses of CMOS circuits typically assume the use of the simplest MOS transistor model based on the square-law transfer characteristic, when operating in strong inversion [Shichman 68]. Such model was a sufficient analysis tool for hand calculations and computer simulations (known as Spice Level 1 model), useful in modelling circuits designed in CMOS technologies above 1 µm feature size. In its basic form, it considers only four electrical parameters: threshold voltage $V_{th}$, current factor $\beta$, body effect parameter $\gamma$, and channel length modulation $\lambda$, which depend on the physical parameters of semiconductors [Allen 2002]. In order to simplify the analyses,
the body effect and the channel length modulation are usually not accounted for in the hand calculations, and that the bulk-source voltage equals zero (i.e. source is electrically connected to bulk). Such model describes the relations between the drain current $i_D$ and the bias voltages $v_{GS}$ and $v_{DS}$ in strong inversion (when $v_{GS} > V_{th}$) in two regions: saturation, when $v_{DS} \geq v_{GS} - V_{th}$ and linear when $v_{DS} < v_{GS} - V_{th}$, and is given by the following equations:

$$i_D = \frac{\beta}{2} (u_{GS} - V_{th})^2, \text{ in saturation region where: } u_{DS} \geq u_{GS} - V_{th}$$

$$i_D = \beta \left[ (u_{GS} - V_{th})u_{DS} - \frac{u_{DS}^2}{2} \right], \text{ in linear region where: } u_{DS} < u_{GS} - V_{th}$$

The current factor (also called large signal transconductance) $\beta = \mu C_{ox} W / L$, depends on the gate oxide capacitance $C_{ox}$, carrier mobility $\mu$ and the device geometry defined by the channel width $W$ and length $L$.

An extension to this model, accounting for the subthreshold operation in weak inversion, when $v_{GS} \leq V_{th}$, assumes the exponential dependency of the drain current on the gate-source voltage according to the equation [Allen 2002], [Mead 89]:

$$i_D = I_{D0} \frac{W}{L} \exp \left( \frac{u_{GS}}{nU_T} \right)$$

where $I_{D0}$ is a specific current in weak inversion, $W$ and $L$ are the channel width and length respectively, $U_T = kT/q$ is thermal voltage (equal approximately to 25.85 mV at a room temperature $T = 300$ K), and $n$ is a subthreshold slope factor, depending on the gate oxide capacitance $C_{ox}$ and the depletion layer capacitance $C_{dep}$, according to relation: $n = 1 + C_{dep}/C_{ox}$. In small signal analysis, the slope factor $n$ can be treated as constant and equal to a real number from interval 1 to 3 [Allen 2002]. In general, the slope factor $n$ is in a convoluted relation with $u_{GS}$, $C_{dep}$ and $C_{ox}$, therefore, in a large signal analyses, it should be considered as a function of gate-source voltage, rather than a constant parameter [Toumazou 93b], [Mead 89]. The consequences of this effect will be further investigated in Chapter 3, when discussing the computational errors of CMOS multipliers.

Despite the limited accuracy of this model, equations (2.1) - (2.3) can be used in hand calculations providing results and conclusions useful for further circuit
optimisation, using more precise models such as BSIM (Berkeley Short-channel IGFET Model [Sheu 97]) and dedicated CAD tools.

2.2.2 Switched-current circuits

Computation in switched-current circuits typically employs memory cells for information storing and arithmetic operations. In such circuits, the information is represented by a current, which flows to the drain of a diode-connected transistor programming the gate voltage. After that, the gate disconnects from the drain and the transistor operates as a source generating the programmed current. Apart from the information storing purpose, such memory cells can also be used in the realisations of simple current-mode arithmetic operations such as addition, subtraction, multiplication and division by an integer number [Toumazou 93a, 93b].

There are many design challenges reported in the literature related to the realisations of SI circuits, such as charge injection, channel length modulation, gate leakage, noise, capacitive coupling, and parameter mismatch [Wegmann 89], [Daubert 88], [Fiez 91]. They affect the correct operation, accuracy and data retention time. Some of them, e.g. gate leakage, noise and parameter mismatch, are technology dependent and cannot be easily improved. However, effects such as charge injection, channel length modulation and parasitic coupling, can, to some extent, be reduced by using specific circuit solutions and by applying proper design and layout drawing techniques [Guggenbuhl 94], [Yang 90], [Toumazou 90a].

Charge injection is a complex process depending on the size and the driving scheme of the MOS switch connecting the gate and the drain of the information storing transistor [Wegmann 90]. Solutions addressing charge injection problem usually suggest the use of the minimum size switches, redundant dummy switches, individual switching scheme, or the use of additional gate capacitor [Guggenbuhl 94]. In some applications requiring higher precision, more complex structures were proposed including double (master-slave) memory cells [Leenaerts 94], algorithmic memory cells [Toumazou 90a], and S3I circuits [Carmona-Galan 2003]. These solutions employ multiple data storing transistors and more complex switching sequences to reduce charge injection errors.

Channel length modulation of the information storing transistor decreases its drain-source resistance, and hence, increases the error, depending on the voltage swing on the output node during transitions between read and write cycles. This can be reduced by employing cascode or regulated cascode memory cells, or by using cells with negative
feedback loops and DC servo amplifiers assuring a constant voltage on the analogue bus [Daubert 88], [Toumazou 90b]. Another circuit idea, addressing the charge injection, channel length modulation and signal dependent error cancellation, is based on the S2I memory cell [Hughes 93]. Due to its compact structure, requiring only two information storing transistors, and simple switching sequence, such circuit is frequently considered in designs of analogue computing systems [Dudek 2000a].

Circuits based on the SI technique are usually less accurate than their continuous-time or switched-capacitor (SC) equivalents [Chang 96b]. The major disadvantage of the SI approach in current-mode computation is relatively slow operation in comparison to the continuous-time circuits. Especially, when the gate capacitances of the information storing transistors are enlarged (to prevent charge injection errors), time necessary to charge or discharge the gate increases. On the other hand, the realisation of the SI circuits, unlike switched-capacitor solutions, does not require precise linear capacitors nor high supply voltages to assure proper dynamic range [Leenaerts 96]. Most importantly, the correct operation of the switched-current circuits is practically not affected by fabrication mismatch, since the same transistor is used for storing and reading the information. Therefore, SI technique is usually considered in the analogue circuit realisations in standard CMOS technologies [Wegmann 89], [Dudek 2000].

2.2.3 Analogue multipliers

Analogue multipliers in CMOS technologies can be realised in various ways, employing different design strategies and ideas, usually based on the nonlinear characteristics of MOS transistors in continuous-time and discrete-time circuits, operating in switched current (SI) or switched capacitor (SC) modes. Such computational building blocks are used as analogue processing elements in adaptive filters, data converters, mixers and modulators in radio frequency (RF) and communication systems, and in parallel computing in neural networks and analogue processor arrays. In the realisations of analogue multipliers, meeting specific design requirements such as good linearity, wide dynamic range, low noise, high bandwidth and good matching, usually depends on a particular application. For example, in the analogue computation, linearity, dynamic range and parameter mismatch will be more important than noise or bandwidth [Han 98].

In the literature, analogue multipliers are classified depending on the operation range (single, two and four quadrant) and the operation mode, depending on whether the
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voltage or the current represents the arguments. More generic classification, proposed in this review, differentiates between analogue multipliers based on the principles of signal multiplication. In particular, multiplication utilising variable gain amplifiers, nonlinear characteristics of MOS transistor, floating gate design and charge-based techniques will be discussed.

A multiplication of two analogue signals can be done using an amplifier with a variable gain, controlled by one of the signals, whereas the second one drives its input. There are a number of possible circuit realisations of this idea, however, some of them operate correctly only under the small signal assumption, where the characteristics of the amplifiers remain approximately linear. This often affects the precision and the dynamic range of the circuits, and usually requires differential representation of the signals to eliminate products stemming from nonlinear characteristics, therefore, such structures are mainly considered in RF and communication systems [Han 98].

Structures using MOS transistors operating in strong inversion and linear region, realise analogue multiplication based on the proportion between the drain current and the product of the gate and drain voltages, as shown in equation (2.2) [Shoemaker 91]. An example circuit realisation of such multiplier using two MOS transistors operating in linear region was presented in [Khachab 89]. There are many different possible realisations of such multiplier, based on differential approach with improved accuracy [Coban 95], [Lee 95], [Kub 90], switched capacitor (SC) circuits [Yasumoto 82], [Enomoto 85], and single transistor implementations used in programmable synaptic connections in CNN circuits [Domínguez-Castro 98], [Rodríguez-Vázquez 99], [Carmona-Galan 2003].

For structures using MOS transistors in strong inversion and saturation, the analogue multiplication is realised based on the proportion between the drain current and the square of the difference of the gate and source voltages, as shown in equation (2.1) [Bult 87]. In practical realisation, the undesired components of the drain current can be removed assuming operation in differential mode, using crossed coupled differential pairs [Wang 93] or more complex structures based on multiple crossed-coupled circuits implementing quarter square rule for multiplication [Song 90]. Such circuits are typically realised using MOS squarers [Bult 86] or multiple-input floating gate transistors performing inherent voltage summations on the input gate capacitive dividers [Mehrvarz 95], [Ramírez-Angulo 96]. Discrete time realisation, based on a single squarer and the SI memory cells for data storage and current subtraction, was reported in
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[Leenaerts 96], and its improved version using S²I memory cells was presented in [Manganaro 98]. The use of the switched current technique allowed to store the intermediate results and use only one squarer circuit, which reduced the area and improved the matching, and the computational accuracy.

Structures using MOS transistors operating in weak inversion employ the exponential relation between the drain current and the gate voltage, given by the equation (2.3). Such multipliers are usually based on the Gilbert cell [Gilbert 68], realised as a set of crossed coupled differential pairs operating in the voltage-current (VCM) or current-current (CCM) mode. The VCM multipliers are highly nonlinear and operate correctly only in the small signal approximation [Mead 89]. Such circuits are used in the realisations of multipliers based on the quarter square identity [Liu 95]. The CCM multipliers, first convert the input currents to their voltage representations using diode connected MOS transistors, and then use these voltages to control the VCM circuits [Song 93], [Gravati 2005a]. Such multiplies belong to the class of translinear circuits, initially defined for bipolar transistors [Gilbert 75], and later extended to the circuits with MOS transistors, operating in weak inversion [Andreou 96]. In these circuits, MOS transistors are connected in loops, such that the gate source voltages around each loop sum to zero, therefore the corresponding drain currents remain in certain linear proportions [Toumazou 93b]. Such circuits allow for the operation in a wide dynamic range, thus are frequently considered in the realisations of multiplier and divider circuits for analogue computation [Gravati 2005b], [Andreou 96]. It is important to note that such multipliers, when operating in the current-current mode, perform not only multiplication but also normalisation of the computed results with respect to the input arguments [Gilbert 84]. Although such normalisation is usually undesired and avoided by using differential approach, it is advantageous in the realisations of the sum-product algorithm for belief propagation, discussed in Chapter 7 [Pearl 88], [Luckenbill 2002].

There exist other ways of calculating products of analogue quantities using electronic circuits, not necessarily employing any of the inherent features of MOS transistors. For example, a sampled data multiplier operating in voltage-voltage mode, based on time and current control in charging a capacitor, was proposed in [Brodarc 82]. A very compact but less accurate, single quadrant charge-based multipliers were proposed for the applications in spiking neural networks in the realisations of programmable synaptic connections [Dominguez-Castro 98], [Massengill 91]. Also, the application of the switched capacitor (SC) technique in multiplication and division was proposed in
[Watanabe 84]. Approach using ideal log amplifiers in realisations of multiplication, division and raising to a power was presented in [Grundy 94].

The most promising circuits for analogue computation can be found among structures operating in the large signal current-current mode (CCM) in weak inversion, and among structures realised in switched-current (SI) mode. In the former ones, algebraic operations can be realised using translinear principle and inherent summation of the current flowing into a common node. Unfortunately, the computational accuracy of such circuits is highly degraded by fabrication mismatch, unless very large MOS transistors are used [Gravati 2005b]. Switched-current circuits, on the other hand, are not affected by mismatch but operate slower and generate additional errors, resulting from charge injection, leakage and other effects. Therefore, hybrid solutions such as translinear SI circuits, should be considered in the designs of analogue computational systems. For example, the realisation of the analogue multiplier proposed in [Manganaro 98], used S^2I memory cells and a single arithmetic squarer operating in strong inversion, giving very good performance parameters. The idea and design of a multiplier based on the Gilbert cell and operating in switched-current mode is one of the contributions of this research, discussed in detail in Chapter 3 and used in the realisation of the sum-product algorithm for belief propagation in Chapter 8.

2.3 Parameter variability in CMOS technologies

An inherent shortcoming of any standard CMOS process is a certain degree of random variability of the physical parameters of the manufactured devices. Usually, the nature of these variations can be seen as a global, inter-die randomness (i.e. chip to chip, wafer to wafer or batch to batch), and a local (uncorrelated) one, randomly affecting the parameters of equally designed and closely laid out devices. Global variation can be attributed to the randomness in the manufacturing process, resulting in a systematic shift in the absolute values of all the device parameters within one wafer or one batch. Its influence on the correct circuit operation can be minimized when a design relies solely on the parameter ratios rather than their absolute values. Local parameter variation, known as fabrication mismatch, is more difficult to mitigate and may significantly degrade the accuracy and performance of a circuit [Pelgrom 89]. For example, it limits the accuracy of A/D and D/A converters [Pelgrom 98], increases the offset voltage in operational amplifiers, distorts the symmetry of current mirrors [Shyu 84], constraints the
speed-power-accuracy trade off in analogue systems [Kinget 97], and affects the voltage and timing margins in digital circuits [Christiansen 95], [Toifl 99], [Lovett 2000]. Moreover, the fabrication mismatch is being reported not to scale down linearly with the technology feature size but the variability of the parameters of a minimum-size MOS device increases when moving to finer nodes [Mead 94], [Rodriguez-Vazquez 2003]. Therefore, it becomes necessary to account for fabrication mismatch, its analysis, modelling and optimisation in a standard design flow of VLSI circuits, in order to avoid overdesign and properly estimate yield and the manufacturing costs [Cox 85].

In the following section, two approaches to mismatch modelling: based on the physical grounds [Lakshmikumar 86], and based on empirical analysis [Pelgrom 89], will be presented. Also, basic mathematical methods for quantifying the impact of parameter variability on a device operation will be provided.

2.3.1 Physical model

Mismatch model evaluated based on the study of the physical parameter randomness, was discussed in [Shyu 84] and [Lakshmikumar 86]. In the proposed analyses, it was assumed that the fabrication mismatch was dominated mainly by the randomness in the gate charge distribution and the channel doping concentration. Due to certain variability in the process of masking and ion implantation, dopants typically occupy random locations with distribution close to uniform across a given surface. It has been shown in theory [Nicollian 82] and verified in experiments [Shyu 84] that the variability of such charge density reduces with respect to the total device area. For example, the variability of the depletion charge density $\sigma^2_{Q_{dep}}$ over a channel area $WL$ can be calculated as:

$$\sigma^2_{Q_{dep}} = \frac{Q_{dep}}{WL}$$

The same approach was applied to quantify the variability of other physical parameters such as oxide thickness $t_{ox}$ and carrier mobility $\mu$. The variances of the threshold voltage $V_{th}$ and current factor $\beta$ were calculated using equations from Section 2.2.1 and the method of variance propagation from statistics (see Section 2.3.3).

2.3.2 Empirical model

The empirical model is based on the mathematical analysis assuming that the surface variability of a parameter $P$ is given by a two-dimensional density function $P(x, y)$
consisting of a fixed and random parts, with arguments \(x\) and \(y\) indicating the location on a plane [Pelgrom 89]. It is important to note that such abstract model was constructed with intention to show analogies to physical parameter variability across a chip die or a wafer. The value of the parameter \(P\), in a certain location \((x, y)\), is represented by its average and calculated by integrating the corresponding density function \(P(x, y)\) over the area around this location. For two values of the same parameter \(P\) but obtained in different locations, the mismatch was defined as the difference between their respective mean values \(\Delta P(x, y)\). The resulting variance of parameter \(\Delta P\) between two identically drawn rectangular devices of area \(WL\) in distance \(D\) between their centres, is given by the formula:

\[
\sigma_{\Delta P}^2 = \frac{A_P^2}{WL} + S_P^2D^2
\]

(2.5)

where \(A_P\) and \(S_P\) are the process dependent parameters corresponding respectively to the local random variation, which averages out with the device area, and to the long distance parameter variation, usually causing parameter offsets and gradients across the silicon dies. The derivation of the Pelgrom's model can be found in [Linares-Barranco 2007].

It is important to note that the distance dependent component \(D\) in equation (2.5), although verified in measurements [Pelgrom 89], [Bastos 95], has rather negligible impact on the total parameter variability. In order to quantify the magnitude of the long distance parameter variability, a corner distance \(D_m\) was introduced and defined as the distance between two identical smallest-size MOS transistors, manufactured in a CMOS technology of a particular \(\lambda_T\) feature size, where the components \(A_P^2/WL\) and \(S_P^2D^2\), in the equation (2.5), become equal [Kinget 97]:

\[
D_m = \frac{A_P}{\lambda_T S_P}
\]

(2.6)

The corner distance for the threshold voltage \(V_{th}\) and the current factor \(\beta\), reported for a 2.5 \(\mu m\) CMOS technology, was greater than 3 mm [Pelgrom 89], and already greater than 14 mm for a 0.7 \(\mu m\) CMOS technology [Kinget 97]. Since the corner distance \(D_m\) is much bigger than the size of a typical integrated circuit or even a full chip, the distance dependent component in equation (2.5) can usually be neglected, and only the area dependent mismatch can be considered.
It can be concluded that, irrespective of the approach (either based on physical or empirical studies), the variability of the threshold voltage $\sigma_{V_{th}}^2$ and the current factor $\sigma_{\beta}^2$ of the square-law MOS transistor model are given by the following equations:

\[ \sigma_{V_{th}}^2 = \frac{A_{V_{th}}^2}{WL} \]  \hspace{1cm} (2.7)

\[ \frac{\sigma_{\beta}^2}{\beta^2} = \frac{A_{\beta}^2}{WL} \]  \hspace{1cm} (2.8)

where $A_{V_{th}}$ and $A_{\beta}$ are the technology dependent constant parameters, usually extracted from measurements.

### 2.3.3 Variability propagation

Standard MOS transistor models, such as Spice Level 1 or BSIM, define mathematical relations between the operating point of the device (i.e. drain current and gate-source voltage) and the electrical parameters of the transistors, such as threshold voltage $V_{th}$ and current factor $\beta$. When building statistical models of MOS transistors, it is essential to "propagate" the variability of the model parameters (e.g. $\sigma_{V_{th}}^2$, $\sigma_{\beta}^2$) on the variability of the drain current or the gate-source voltage. This is typically done by calculating the approximate variance $\sigma_f^2$ of a function $f$ of $n$ random variables $f(P_1, P_2, \ldots, P_n)$ with variances $\sigma_{P_1}^2, \sigma_{P_2}^2, \ldots, \sigma_{P_n}^2$ using formula [Abel 93], [Papoulis 2002]:

\[ \sigma_f^2 = \sum_{i=1}^{n} \left( \frac{\partial f}{\partial P_i} \right)^2 \sigma_{P_i}^2 + \sum_{i=1}^{n} \sum_{j=i+1}^{n} 2 \rho_{ij} \frac{\partial f}{\partial P_i} \frac{\partial f}{\partial P_j} \sigma_{P_i}^2 \sigma_{P_j}^2 \]  \hspace{1cm} (2.9)

where $\rho_{ij}$ is the correlation factor between parameters $P_i$ and $P_j$. In practice, it may be the case that some of the correlation coefficients are negligibly small or zero. The physical parameters of CMOS circuits can, in the majority of cases, be represented as a set of independent random variables. However, the variability of the resulting electrical parameters, specific to a particular MOS transistor model, may be correlated. This happens when they rely on the same physical parameters and phenomena. For example, the variability of the gate oxide thickness affects the gate oxide capacitance, and hence, contributes to the variability of the threshold voltage $V_{th}$, and also to the variability of the current factor $\beta$. However, the experimental results have shown that the correlation between $V_{th}$ and $\beta$ is negligibly small [Kinget 2005]. In such a case, when all the
parameters \( P_1, \ldots, P_n \) can be treated as uncorrelated random variables, the variance from (2.9) simplifies to the following equation:

\[
\sigma_P^2 = \left( \frac{\partial f}{\partial P_1} \right)^2 \sigma_{P_1}^2 + \left( \frac{\partial f}{\partial P_2} \right)^2 \sigma_{P_2}^2 + \cdots + \left( \frac{\partial f}{\partial P_n} \right)^2 \sigma_{P_n}^2
\]  

(2.10)

In some mathematical considerations, it is important to differentiate between the variance of a random parameter \( P \) equal \( \sigma_P^2 \) and the variance of the difference \( \Delta P \) of the random values of the same parameter \( P \) equal \( \sigma_{\Delta P}^2 \) [Kinget 97]. Since equation (2.5) provides a method for calculating variance of the parameter difference, in some cases, it is necessary to calculate the variability of the parameter \( P \) itself. Assuming that \( \Delta P \) is a difference of two uncorrelated and randomly generated values of the same parameter \( \Delta P = P' - P'' \) and using (2.10), the variance equals \( \sigma_{\Delta P}^2 = \sigma_{P'}^2 + \sigma_{P''}^2 \). Values \( P' \) and \( P'' \) are samples of the same parameter \( P \), therefore, their variances are equal: \( \sigma_{P'}^2 = \sigma_{P''}^2 \), and the variance \( \sigma_P^2 \) of parameter \( P \) can be calculated as \( \sigma_P^2 = \sigma_{\Delta P}^2 / 2 \).

### 2.4 Mismatch modelling

The majority of works considering mismatch modelling focus mainly on constructing reliable statistical models applicable over a wide range of geometry sizes and different bias conditions. It should be noted, however, that mismatch modelling does not necessarily require constructing a new MOS transistor model. The main problem lies in the correct identification of different physical sources of randomness in the fabrication process, and in the analysis of their influence on the electrical parameters of MOS devices. This is specific to the model chosen and to the random parameter cross correlations.

In the following section, simplified MOS transistor model for mismatch analysis, used in this thesis, will be derived based on the Spice Level 1 model presented in section 2.2.1 and the method of variance propagation from equation (2.10). For simplicity zero correlation between variability of the threshold voltage and the current factor \( \beta \) will be assumed.

#### 2.4.1 Mismatch MOS model for hand calculations

The implications of parameter mismatch on the operation of analogue circuits were extensively studied in [Kinget 96, 97, 2005]. Similarly to noise, the impact of parameter
mismatch on the drain current \( i_D \) or on the gate-source voltage \( u_{GS} \) is usually considered, assuming small signal approximation, depending on the operation mode of the transistor. Assuming a generic relation for the drain current: \( i_D = f(u_{GS}, u_{DS}, V_{th}, \beta) \) as a function of bias voltages \( u_{GS} \) and \( u_{DS} \), and parameters \( V_{th} \) and \( \beta \), the following difference equation can be derived:

\[
\Delta I_D = \frac{\partial i_D}{\partial \beta} \Delta \beta + \frac{\partial i_D}{\partial V_{th}} \Delta V_{th}
\]  

(2.11)

Using (2.10), the variability of the drain current in (2.11) can be calculated as:

\[
\sigma_{\Delta ID}^2 = \sigma_{\Delta \beta}^2 \frac{g_m}{I_D^2} \left( \frac{g_m}{I_D} \right)^2 \sigma_{\Delta V_{th}}^2
\]  

(2.12)

where \( g_m = \frac{\partial i_D}{\partial u_{GS}} \) is a small signal transconductance of MOS transistor calculated for the assumed bias point determined by \( u_{GS}, u_{DS} \) and \( i_D \). The variability of the gate-source voltage for a fixed drain current can be calculated based on the following difference equation:

\[
\Delta U_{GS} = \frac{\partial u_{GS}}{\partial \beta} \Delta \beta + \frac{\partial u_{GS}}{\partial V_{th}} \Delta V_{th}
\]  

(2.13)

The partial derivatives in (2.13) can be calculated using \( i_D = f(u_{GS}, u_{DS}, V_{th}, \beta) = C \), where \( C \) is a constant. Applying (2.10) to (2.13), the following equation for the variability of gate-source voltage can be derived:

\[
\sigma_{\Delta U_{GS}}^2 = \sigma_{\Delta \beta}^2 + \left( \frac{I_D}{g_m} \right)^2 \sigma_{\Delta \beta}^2 \beta^2
\]  

(2.14)

The impact of the parameter variability on the drain current (for the fixed bias voltages) or on the gate-source voltage (for the fixed drain current), given by the equations (2.12) and (2.14) respectively, can be calculated for each region of operation of a MOS transistor, using equations (2.1), (2.2) and (2.3).

### 2.4.2.1 Strong inversion and saturation

In strong inversion and saturation the drain current of a MOS transistor is given by equation (2.1) and the corresponding variability parameters of the drain current and gate-source voltage are equal:
\[
\frac{\sigma_{\text{ND}}^2}{I_D^2} = \frac{\sigma_{\text{m}}^2}{\beta^2} + \frac{4\sigma_{\text{Vth}}^2}{(u_{\text{GS}} - V_{\text{th}})^2}
\]
(2.15)

\[
\sigma_{\text{VGS}}^2 = \sigma_{\text{Vth}}^2 + \left(\frac{u_{\text{GS}} - V_{\text{th}}}{4} \right)^2 \frac{\sigma_{\text{m}}^2}{\beta^2}
\]
(2.16)

Inserting the area dependent components \(\sigma_{\text{Vth}}^2\) and \(\sigma_{\text{m}}^2/\beta^2\) from the equations (2.7) and (2.8) respectively, to (2.15) and (2.16), the following equations can be derived:

\[
\frac{\sigma_{\text{ND}}^2}{I_D^2} = \frac{1}{WL} \left[ A_{\beta}^2 + \frac{4A_{\text{Vth}}^2}{(u_{\text{GS}} - V_{\text{th}})^2} \right]
\]
(2.17)

\[
\sigma_{\text{VGS}}^2 = \frac{1}{WL} \left[ A_{\text{Vth}}^2 + \left(\frac{u_{\text{GS}} - V_{\text{th}}}{4} \right)^2 A_{\beta}^2 \right]
\]
(2.18)

It can be observed, that the propagation of the parameter mismatch on the drain current \(I_D\) and the gate-source voltage \(V_{GS}\) depends on the gate area \(WL\) of a MOS transistor but also on the operating point, determined by voltage \(u_{GS}\). For very low or very high values of \(u_{GS} - V_{th}\), the variability of one parameter, either the threshold voltage or the current factor becomes dominant. To address such cases, a corner gate-drive voltage \(u_{\text{GST}} = (u_{GS} - V_{th})_m\), has been defined as the bias condition where the effects of mismatch in \(V_{th}\) and \(\beta\) are equal. In strong inversion and saturation, the corner gate-drive voltage equals \(u_{\text{GST}} = 2A_{\text{Vth}}/A_{\beta}\) [Kinget 97]. In particular, for bias conditions such that \((u_{GS} - V_{th}) > u_{\text{GST}}\), the variability in current factor \(A_{\beta}\) dominates in equation (2.17), whereas for \((u_{GS} - V_{th}) < u_{\text{GST}}\), the variability in the threshold voltage \(A_{\text{Vth}}\) is a major contributor to mismatch. Since the corner gate-drive voltage is usually high, the transistor will most likely operate on the gate-source bias voltages meeting relation \((u_{GS} - V_{th}) < u_{\text{GST}}\), where the mismatch in \(V_{th}\) is dominant. For example, the corner gate-drive voltage for low leakage nMOS transistor in a 90 nm CMOS technology is 0.66 V. For the threshold voltage \(V_{th} = 0.45\) V and supply voltage 1.2 V, the required gate-source voltage \(u_{GS}\) assuring \((u_{GS} - V_{th}) > u_{\text{GST}}\) must be higher than 1.11 V. Assuming that, in most cases, \((u_{GS} - V_{th}) < u_{\text{GST}}\), the equations (2.17) and (2.18) can be simplified to the following form:

\[
\frac{\sigma_{\text{ND}}^2}{I_D^2} = \frac{1}{WL} \frac{4A_{\text{Vth}}^2}{(u_{GS} - V_{th})^2}
\]
(2.19)
\[ \sigma_{AVGS}^2 = \frac{1}{WL} A_{Vth}^2 \]  

(2.20)

2.4.2.2 Strong inversion and linear region

In strong inversion and linear region, the drain current of a MOS transistor is given by equation (2.2) and the corresponding variability parameters are equal:

\[ \frac{\sigma_{MD}^2}{I_D^2} = \frac{\sigma_{N}^2}{\beta^2} + \frac{\sigma_{AVth}^2}{(u_{GS} - V_{th} - u_{DS}/2)^2} \]  

(2.21)

\[ \sigma_{AVGS}^2 = \sigma_{AVth}^2 + (u_{GS} - V_{th} - u_{DS}/2)^2 \frac{\sigma_{N}^2}{\beta^2} \]  

(2.22)

Assuming deep linear operation, where \( u_{DS} \approx 0 \), the equations (2.21) and (2.22) can be simplified to:

\[ \frac{\sigma_{MD}^2}{I_D^2} = \frac{\sigma_{N}^2}{\beta^2} + \frac{\sigma_{AVth}^2}{(u_{GS} - V_{th})^2} \]  

(2.23)

\[ \sigma_{AVGS}^2 = \sigma_{AVth}^2 + (u_{GS} - V_{th})^2 \frac{\sigma_{N}^2}{\beta^2} \]  

(2.24)

Inserting the area dependent components \( \sigma_{AVth}^2 \) and \( \sigma_{N}^2/\beta^2 \) from equations (2.7) and (2.8) respectively, to (2.23) and (2.24), the following equations can be derived:

\[ \frac{\sigma_{MD}^2}{I_D^2} = \frac{1}{WL} \left[ A_{\beta}^2 + \left( A_{Vth}^2 \right) \right] \]  

(2.25)

\[ \sigma_{AVGS}^2 = \frac{1}{WL} \left[ A_{Vth}^2 + (u_{GS} - V_{th})^2 A_{\beta}^2 \right] \]  

(2.26)

Based on the equations (2.25) and (2.26), two important conclusions can be formulated. Firstly, the corresponding corner gate-drive voltage \( u_{GST} = A_{Vth}/A_{\beta} \) is twice lower than in the saturation, therefore, the dominant source of the parameter variability is rather bias dependent. Secondly, for the same gate source voltage, the variability of the drain current in saturation (2.17) is higher than in linear region (2.25). Therefore, in some analogue circuits, for example in single transistor multipliers for synaptic connections in CNN, ohmic region of MOS transistor was suggested for better accuracy [Rodriguez-Vazquez 99], [Carmona-Galan 2003].
### 2.4.2.3 Weak inversion

In weak inversion and saturation the drain current of a MOS transistor is given by equation (2.3) and the corresponding variability parameters of the drain current and gate-source voltage are equal:

\[
\frac{\sigma_{\Delta D}^2}{I_D} = \frac{\sigma_{\Delta \beta}^2}{\beta^2} + \frac{\sigma_{\Delta V\text{th}}^2}{(nU_T)^2} \quad (2.27)
\]

\[
\sigma_{\Delta VGS}^2 = \sigma_{\Delta V\text{th}}^2 + (nU_T)^2 \frac{\sigma_{\Delta \beta}^2}{\beta^2} \quad (2.28)
\]

Based on the experimental results, it has been shown that, in weak inversion, the variability of the drain current and gate-source voltage is dominated by the mismatch in the threshold voltage. For example, assuming \( n = 1.5 \) for low leakage nMOS transistor from a 90 nm CMOS technology, and inserting the area dependent components \( \sigma_{\Delta V\text{th}}^2 \) and \( \sigma_{\Delta \beta}^2/\beta^2 \) from equations (2.7) and (2.8) respectively, to (2.27) and (2.28), the ratio \( A_{\beta}^2 nU_T/A_{\text{Vth}} \approx 0.12 \) which means that the contribution of the threshold voltage component in (2.27) and (2.28) is almost ten times higher than the contribution of the current factor. Based on that, the equations (2.27) and (2.28) can be represented in the simplified forms:

\[
\frac{\sigma_{\Delta D}^2}{I_D} = \frac{1}{WL} \left[ \frac{A_{\text{Vth}}^2}{(nU_T)^2} \right] \quad (2.29)
\]

\[
\sigma_{\Delta VGS}^2 = \frac{1}{WL} A_{\text{Vth}}^2 \quad (2.30)
\]

The ratio of the drain current variability in strong inversion (2.19) to the current in weak inversion (2.29) equals \( nU_T/(u_{\text{GS}} - V_{\text{th}}) \). Assuming typical bias conditions of the low leakage nMOS transistor from a 90 nm CMOS technology operating in strong inversion and saturation \( (u_{\text{GS}} = 0.8 \text{ V}, V_{\text{th}} = 0.45 \text{ V}, \text{ see Figure 2.1}) \), the variability of the drain current in weak inversion is almost ten times higher than in strong inversion.

### 2.4.3 Statistical MOS models for CAD

The simplified MOS model, considered in previous sections, was convenient for hand calculations and sufficiently precise for the technology feature size of 1 µm or higher. However, it may no longer be practically justifiable for submicron and deep...
submicron CMOS processes, where the second order effects in MOS devices, such as short channel effects, mobility degradation and body bias effect, start to play an important role. Therefore, the use of more complex, compact models such as BSIM, providing a better approximation of MOS transistor behaviour, is usually considered in circuit simulations [Bhattacharyya 2009].

Due to the high complexity and the convoluted form of the equations in BSIM model, the hand analysis of MOS transistor behaviour and circuit operation under model parameter variability is no longer feasible. Instead, statistical Monte Carlo sampling approach was proposed, using randomly generated sets of model parameters in multiple circuit simulations. The variability of particular circuit parameters (e.g. offset voltage in an operational amplifier) could be calculated directly from the statistics of the obtained simulation results.

Given the improved accuracy of the members of BSIM family such as BSIM4 and BSIM5 [He 2007], dedicated for CMOS processes below 65 nm feature size, the complexity of such models, and hence, the resulting simulation time increases. Since Monte Carlo analysis requires multiple simulation runs, it becomes critically important to devise a sensible trade off between the accuracy of the statistical model, and its complexity. This is usually achieved on the empirical bases assuming random fluctuation of only selected parameters, such that, the statistical model fits into the data obtained from the measurements [Drennan 2003]. The number of iterations in Monte Carlo simulations should also be chosen individually, according to the required accuracy of the parameter variability estimation. The relative error is inversely proportional to the square root of the number of simulation runs, therefore, one order of magnitude accuracy improvement requires two orders of magnitude more iteration runs. To address the problem of long simulation time, methods employing macromodel extraction, or approaches assuming limited number of runs, producing only critical circuit configurations, were considered [Michael 92, 96].

Even though Monte Carlo simulations using statistical BSIM models provides much more accurate tool for circuit variability estimation, the simplest square-law MOS transistor model is still frequently used in the hand analyses, providing insightful conclusions and directions for mismatch optimisation using more precise methods.
2.4.4 Extended simplified model

In order to improve the accuracy of the simplified model discussed in section 2.2.1, certain improvements accounting for the second order effects such as gate roughness, effective mobility reduction, short and narrow channel effects and active gate area reduction, were proposed [Steyaert 94], [Bastos 95].

Gate roughness is defined as an irregularity of the polysilicon and diffusion regions forming MOS transistor gate. The impact of the resulting variations in the gate width and length on the mismatch of β is given by the equation [Pelgrom 89]:

\[
\frac{\sigma_\beta^2}{\beta^2} = \frac{1}{WL}(A_{ws} + A_w) + \frac{A_{w}}{W^2L} + \frac{A_L}{WL^2}
\]  

(2.31)

where \(A_w\) and \(A_L\) are constant process parameters. Important conclusion can be drawn when calculating minimum of the function \(\sigma_\beta^2/\beta^2\) from (2.31) for a constant area \(WL = A\). It can be shown that there exists an optimal ratio \(W/L = A_w^2/A_L^2\), minimising the variability of the current factor β. This is particularly important in the mismatch optimisation based on geometry scaling, where an improvement of the accuracy could be achieved by a proper selection of \(W/L\) ratio for a constant gate area.

Several important effects observed in the small geometry MOS transistors such as Drain Induced Barrier Lowering (DIBL) and Short Channel Effect (SCE) result from the interaction between the depletion charge \(Q_{dep}\) (induced by the gate-bulk bias voltage) and the depletion regions surrounding reverse biased drain-bulk and source-bulk \(p-n\) junctions. Such interaction between the depletion regions and the channel area can be seen as an additional source of randomness, contributing to the variability of the threshold voltage. Attempts to incorporate such effects in the simplest square-law model were proposed in [Steyaert 94] and [Bastos 95]. It was observed that the variability of the threshold voltage increases for wide and short channel devices, when the influence of the drain voltage on the channel depletion charge was higher. This is particularly important in analogue design, where wide and short channel transistors are often used (e.g. in the input stages of amplifiers to achieve large transconductance).

2.5 Mismatch scaling

Assuming constant field scaling rules in CMOS technologies, certain physical and electrical parameters of MOS devices increase or decrease by a constant factor \(K\), which
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scales with the technology feature size $\lambda \sim 1/K$ [Wong 83]. In particular, lateral and vertical dimensions, such as channel width $W$, length $L$, and gate oxide thickness $t_{\text{ox}}$ are assumed to scale proportionally to $1/K$, and the doping concentration $N_D$ proportionally to $K$. In order to avoid punch through effects and drain-bulk junction breakdown, the bias and supply voltages should also scale proportionally to $1/K$. Although constant field scaling rules are not precise when applied to submicron technologies, they are sufficient for the approximate analyses presented in this section.

The variability of the threshold voltage of a MOS transistor depends mainly on the fluctuations of the depletion charge $Q_{\text{dep}}$ stored on the gate capacitance $C_{\text{ox}}$ and can be calculated from the approximate formula $\sigma_{V_{\text{th}}}^2 \approx \sigma_{Q_{\text{dep}}}^2 / C_{\text{ox}}^2$ [Lakshmikumar 86]. On the other hand, the variability of the depletion charge $Q_{\text{dep}}$, given by (2.4), equals $\sigma_{Q_{\text{dep}}}^2 = Q_{\text{dep}}^2 / WL$. Combining the last two equation and assuming $C_{\text{ox}} = \varepsilon_{\text{ox}} / t_{\text{ox}}$ and $Q_{\text{dep}} = \sqrt{2\psi\varepsilon_s q N_D}$ [Allen 2002], the following equation can be derived:

$$\sigma_{V_{\text{th}}}^2 = \frac{1}{WL} \left( \frac{t_{\text{ox}}}{\varepsilon_{\text{ox}}} \right)^2 \sqrt{2\psi\varepsilon_s q N_D}$$

(2.32)

where $WL$ is the gate area, $t_{\text{ox}}$ is the oxide thickness, $\varepsilon_{\text{ox}}$ and $\varepsilon_s$ is the electrical permittivity of the oxide layer and the semiconductor (silicon) respectively, $\psi$ is the surface potential inducing the charge dislocation, $q$ is the elementary electric charge, and $N_D$ is the doping concentration of the semiconductor. Inserting the area dependent component of the threshold voltage variability from (2.7), equal $\sigma_{V_{\text{th}}}^2 = A_{V_{\text{th}}}^2 / WL$, to (2.32) it can be shown the technology parameter $A_{V_{\text{th}}}$ equals:

$$A_{V_{\text{th}}} = \left( \frac{t_{\text{ox}}}{\varepsilon_{\text{ox}}} \right) (2\psi\varepsilon_s q N_D)^{1/4} \sim t_{\text{ox}} N_D^{1/4}$$

(2.33)

and is proportional to $t_{\text{ox}} N_D^{1/4}$. Assuming scaling rules: $t_{\text{ox}} \sim 1/K$ and $N_D \sim K$, the mismatch parameter $A_{V_{\text{th}}}$ is proportional to:

$$A_{V_{\text{th}}} \sim K^{-3/4} \sim \lambda^{-3/4}$$

(2.34)

From the equation (2.34) it can be seen that the parameter $A_{V_{\text{th}}}$ scales down with the technology feature size and becomes smaller when moving to finer nodes. Even though the intrinsic matching of the threshold voltage improves for a fixed gate size, there exist other physical limitations such as SCE and DIBL effects, introducing more sources of parameter variability, further reducing the precision of MOS transistor operation...
[Bastos 95]. It should also be noted that technology scaling imposes lower supply and bias voltages reducing the dynamic range of analogue circuits, and hence, further magnifying the impact of parameter variability on the correct operation of such systems [Kinget 97].

In the case of the current factor $\beta$, there is no clear relation between the mismatch figure $A_{\beta}$ and the process parameters. In the literature it has only been speculated that the variability of $\beta$ could depend on the fluctuation of the gate oxide thickness $t_{\text{ox}}$, gate roughness, and most likely, on the variability of the carrier mobility. The measurement results reported in literature indicate a very weak scaling of $A_{\beta}$ with the technology feature size, slightly improving when moving to finer [Kinget 98], [Rodriguez-Vazquez 2003]. It should be noted, however, that these conclusions were drawn based on the measurements done in 1990s for CMOS technologies above 0.35 $\mu$m feature size. When moving to finer nodes, certain reduction of the variability of parameter $A_{\beta}$ can be observed (Table 2.1 and Figure 2.2b). Nevertheless, more experimental data for technologies below 0.35 $\mu$m feature size is needed to confirm such observation.

The values of mismatch parameters $A_{Vth}$ and $A_{\beta}$, for different standard CMOS technology nodes, reported in the literature and in the foundry documentation, are presented in Table 2.1. It should be noted that these parameters are technology dependent and may vary for the same node fabricated by different foundries [Pelgrom 2010]. Trends showing the scaling of the average values of mismatch parameters of nMOS and pMOS transistors in terms of the technology feature sizes $\lambda_T$ are presented in Figure 2.2.
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Table 2.1. Matching parameters $A_{Vth}$ and $A_\beta$ for standard CMOS processes of different technology feature size.

<table>
<thead>
<tr>
<th>Technology ($\lambda_T$)</th>
<th>$t_{ox}$ [nm]</th>
<th>Type</th>
<th>$A_{Vth}$ [mV·µm]</th>
<th>$A_\beta$ [%·µm]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 µm</td>
<td>50</td>
<td>nMOS</td>
<td>30</td>
<td>2.3</td>
<td>[Pelgrom 89]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>35</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>1.2 µm</td>
<td>22.5</td>
<td>nMOS</td>
<td>21</td>
<td>1.8</td>
<td>[Bastos 95]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>25</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>1 µm</td>
<td>17.5</td>
<td>nMOS</td>
<td>13</td>
<td>2.5</td>
<td>[Bolt 96]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>23</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.7 µm</td>
<td>17</td>
<td>nMOS</td>
<td>11</td>
<td>1.9</td>
<td>[Bastos 97a]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>22</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>0.5 µm</td>
<td>12</td>
<td>nMOS</td>
<td>11</td>
<td>1.8</td>
<td>[Pelgrom 2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>13</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>0.35 µm</td>
<td>7.7</td>
<td>nMOS</td>
<td>9</td>
<td>1.9</td>
<td>[Pelgrom 2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>9</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>0.25 µm</td>
<td>6</td>
<td>nMOS</td>
<td>6</td>
<td>1.85</td>
<td>[Pelgrom 2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>6</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>0.18 µm</td>
<td>3.3</td>
<td>nMOS</td>
<td>5.23</td>
<td>0.61</td>
<td>[FDK 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>5.85</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>0.13 µm</td>
<td>2.5</td>
<td>nMOS</td>
<td>5</td>
<td>1.6</td>
<td>[FDK 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>5</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>90 nm</td>
<td>2.2</td>
<td>nMOS</td>
<td>5.14</td>
<td>1.56</td>
<td>[FDK 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>3.43</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>65 nm</td>
<td>2.6</td>
<td>nMOS</td>
<td>4.18</td>
<td>0.89</td>
<td>[FDK 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pMOS</td>
<td>2.99</td>
<td>0.69</td>
<td></td>
</tr>
</tbody>
</table>

In the case of the parameter $A_{Vth}$, the scaling rule derived in (2.34), represented by function $y(\lambda_T) = C\lambda_T^{3/4}$ for $C = 18.00$, was evaluated using square error minimisation method and also added in the figure for reference. The same optimisation procedure was repeated for the function $y(\lambda_T) = C\lambda_T^D$, giving: $C = 18.68$ and $D = 0.64$. It can be observed that the variability scaling of the threshold voltage extracted from the data is slightly higher than the variability given by equation (2.34). This results from the simplifications assumed in the derivation of (2.34), for example, not including the variability of gate oxide thickness, trapped charges in gate etc. The prediction of the parameter $A_\beta$ scaling, with respect to the technology feature size, was made using function $y(\lambda_T) = C\lambda_T^D$ and the same optimisation procedure. The obtained parameters are: $C = 2.48$ and $D = 0.28$.

2.6 Mismatch versus noise

The experimental results reported in the literature shows that random errors caused by fabrication mismatch are about one to two orders of magnitude higher than the errors stemming from noise [Kingeret 97]. Assuming that MOS transistor operates in saturation,
the variability of the equivalent input (gate) voltage can be calculated from equation (2.20) as \( \sigma_{\text{VGS}}^2 = \frac{A_{\text{Vth}}^2}{WL} \), and the variability of this voltage as \( \sigma_{\text{VGS mismatch}}^2 = \frac{A_{\text{Vth}}^2}{2WL} \).

For simplicity, only the total wideband thermal noise \( kT/C \) of the gate capacitance \( C_g \), will be considered. The resulting noise voltage variability is equal to \( \sigma_{\text{VGS noise}}^2 = kT/C_g \).

Assuming that the gate capacitance equals \( C_g = CoxWL \), the ratio of the input voltage variability caused by mismatch and noise is:

\[
\frac{\sigma_{\text{VGS mismatch}}^2}{\sigma_{\text{VGS noise}}^2} = \frac{A_{\text{Vth}}^2 Cox}{2kT}
\]

(2.35)

For example, for the low leakage nMOS transistor from a 90 nm CMOS technology (assuming \( A_{\text{Vth}} = 5.14 \text{ mV} \cdot \mu\text{m} \) and \( t_{\text{ox}} = 2.2 \text{ nm} \)), the ratio given by (2.35), equals approximately 50, at the room temperature \( T = 300 \text{ K} \). This means that the error introduced by mismatch is 50 times larger than the error stemming from thermal noise.

Using (2.34) and applying the constant field scaling rules to equation (2.35), and assuming \( Cox = e_{\text{ox}}/t_{\text{ox}} \), the following relation can be derived:

\[
\frac{\sigma_{\text{VGS mismatch}}^2}{\sigma_{\text{VGS noise}}^2} \sim \frac{A_{\text{Vth}}^2 e_{\text{ox}}}{t_{\text{ox}}} \sim K^{-6/4} K^{-1} \sim K^{-1/2} \sim \sqrt{\lambda_T}
\]

(2.36)

The mismatch to noise ratio from (2.35), with respect to technology feature size \( \lambda_T \) and calculated using data from Table 2.1, is presented in Figure 2.3. The scaling trend approximated by function \( y(\lambda_T) = C\sqrt{\lambda_T} \), was evaluated using square error minimisation method giving \( C = 71.88 \). The optimisation procedure was also repeated for the function \( y(\lambda_T) = C\lambda_T^D \) giving \( C = 71.73 \) and \( D = 0.37 \). It can be observed that the mismatch to noise ratio from (2.36) decreases when moving to finer nodes. Hypothetically, the error introduced by parameter mismatch will remain one order of magnitude above the error caused by thermal noise for technologies down to 3 nm feature size. It should be noted, however, that the rule derived in (2.36) is only an approximation not accounting for second order effects in MOS devices.
2.7 Mismatch versus temperature

A temperature dependence of the process parameter variability is practically negligible. In particular, temperature affects the gate-semiconductor work function difference $\Phi_{MS}$ and Fermi potential in the bulk $\Phi_B$, and hence, changes the threshold voltage $V_{th}$ [Allen 2002]. The effect of temperature fluctuation can be seen as a systematic shift in the absolute values of physical parameters of semiconductor. Although $\Phi_B$ and $\Phi_{MS}$ linearly depend on temperature, they are proportional to the logarithm of the doping concentration $N_D$ (e.g. substrate or gate doping) [Mead 89]. Therefore, the impact of the variability of $\Phi_B$ and $\Phi_{MS}$, caused by fluctuations of $N$, on the threshold voltage is negligible. In the case of the current factor $\beta$, parameter $A_\beta$ depends mainly on the fluctuations of carrier mobility caused by the channel edge roughness, which does not depend on temperature [Lakshmikumar 86].

Although parameter mismatch does not change with temperature, the generated thermal noise increases, reducing the mismatch to noise ratio discussed in the previous section. In theory, however, increase of the absolute temperature $T$ by factor of 10 is necessary to equalise the effects of noise and mismatch, which is not realistic.

2.8 Mismatch optimisation

2.8.1 Circuit design techniques

One of the commonly used techniques of mismatch optimisation in CMOS circuits is scaling, based on the assumption that the variability of electrical and physical parameters of MOS transistor reduce with the gate area increase [Pelgrom 89]. Other methods,
account for circuit techniques such as auto-zero compensation, chopping, switched-current operation and trimming [Kinget 97].

Auto-zero compensation is used in comparators, A/D converters and switched capacitor circuits, mainly to eliminate DC offset errors, stemming from the mismatch of MOS transistors in the input differential pairs. Such circuits require additional calibration cycle, therefore, this technique applies mainly to discrete time circuits.

The main idea behind chopping technique is to reduce the effects of offset voltage and 1/f noise in band limited analogue signal processing systems. It assumes an interchangeable signal phase inversions of 0° and 180° with frequency higher than the signal bandwidth at the input and output of the a processing block.

In discrete-time memory cells realised as switched-current circuits, the use of the same MOS transistor for both, read and write operation, practically eliminates the influence of parameter mismatch. This technique is further discussed in Chapter 3.

Post fabrication trimming is the most generic mismatch optimisation technique applicable to a variety of CMOS circuit. It is usually based on individual operating point trimming or based on design redundancy, where additional transistors or processing blocks can individually be added or excluded from the system. Despite the increased area occupation and power consumption, such circuits usually require individual post fabrication trimming step and parameter storage technique, increasing the manufacturing costs. Therefore, this approach is rarely used in practice, except very specific designs [Heijne 96].

### 2.8.2 Layout drawing techniques

An improvement in terms of parameter variability can be achieved by employing different layout drawing techniques, accounting for a symmetric component placement and common centroid design [Bastos 96]. In particular, mechanical stress caused by shallow trench isolation (STI) and metal coverage, can be reduced by using additional dummy devices separating the active circuit from trenches, and careful metal paths routing, leaving the critical transistors uncovered [Tuinhout 96, 2001]. An experimental study on the mismatch impact on the parameters of MOS transistors in different layout types was presented in [Yeh 2001]. Circuit design using self-aligned drain/source contacts of MOS devices was investigated in [Bolt 96]. It was concluded, however, that none of these techniques noticeably improves the design accuracy when compared to the typically used common-centroid approach. The effects of packaging and bonding on
circuit parameter variability were studied in [Bastos 97b]. More advanced layout drawing techniques using statistical models and numerical optimisation methods, targeting both systematic and random parameter variability reduction, have been developed mainly for capacitor arrays in modern CMOS data converters [Hsiao 2012].

2.9 Conclusions

Despite a high parameter variability in deep submicron CMOS technologies and rather pessimistic conclusions concerning mismatch scaling with technology feature size, the methods and results presented in this thesis provide a positive outlook on the idea of using asynchronous and analogue circuits for specific information processing tasks. Conclusions and optimisation techniques presented in this chapter, will be discussed in the contexts of particular circuit applications presented further in this thesis.
Chapter 3

Current-mode analogue multipliers

3.1 Introduction and chapter overview

This chapter presents the idea and design of two current-mode CMOS multipliers for analogue computation, operating in a continuous-time and a discrete-time modes. Both circuits are based on the Gilbert multiplier cell, realised using MOS transistors working in the subthreshold region. The operation of both circuits and the computational errors, stemming from mismatch and the second order effects in MOS transistors, are analysed in theory and verified in simulations. A comparison to an equivalent structure, realised in digital domain, is provided for reference and estimation of the computational precision. The proposed multipliers will be of use in the hardware realisations of the sum-product algorithm for belief propagation in factor graphs discussed in Chapter 8.

3.2 Continuous-time Gilbert multiplier

In the following section, the operation of the continuous-time Gilbert multiplier, implemented using MOS transistors working in the subthreshold region, will be discussed. In particular, the design issues, such as limited power supply, gate leakage and some second order effects in MOS devices, mainly affecting the computational accuracy, will be further investigated based on theoretical analyses and simulations using MOS transistor models from a standard 90 nm CMOS technology.
3.2.1 Circuit analysis and realisation

Schematic diagram of a basic Gilbert multiplier cell (a current normaliser), realised using four MOS transistors connected in a translinear loop is shown in Figure 3.1.

![Schematic diagram of a Gilbert multiplier](image)

Figure 3.1. Schematic diagram of a Gilbert multiplier realised on four MOS transistors connected in a translinear loop.

In the following analysis, it is assumed that transistors $M_1$ - $M_4$ have identical geometries and operate in weak inversion and saturation, where $u_{GS} \ll V_{th}$ and $u_{DS} \gg 4U_T \approx 100$ mV. The drain current of a MOS transistor in weak inversion can be then calculated using (equation (2.9) in Chapter 2):

$$i_D = I_{D0} \frac{W}{L} \exp\left(\frac{u_{GS}}{nU_T}\right)$$  \hspace{1cm} (3.1)

where $I_{D0}$ is a specific current in weak inversion, $W$ and $L$ are the channel width and length respectively, $U_T = kT/q$ is thermal voltage equal approximately 25.85 mV at room temperature $T = 300$ K, and $n$ is a subthreshold slope factor. Gate voltages $V_{X1}$, $V_{X2}$ and the common source voltage $V_C$ are measured in reference to the ground potential. The additional reference voltage $V_{REF}$ was introduced to assure appropriate voltage headroom for the circuit realisation of the current source $I_0$. It will be shown that this voltage has no explicit impact on currents $I_{D1}$ and $I_{D2}$, nevertheless, it is used later in the practical implementation, therefore, it should be accounted for in this derivation. Using equation (3.1), and assuming that parameters $I_{D0}$, $W$, $L$, and the slope factor $n$ are the same for all four transistors in Figure 3.1, drain currents $I_{X1}$ and $I_{D1}$ can be calculated as:

$$I_{X1} = I_{D0} \frac{W}{L} \exp\left(\frac{V_{X1}}{nU_T}\right) \exp\left(-\frac{V_{REF}}{nU_T}\right)$$  \hspace{1cm} (3.2)
Using equations (3.2) and (3.3), the drain current \( I_{D1} \) and \( I_{D2} \) can be written as:

\[
I_{D1} = I_{X1} \frac{\exp(-V_{C}/nU_T)}{\exp(-V_{\text{REF}}/nU_T)}
\]

\[
I_{D2} = I_{X2} \frac{\exp(-V_{C}/nU_T)}{\exp(-V_{\text{REF}}/nU_T)}
\]

Using equations (3.4) and (3.5), and assuming that the drain currents \( I_{D1} + I_{D2} = I_0 \), the common source voltage \( V_C \) can be calculated as:

\[
V_C = nU_T \ln \left( \frac{I_{X1} + I_{X2}}{I_0 \exp(-V_{\text{REF}}/nU_T)} \right)
\]

Inserting (3.6) to (3.4) and (3.5), the output drain currents \( I_{D1} \) and \( I_{D2} \) are equal:

\[
I_{D1} = I_0 \frac{I_{X1}}{I_{X1} + I_{X2}}
\]

\[
I_{D2} = I_0 \frac{I_{X2}}{I_{X1} + I_{X2}}
\]

The obtained result could also be deduced from the translinear principle applied to the circuit from Figure 3.1. Assuming that transistors \( M_1 - M_4 \) operate in weak inversion and saturation, and the drain current is an exponential function of the gate voltage, the diode-connected transistors \( M_3 \) and \( M_4 \) work as logarithmic \( I-V \) converters of the input currents \( I_{X1} \) and \( I_{X2} \) generating voltages \( V_{X1} \sim \ln(I_{X1}) \) and \( V_{X2} \sim \ln(I_{X2}) \), which in turn control the differential pair on \( M_1 \) and \( M_2 \). Due to the exponential characteristics of \( M_1 \) and \( M_2 \), the output currents \( I_{D1} \) and \( I_{D2} \) have the same proportions as the respective input ones and their sum is constant and equal \( I_0 \). This conclusion leads directly to the set of equations (3.7).

In the vector notation, the circuit from Figure 3.1 performs multiplication with normalisation given by the equation:

\[
\begin{bmatrix}
I_{D1} \\
I_{D2}
\end{bmatrix} = \alpha \cdot I_0 \cdot \begin{bmatrix}
I_{X1} \\
I_{X2}
\end{bmatrix}
\]

where \( \alpha = 1/(I_{X1} + I_{X2}) \) is the normalising factor and \( I_0 \) is the third input argument. The circuit presented in Figure 3.1 is the simplest realisation of a multiplier operating on two-
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Element vectors. Its extension to an n-element vector normaliser is straightforward and requires addition of more I-V converters and the corresponding output transistors in the common source section. The schematic diagram of the multiplier proposed in this work, realised in a standard 90 nm CMOS technology is presented in Figure 3.2. It implements the simplest current normaliser from Figure 3.1 with additional current mirrors for input argument \( I_0 \) and the output currents \( I_{D1} \) and \( I_{D2} \). In the design, it was assumed that the input currents flow always to ground and the output currents are sourced from \( V_{DD} \). This helps to avoid additional current mirrors in the constructions of larger systems, where several multipliers are connected together. Such structures are further discussed in Chapter 8. The details concerning the implementation of the multiplier in Figure 3.2 and various technology related issues will be explained in the next section.

**Figure 3.2.** Schematic diagram of the proposed basic multiplier cell realised in a standard 90 nm CMOS technology.
3.2.2 Design issues

Computational precision of the analogue circuits used for arithmetic operations is usually limited by the systematic and random errors. Systematic errors can be attributed to issues such as non-ideal operation of current mirrors, variable operating point, leakage, non-ideal characteristics of MOS devices etc. Random errors result mainly from the fabrication mismatch and noise.

In order to reduce the level of systematic errors, several modifications to the basic multiplier circuit used by [Mead 89], [Loeliger 99, 2001] and [Luckenbill 2002], have been proposed. In the proposed solution, the input current $I_0$ and the output currents $I_{D1}$ and $I_{D2}$ are replicated using cascode current mirrors, exhibiting higher output resistance and better linearity, but also requiring a higher voltage headroom, necessary to keep the transistors in saturation. This becomes critical especially for the tail current source, constructed on transistors $M_5$ and $M_7$. Therefore, the sources of transistors $M_3$ and $M_4$ (the logarithmic $I$-$V$ converters) are connected to the reference voltage $V_{REF} > 0$, rather than directly to the ground potential. The reference voltage $V_{REF}$ regulates the voltage $V_C$, and hence, can be used to adjust the operating point of the tail current source, preventing $M_5$ and $M_7$ from leaving the saturation region, especially for small input currents $I_{X_1}$ and $I_{X_2}$. For very small input currents $I_{X_1}$ and $I_{X_2}$, corresponding gate-source voltages of $M_3$ and $M_4$ are close to zero. For large tail currents, the $V_C$ voltage is pulled down to assure gate-source voltages of $M_1$ and $M_2$ high enough to properly split $I_0$ between the two branches of the differential pair. In practice, $V_{REF}$ should be adjusted experimentally to assure proper operation of all the transistors in the circuit and minimise the generated computational errors.

The leakage currents of the MOS transistors in the current mirrors determine the minimum value of the arguments, that can be correctly replicated. In the proposed solution, to reduce the leakage below 1 nA, and assure the correct operation of the circuit for currents in range of 1 nA - 1 µA, (necessary to encode values within range 0.1% - 100%, Chapter 8), transistors $M_{7,8}, M_{13,14}$, and $M_{15,16}$ were implemented as high threshold devices (HVT). The maximum value of the current is mainly limited by the size (width) of the transistors $M_1$ - $M_4$ (which operate in weak inversion for relatively low drain currents), and the size of transistors used in the current mirrors. In practice, the geometry of these transistors will be constrained by the timing requirements and the maximum circuit size. In the simulations of the multiplier presented in Figure 3.2 it was observed
that the current mirrors introduce minor computational errors (assuming no mismatch) for transistor size \( W = 1 \, \mu \text{m} \) and \( L = 0.5 \, \mu \text{m} \) or higher, in range from 1 nA to 1 µA. The sizes of the transistors \( M_{1,4} \) are also not critical in terms of the computational precision of the multiplier, therefore, they were mainly dictated by the design of the discrete-time version of the multiplier (presented in Section 3.3), and for reference are kept the same and equal to \( W = 1.8 \, \mu \text{m} \) and \( L = 0.8 \, \mu \text{m} \).

### 3.2.3 V-AMS MOS model

Yet another source of systematic errors results solely from the second order effects in MOS transistors \( M_{1} - M_{4} \) (Figure 3.2), such as channel length modulation (i.e. Early effect) and the variable slope factor \( n \) [Mead 89], [Xi 2003]. This affects the symmetry of the Gilbert cell, where each output branch operates on a different gate voltages, unless both input currents \( I_{X1} \) and \( I_{X2} \) are equal. The level of errors caused by such effects was smaller for thick gate oxide devices (TGO), however this could be an issue specific to the model and technology used.

Given the structure of the BSIM model, the fundamental effects of a MOS device, such as channel length modulation, are not defined by one equation or a single parameter, that could be "activated" or "deactivated" by the user. Therefore, a simplified MOS transistor model was developed to allow for the simulations of the contribution of different effects to the total computational error. The proposed model, implemented in Verilog AMS language, is dedicated for the operation of MOS transistor in subthreshold region according to the formula [Mead 89]:

\[
i_D = I_{D0} \frac{W}{L} \exp \left( \frac{u_{GS}}{nU_T} \right) \left[ 1 - \exp \left( -\frac{u_{DS}}{U_T} \right) \right] \left( 1 + \frac{u_{DS}}{U_A} \right) + I_{OFF} \tag{3.9}\]

The equation (3.9) extends the basic formula for drain current given in (3.1) by accounting for the contribution of the drain-source voltage \( u_{DS} \), the channel length modulation effect depending on the Early voltage \( U_A \), and the off (leakage) current \( I_{OFF} \). The variability of the slope factor \( n \), in terms of the bias conditions, was first observed in the simulations of a simple test circuit for DC characteristics presented in Figure 3.3, using BSIM4 MOS transistor model provided by the foundry. Assuming the simplest relation between the drain current \( i_D \) and gate-source voltage \( u_{GS} = V_{GB} - V_{SB} \), given by equation (3.1), the dependency of the inverted slope factor \( k = 1/n \) was evaluated from the simulations using the following relation:
\[ k = U_T \frac{\partial \ln(i_D)}{\partial V_{GB}} \quad (3.10) \]

Based on the obtained results, it was observed that the traces showing the dependency of parameter \( k \) on the gate-bulk voltage \( V_{GB} \) resemble Gaussian functions, slightly elongated on the right hand side and shifted with the source-bulk voltage \( V_{SB} \), as demonstrated in Figure 3.4. Therefore, in the constructed V-AMS MOS model, a Gaussian function was used as an approximation to reproduce the variability of the slope factor \( k \) according to the following empirical equation:

\[ k = K \cdot \exp\left(-\alpha_k u_{GS}^2\right) \quad (3.11) \]

where \( K \) and \( \alpha_k \) are fitting parameters. The drain current \( i_D \) and the slope factor \( k \) of the proposed V-AMS model were calculated adapting the equations (3.9) and (3.11) and adding more fitting parameters and control flags, eventually leading to the following model equations:

\[
\begin{aligned}
i_D &= I_{d0} \frac{W}{L} \exp\left(\frac{k(V_{GB} - V_{SB} - V_{SH})}{U_T}\right) \left[1 - \exp\left(-\frac{V_{DB} - V_{SB} - V_{SH}}{U_T}\right)\right] \cdot \\
&\quad \times \left[1 + U_{AF} \frac{V_{DB} - V_{SB} - V_{SH}}{U_A}\right] + I_{OFF} \\
\end{aligned}
\quad (3.12)

\[
\begin{aligned}
k &= (K_{MAX} - K_{MIN}) \cdot \exp\left(-K_{F} \cdot \alpha_k (V_{GB} - V_{SB} - V_{SH})^2\right) + K_{MIN} \\
\end{aligned}
\quad (3.13)

The values of the parameters used in the equations (3.12) and (3.13), are provided in Table 3.1. The values of the parameters were chosen experimentally to obtain qualitatively similar behaviour between BSM4 model, provided by the foundry, and the proposed V-AMS model. In the simulations, the circuit from Figure 3.3 was used assuming constant drain-bulk voltage \( V_{DB} = 1.2 \) V and \( V_{GB} \) swept in range 0 to 1.2 V for four different values of the source-bulk voltage \( V_{SB} = 0 \) V, 100 mV, 200 mV and 300 mV. The results showing drain currents \( i_D \) and slope factors \( k \), calculated using equation (3.10), are presented in Figure 3.4. It should be noted the equation (3.11) was derived based on the assumption that MOS transistor operates according to the equation (3.1). Since BSIM4 model accounts for the presence of various second order effects, they may to some extent, contribute to the variability of the slope factor calculated using (3.10). Therefore, equation (3.11) is an approximation of the slope factor variability, suitable for the proposed model, but its use for other purposes should further be investigated.
Based on the simulation results presented in Figure 3.4, it can be seen that the proposed V-AMS model, constructed for the thick gate oxide transistor of a particular geometry, remains in a good qualitative agreement with its BSIM4 counterpart provided by the foundry. A deviation of the simulated drain current above the off (leakage) floor in the weak inversion region stems from second order effects such as Drain Induced Barrier Lowering (DIBL), accounted for in the BSIM4 model but not included in the proposed V-AMS model. Also, a distinct inflexion region of the slope factor profile around the threshold voltage is not predicted by the V-AMS model, which assumes a smooth transition of $k$ from moderate to strong inversion.

A better fit of the proposed model could possibly be achieved by employing numerical optimisation, or by extending the proposed model to more elaborate form. Nevertheless, for the purpose of this research, the proposed model is sufficient in its current form, providing good qualitative description of MOS transistor behaviour. It is applicable to the subthreshold region and allows for "controlling" the channel length modulation, off leakage and variable slope factor, simply by setting the corresponding flags (see Table 3.1). Simulation results showing the impact of the systematic and random effects of MOS transistors on the computational error of analogue multipliers are presented and discussed in Section 3.2.5.

Figure 3.3. Schematic diagram of the test circuit used in V-AMS MOS transistor model verification.
Figure 3.4. Drain current and slope factor $k$ simulated for the thick gate oxide transistor using BSIM4 model (provided by the foundry) and the proposed V-AMS model versus gate-bulk voltage $V_{GB}$ for $V_{DB} = 1.2$ V and different values of the source-bulk voltage equal: a) $V_{SB} = 0$ V, b) $V_{SB} = 100$ mV, c) $V_{SB} = 200$ mV, and d) $V_{SB} = 300$ mV.
Table 3.1. Parameters of the V-AMS MOS transistor model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>1.8</td>
<td>µm</td>
<td>MOS transistor channel width</td>
</tr>
<tr>
<td>L</td>
<td>0.5</td>
<td>µm</td>
<td>MOS transistor channel length</td>
</tr>
<tr>
<td>V_{GS}</td>
<td>0 - 1.2</td>
<td>V</td>
<td>Gate-bulk voltage</td>
</tr>
<tr>
<td>V_{DS}</td>
<td>0 - 1.2</td>
<td>V</td>
<td>Drain-bulk voltage</td>
</tr>
<tr>
<td>I_D0</td>
<td>0.15</td>
<td>pA</td>
<td>Specific current of MOS transistor in subthreshold</td>
</tr>
<tr>
<td>U_T</td>
<td>25.85</td>
<td>mV</td>
<td>Thermal potential equal kT/q for T = 300 K (constant)</td>
</tr>
<tr>
<td>I_OFF</td>
<td>1.3</td>
<td>pA</td>
<td>Off (leakage) current</td>
</tr>
<tr>
<td>K_{MAX}</td>
<td>0.78</td>
<td>---</td>
<td>Maximum slope factor value (also the value of k when KF = 0)</td>
</tr>
<tr>
<td>K_{MIN}</td>
<td>0.28</td>
<td>---</td>
<td>Minimum slope factor</td>
</tr>
<tr>
<td>α_K</td>
<td>0.90</td>
<td>---</td>
<td>Fitting parameter of the slope factor k</td>
</tr>
<tr>
<td>V_{SH}</td>
<td>60</td>
<td>mV</td>
<td>Source voltage shift (fitting parameter)</td>
</tr>
<tr>
<td>UAF, KF</td>
<td>0/1</td>
<td>---</td>
<td>Flags used to &quot;enable&quot; or &quot;disable&quot; channel length modulation and variable slope factor effect (for KF=0 the slope factor is constant and equals K_{MAX})</td>
</tr>
</tbody>
</table>

3.2.4 Computational errors

In the simulations, two definitions of the computational error are considered: the relative current error (RCE), and the normalised current error (NCE). The relative current error (RCE) is defined as the maximum difference between the vector of currents obtained from the circuit simulation \( I_{SIM} \) (in the case of the multiplier from Figure 3.2, the elements of \( I_{SIM} \) are the drain currents \( I_{D1} \) and \( I_{D2} \)) and the vector \( I_{MAT} \) (evaluated using equation (3.8)), with respect to the reference current \( I_{REF} \), defining the maximum value of the computed signals (i.e. \( I_{REF} \) is equivalent to unity in the performed arithmetic operations):

\[
RCE[\%] = \frac{\max|I_{SIM} - I_{MAT}|[\mu A]}{I_{REF}[\mu A]} \cdot 100\% \tag{3.14}
\]

The normalised current error (NCE) is defined as the maximum difference between the normalised current \( I_{SIM}/||I_{SIM}|| \), obtained from the simulation, and the normalised result \( I_{MAT}/||I_{MAT}|| \), obtained from equation (3.8), where \( ||X|| \) equals the sum of the elements in \( X \):

\[
NCE[\%] = \max \left( \frac{I_{SIM}}{||I_{SIM}||} - \frac{I_{MAT}}{||I_{MAT}||} \right) \cdot 100\% \tag{3.15}
\]

The first definition of the computational error (RCE) represents a disparity between the current obtained from the circuit simulation and the exact one, computed from the equation (7.8). The second definition of the computational error (NCE) was introduced to address applications where the information is represented by the ratios of the vector.
elements, rather than by their absolute values. This definition will be used in the calculations of the computational errors generated by the circuit realisations of the sum-product algorithm for belief propagation in Chapter 8.

### 3.2.5 Simulation results

In the simulations of the continuous-time multiplier, presented in Figure 3.2, the input currents $I_{x1}$, $I_{x2}$ and $I_0$ were provided directly from ideal current sources. The output currents $I_{D1}$ and $I_{D2}$ were sank using additional diode connected transistors of the same size and type as $M_1 - M_4$, with sources connected to the reference voltage $V_{REF}$. The simulation results were obtained using MOS transistor models provided by the foundry for a typical process corner ($TT$) and the V-AMS model discussed in section 3.2.3. The simulations were performed using a predefined set of 5000 random pairs of input currents $[I_{x1} I_{x2}]$, generated in range 1 nA - 1 µA, and divided into ten subsets, each with different constant current $I_0$, in range from 50 nA to 1 µA.

The simulation results showing mean values of the computational errors RCE and NCE (section 3.2.4), in terms of the third input current $I_0$, generated using BSIM4 and V-AMS models applied to transistors $M_1 - M_4$, are presented in Figure 3.5. In particular, V-AMS model was used with different settings of flags $KF$ and $UAF$ covering four cases: 1) both the variable slope factor ($KF = 1$) and the channel length modulation effects ($UAF = 1$) are "activated", 2) only variable slope factor ($KF = 1$, $UAF = 0$) is accounted for, 3) only channel length modulation ($KF = 0$, $UAF = 1$) is considered, and 4) MOS transistor with pure exponential characteristics are used ($KF = 0$, $UAF = 0$).

![Figure 3.5](image-url) Figure 3.5. Simulations of the test circuit from Figure 3.3 using BSIM4 and V-AMS models showing the mean value of the computational errors vs. input current $I_0$: a) NCE, and b) RCE.
It can be observed that the impact of the variable slope factor in transistors \( M_1 - M_4 \) on the computational accuracy (green dashed trace in Figure 3.5a) is much higher than the impact of the channel length modulation (blue dashed trace in Figure 3.5a). It can be observed that traces (dashed green and continuous green), that were generated assuming only the variable slope factor (dashed green trace) and assuming both the variable slope factor and the channel length modulation (continuous green trace), are close to each other. Therefore, it can be concluded that the slope factor variability dominates the precision of the multiplier. Slightly higher values of NCE, obtained for only slope factor variability (dashed green trace), result from the fact that this effect may, to some extent, be compensated by the Early effect, when both are accounted for in the model. It can also be observed that the NCE is the lowest when MOS transistors with pure exponential characteristics are used (continuous blue trace). A non-zero level of the NCE error (continuous blue trace) stems mainly from a non-ideal operation of the current mirrors built on pMOS transistors, since their performance degrades for lower and higher output currents due to leakage and nonlinearities such as Early effect.

The relative current error (RCE) provides more generic measure of the circuit precision, also accounting for the non-ideal behaviour of the tail current mirror (Figure 3.2). In particular, for very low input currents \( I_{X1} \) and \( I_{X2} \), the corresponding values of voltages \( V_{X1} \) and \( V_{X2} \) are also low, and the common voltage \( V_C \) will decrease to enable proper splitting of the tail current \( I_0 \). If \( I_0 \) is high, then \( V_C \) drops further down to increase the gate-source voltages of \( M_1 \) and \( M_2 \). This, on the other hand, reduces the headroom for transistors \( M_5 \) and \( M_7 \), operating in saturation (Figure 3.2), and hence, affects the bottom current mirror reducing the replicated value of \( I_0' \). As a result, the RCE error reaches its maximum for the larger values of \( I_0 \), indicating a dominant impact of the tail current on the generated computational errors. In the definition of the RCE error, the division by the fixed reference current \( I_{REF} \) (representing the maximum argument value) is assumed, therefore, the computational errors evaluated for \( I_0 < I_{REF} \) will be reduced (Figure 3.5b). It should be noted that the normalisation of the output vector \([I_{D1}, I_{D2}]\), done in the computation of the NCE error, does not account for the inaccuracy of the tail current mirror.

Finally, it can be observed that the traces showing the computational errors generated using BSIM4 and V-AMS models (for \( KF = 1 \) and \( UAF = 1 \)), remain in qualitative agreement, which confirms the validity of the proposed model.
Histograms showing distribution of the computational errors NCE and RCE of the continuous-time multiplier from Figure 3.2, are presented in Figure 3.6. Histograms of the NCE and RCE error distribution, generated accounting for parameter mismatch in all MOS transistors in the circuit from Figure 3.2 are presented in Figure 3.7. The distribution of RCE error is represented on a log scale due to a long tail of very rare cases with higher error. The mean value of the computational errors NCE and RCE, in terms of the transistor size scaling, is presented in Figure 3.8. In the simulations, widths and lengths of all the transistors in the circuit from Figure 3.2 were multiplied by the scaling factor $\alpha$ in range from 1 to 20.
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Figure 3.6. Histograms of the computational errors of the continuous-time multiplier from Figure 3.2: a) NCE ($\mu = 1.06\%$, $\sigma = 0.98\%$), and b) RCE ($\mu = 1.33\%$, $\sigma = 1.56\%$).

![Histogram of Normalised Current Error (NCE) and Relative Current Error (RCE)](image)

Figure 3.7. Histograms of the computational errors of the continuous-time multiplier from Figure 3.2 accounting for fabrication mismatch of MOS transistors: NCE ($\mu = 4.59\%$, $\sigma = 3.80\%$) and b) RCE ($\mu = 6.06\%$, $\sigma = 5.80\%$).
Current-mode analogue multipliers

Figure 3.8. a) Mean value of the NCE, and b) RCE computational errors versus transistor size scaling factor $\alpha$ (the corresponding gate area is proportional to $\alpha^2$).

It can be observed that mismatch strongly affects the correct operation of the circuit reducing its accuracy. Transistor size scaling improves the precision of the multiplier, however, at the expense of the device area. In particular, the impact of the fabrication mismatch becomes comparable to the level of the systematic errors for the values of parameter $\alpha$ higher than 8. This means that the total area of the multiplier ought to be increased more than 64 times to notably reduce mismatch. In practice, the magnitude of the generated error in such multiplier may be too high for many applications requiring precise computation under strict area constraints.

3.3 Discrete-time Gilbert multiplier

3.3.1 Circuit analysis and realisation

The basic Gilbert multiplier cell, presented in Figure 3.1, can also be seen as a combination of two structures resembling current mirrors, built on transistor pairs $M_1$-$M_3$ and $M_2$-$M_4$. It is important to note, however, that these pairs operate with different source potentials, therefore, the corresponding gate-source voltages are different and the input currents $I_{X1}$ and $I_{X2}$ do not simply copy to the output. This similarity can be advantageous in terms of the discrete-time realisation of the circuit, where the transistor pairs can be replaced with dynamic current mirrors operating in the switched-current mode. The schematic diagram of a continuous-time current mirror and its dynamic, discrete-time equivalent, are presented in Figure 3.9. [Toumazou 93b].
Figure 3.9. Schematic diagram of a current mirror realised as a) continuous-time and b) discrete-time circuit.

The continuous-time current mirror, presented in Figure 3.9a, consists of two transistors: the diode-connected $M_1$, converting the input current $I_0$ to the gate voltage $V_G$, and $M_2$, controlled by $V_G$ and generating the output current $I_0'$. Ideally, for the identical transistors $M_1$ and $M_2$, the output current $I_0' = I_0$ (not accounting for the second order effects in MOS transistors). The discrete time realisation, presented in Figure 3.9b, works in two phases, first it reads the input current $I_0$ (IN phase) and then it generates the output current $I_0'$ (OUT phase). In the following analysis, ideal switches controlled by signals $\varphi_1$ and $\varphi_2$ and no charge injection nor gate current leakage are assumed. When $\varphi_1 = 1$ and $\varphi_2 = 0$, the circuit is in the current reading mode (IN phase), switch $SW_2$ is opened and $SW_1$ and $SW_3$ are closed. The input current $I_0$ flows through the diode-connected transistor $M_D$ to the ground, charging the gate capacitance $C_G$ to a particular voltage $V_G$, corresponding to the input current $I_0$. In this phase, transistor $M_D$ operates similarly to $M_1$ in the continuous-time realisation in Figure 3.9a. When $\varphi_1 = 0$ and $\varphi_2 = 1$, the circuit generates the output current (OUT phase), switch $SW_2$ is closed and $SW_1$ and $SW_3$ are opened, and the output current $I_0'$ is controlled by the voltage $V_G$ of the floating gate of $M_D$, storing some electric charge on the gate capacitance $C_G$. In this phase, transistor $M_D$ operates similarly to $M_2$ in the continuous-time realisation in Figure 3.9a.

It can be observed that the structure and the operation of the dynamic current mirror is identical to the analogue switched-current memory cell. The capacitance $C_G$ is usually an inherent gate capacitance of a MOS transistor. Due to the gate leakage, charge injection from the switch $SW_1$, and parasitic coupling between gate and drain/source regions, external gate capacitors, may be needed in practice. The fundamental advantage of the dynamic current mirror is the use of the same transistor $M_D$ in both phases (IN and OUT), which makes the process of replicating currents indifferent to the parameters of the circuit, and hence, highly immune to the fabrication mismatch. It is important to note,
however, that the switched current approach exhibits a range of design challenges related to charge injection from switches, gate leakage, and second order effects of MOS transistors (e.g. channel length modulation), which usually degrade the precision of such circuits. More detailed analysis and characterisation of the effects and their optimisation techniques have been a subject of a broad study and can be found in textbook positions such as [Toumazou 93a, 93b].

Figure 3.10. Schematic diagram of the discrete-time Gilbert multiplier.

The schematic diagram of the discrete-time realisation of the Gilbert multiplier is shown in Figure 3.10. The proposed circuit consists of three memory cells built on transistors $M_{D1}$, $M_{D2}$ and $M_{D3}$, and operates in two phases: reading the input currents $I_{X1}$, $I_{X2}$ and $I_0$ (IN phase), and performing multiplication (MUL phase), generating the output currents $I_{D1}$ and $I_{D2}$. The additional cell with transistor $M_{D3}$ is a replacement for the ideal current mirror $I_0$ from Figure 3.1. When $\phi_1 = 1$ and $\phi_2 = 0$ (IN phase), the input currents $I_{X1}$, $I_{X2}$ and $I_0$ charge the gate capacitances $C_{G1}$, $C_{G2}$ and $C_{G3}$ of the respective transistors $M_{D1}$, $M_{D2}$ and $M_{D3}$ to voltages $V_{G1}$, $V_{G2}$ and $V_{G3}$. In particular, in this phase the transistors $M_{D1}$ and $M_{D2}$ operate as logarithmic $I$-$V$ converters of the input currents $I_{X1}$ and $I_{X2}$, similarly to transistors $M_3$ and $M_4$ in Figure 3.1. The sources of transistors $M_{D1}$ and $M_{D2}$ are connected to the bias voltage $V_{REF}$ rather than directly to the ground to assure proper voltage headroom for the transistor $M_{D3}$ during the MUL phase. When $\phi_1 = 0$ and $\phi_2 = 1$, the circuit is in the multiplying mode (MUL phase) and transistors $M_{D1}$ and $M_{D2}$ are connected to the drain of $M_{D3}$ forming a differential pair, similar to the one built on
transistors $M_1$ and $M_2$ in Figure 3.1. In this phase, the common source voltage $V_C$ will increase or decrease from $V_{REF}$, depending on the relation between currents $I_{X1}, I_{X2}$ and $I_0$ (see discussion in section 3.2.2). Assuming constant gate voltages $V_{G1}$ and $V_{G2}$, the corresponding gate source voltages of $M_{D1}$ and $M_{D2}$ will change to split the current $I_0$ into two branches of the differential pair, generating the output currents $I_{D1}$ and $I_{D2}$, proportional to the input currents $I_{X1}$ and $I_{X2}$. The proposed circuit operates according to the same principles as the continuous-time Gilbert multiplier, utilising the exponential characteristic of MOS transistors in weak inversion. Therefore, the output currents can also be calculated using equation (3.8). The only difference is the decomposition of the multiplication process into two independent phases, where the input currents are first converted to their logarithmic voltage representations, and then, these voltages drive the differential pair. The proof-of-concept implementation of the discrete-time multiplier realised in a standard 90 nm CMOS technology is presented in Figure 3.11.

Figure 3.11. Schematic diagram of the discrete-time multiplier realised in a standard 90 nm CMOS technology.
The circuit consists of five memory cells built on transistors $M_{D1} - M_{D5}$. Their function is the same as in the simplified realisations in Fig. 3.10. The additional two cells, built on transistors $M_{D4}$ and $M_{D5}$, are used to store and output the computed results. The circuit operates in three phases $IN$, $MUL$ and $OUT$ using control signals $\varphi_1$, $\varphi_2$ and $\varphi_3$ turning on or off the transmission gates to obtain particular circuit configurations. The detailed timing diagram of the control signals used in the circuit is presented in Figure 3.12.

![Figure 3.12. Timing diagram of a single IN-MUL-OUT sequence of the discrete-time multiplier.](image)

In the first phase ($IN$), denoted by the control signals $\varphi_1 = 1$, $\varphi_2 = 0$ and $\varphi_3 = 0$, the transmission gates $TG_1$, $TG_6$ and $TG_9$ are turned on providing the input currents $I_{X1}$, $I_{X2}$ and $I_0$ to the memory cells $M_{D1}$, $M_{D2}$ and $M_{D3}$. The additional signals $\varphi_1'$ and $\varphi_1''$ turn on the switches built on transistors $M_{S1}$, $M_{S2}$ and $M_{S3}$, setting a diode-connected configuration of these memory cells. In order to reduce the effects of charge injection, these switches turn off before the transition from $IN$ to $MUL$ phase. Also, the transmission gate $TG_3$ connects the sources of $M_{D1}$ and $M_{D2}$ to the bias voltage $V_{REF} = 200$ mV, assuring proper operation of the transistor $M_{D3}$ during $MUL$ phase. In the second phase ($MUL$), denoted by the signals $\varphi_1 = 0$, $\varphi_2 = 1$ and $\varphi_3 = 0$, the gates $TG_2$, $TG_5$ and $TG_7$ turn on, reconfiguring the circuit such that the transistor $M_{D3}$ works as the tail current source for the differential pair built on $M_{D1}$ and $M_{D2}$ splitting the tail current $I_0$ into the two branches according to the values of previously read $I_{X1}$ and $I_{X2}$. These currents flow through the diode connected transistors $M_{S4}$ and $M_{S5}$ as long as the control signal $\varphi_2'$ keeps transistors $M_{S4}$ and $M_{S5}$ turned on. Similarly as before, the control signal
$\varphi_2$ turns $M_{S4}$ and $M_{S5}$ off before the transition from MUL to OUT phase. In the last phase (OUT), denoted by the control signals $\varphi_1 = 0$, $\varphi_2 = 0$ and $\varphi_3 = 1$, only the output gates $TG_4$ and $TG_8$ turn on, and the transistors $M_{D4}$ and $M_{D5}$ work as current sources supplying the computed results. It is important to note that the circuit configurations in phases IN and OUT are independent and can be evaluated at the same time. This is advantageous in larger computing systems, where sequential operations can be pipelined, requiring only two cycles per single multiplication. The duration of each phase (the cycle time) was set to $T_c = 2 \mu s$ (Figure 3.12) based on the assumption that the 10 nA current (representing value 0.01 assuming $I_{REF} = 1 \mu A$) charges the capacitance $C = 50 \text{ fF}$ for $\Delta V = 0.4 \text{ V}$ in $2 \mu s$. In practice $\Delta V$ may be smaller than 0.4 V due to the previously stored charge.

3.3.2 Design issues

There are many challenges in the sampled-current circuit design, mainly related to the fact that the information, at some point, is represented by an electric charge stored on the gate of a MOS transistor. Effects, such as charge injection and gate leakage, can significantly affect this charge and change or destroy the information stored. Therefore, techniques aiming at the reduction of these phenomena are usually employed in the design of such circuits. In the proposed implementation, the charge injection effect was reduced by using the transistors $M_{SI} - M_{S5}$ implemented as low leakage devices (with intermediate oxide thickness) and of the smallest size. Devices with higher oxide thickness exhibit lower inherent gate capacitance, and hence, less coupling between the gate and the source/drain regions. Also, the off current of such transistors is lower due to the higher threshold voltage. The types of particular transistors were chosen based on the range of the operating voltages of the gate and drain of the corresponding information storing transistor $M_{D1} - M_{D5}$. Therefore, only transistor $M_{S3}$ is nMOS, whereas the remaining ones are of pMOS type. Transistors $M_{D1}$ and $M_{D2}$ are thick gate oxide devices with a high threshold voltage. This, together with the bias voltage $V_{REF}$, shifts the operation range of $M_{SI}$ and $M_{S2}$ closer to $V_{DD}$, which makes the p-type switch a better choice (this was verified in simulations). Thick gate oxide transistors were used to reduce the computational error of the multiplier caused by the slope factor variation and the gate-drain and gate-source capacitive coupling which results in an additional charge injection to the gates of $M_{D1}$ and $M_{D2}$. The downside of the thick gate oxide devices is the lower inherent gate capacitance, which makes the use of some additional capacitors necessary to reduce the effects of charge injection. Therefore, the capacitances $C_{G1} - C_{G5}$,
including the inherent gate capacitances of MOS transistors, were increased. Such additional capacitance can improve the precision of a memory cell, however, at the expense of the longer programming time and additional area (or volume) occupation. The efficiency of the proposed solution is technology dependent, and for standard CMOS technologies, such additional capacitance can be obtained using MIM (Metal-Insulator-Metal) and MOM (Metal-On-Metal) capacitors.

Another critical design issue of the analogue memories is charge leakage caused by the quantum effects observed between the gate and the channel (i.e. hot electron injection and tunnelling), and also caused by the subthreshold conductivity of the switching transistor connecting the gate to the drain. In order to reduce these effects, transistors $M_{D3}$, $M_{D4}$ and $M_{D5}$ were implemented as intermediate gate oxide devices to reduce the gate tunnelling current and meet particular voltage headroom requirements.

It is important to note that the level of systematic disparity, observed between the written and read currents results also from the high output conductance of the MOS transistors (Early effect), which affects the output (read) current when the drain voltage changes. When writing to a cell, the drain of the diode-connected nMOS transistor is on the same potential as the gate. Assuming that the source is on the ground potential and the gate voltage is around the threshold voltage, the drain voltage (equal to the gate voltage) will usually be closer to zero than $V_{DD}$. When reading from the cell, the information storing transistor works as a current source and the drain voltage will depend on the circuit reading this current. If the current is read by another memory cell, which is usually the case, the diode connected pMOS transistor of that cell will pull up the drain voltage closer to $V_{DD}$. The observed drain voltage variation causes additional drain current variation, depending on the output conductance of the information storing transistor. In order to reduce this current variability, in the proposed circuit, the additional cascode transistors $MC_3$ - $MC_5$, operating with a fixed bias voltages $VB_N$ and $VB_P$, were used. This problem could also be solved by using the $S^2$I memory cells, consisting of two charge storing transistors, one for the information and one for the correction compensating for the drain voltage variation [Manganaro 98], or $S^3$I memory cells, dedicated for high precision applications [Carmona-Galan 2003]. Such circuits, however, occupy more area and require more complex control sequence, therefore, in the proposed proof-of-concept design the simplest solution has been chosen.
3.3.3 Simulation results

In the simulations of the discrete-time multiplier presented in Figure 3.11, the input currents $I_{X1}$, $I_{X2}$ and $I_0$ were generated using additional cascode current mirrors built on pMOS transistors with regular threshold voltage (SP-RVT) of the size $W = 4$ $\mu$m and $L = 0.5$ $\mu$m and supplied from voltage $V_{DDM} = 1.3$ V. The use of the circuit current mirrors was necessary since the ideal sources, used directly to provide input currents to the multiplier, may cause convergence problems in the simulations when the corresponding transmission gates are disconnected. In order to avoid additional errors caused by these auxiliary current mirrors (in practice very low), in the mathematical calculations, the input currents flowing directly to the multiplier in Figure 3.11 were used. The output currents $I_{D1}$ and $I_{D2}$ were sank through additional diode-connected SP-RVT nMOS transistors of the size $W = 2$ $\mu$m, $L = 80$ nm. The simulation results were generated using MOS transistor models provided by the foundry for the typical process corner ($TT$). For inputs, a set of 5000 random pairs $[I_{X1}, I_{X2}]$ in range 1 nA - 1 $\mu$A and $I_0$ in range 50 nA - 1 $\mu$A, the same as in section 3.2.5, was used.

The histograms showing the distribution of the computational errors NCE and RCE, calculated for the proposed discrete-time multiplier circuit, are presented in Figure 3.13. The histograms of the error distribution, accounting for the fabrication mismatch in the MOS transistors in the multiplier, except for the auxiliary current mirrors, are presented in Figure. 3.14. The presented results were obtained based on the simulations of two full cycles ($IN$-$MUL$-$OUT$) of the discrete time multiplier to prevent additional errors caused by the limited time charging the gate capacitances for very small input currents.
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Figure 3.13. Histograms of the computational error of the discrete-time multiplier from Figure 3.11: a) NCE ($\mu = 1.31\%$, $\sigma = 1.09\%$), and b) RCE ($\mu = 1.09\%$, $\sigma = 0.94\%$).
Figure 3.14. Histograms of the computational error of the discrete-time multiplier from Figure 3.11, accounting for mismatch in MOS transistors: a) NCE ($\mu = 1.32\%$, $\sigma = 1.09\%$), and b) RCE ($\mu = 1.10\%$, $\sigma = 0.94\%$).

It can be observed that the normalised current error (NCE) of the discrete-time multiplier is below 6\% with only small amount of samples crossing the level of 5\% (Figure 3.14a). The mean value of the NCE error of the discrete-time multiplier is equal to 1.32\%, and is higher than the respective mean value of NCE error of the continuous-time realisation, equal 1.06\% (Figure 3.6a). The observed increase of the computational errors result mainly from the charge injection effects. The discrete-time implementation does not deal well with certain cases generating high RCE error reaching up to 20\% (Figure 3.14b). This, however, is a very rare case, which happens when the voltage $V_C$ drops down to several tens of milivolts, as a result of very low input currents $I_{X1}$ and $I_{X2}$, and very high $I_0$. On average, the discrete time realisation generates lower RCE (1.09\%) than its continuous-time counterpart (1.33\%).

The main advantage of the discrete-time multiplier is the high immunity to the parameter variability. When mismatch modelling is accounted for, the mean value of the NCE error of this circuit increases by only a fraction (from 1.31\% to 1.32\%) whereas for the continuous-time implementation this error increases over four times (from 1.06\% to 4.59\%). Also, the mean value of the RCE error of the discrete-time circuit increases only from 1.09\% to 1.10\%, but for the continuous-time circuit, it increases from 1.33\% to 6.06\%. It can be concluded that the computational precision of the proposed discrete-time multiplier is comparable with its continuous-time equivalent but does not degrade under fabrication mismatch. The additional source of error results from the effects degrading the performance of the memory cells and could be further reduced by employing more robust and better optimised circuits.
The influence of the external gate capacitances \( C_G \) on the computational errors NCE and RCE, is presented in Figure 3.15. The obtained results were generated in the simulations of a single \emph{IN-MUL-OUT} sequence using the same set of 5000 input vectors and the values of the capacitances \( C_{G1} - C_{G5} = C_G \), and the cycle time \( T_C = 2 \mu s \). It can be observed that the additional capacitance \( C_G \) improves the precision of the multiplier, reducing the effects of charge within range. The increase of \( C_G \) over 10 fF, still reduces the relative current error (RCE) but does not reduce the normalised current error (NCE). This results from the definitions of these errors (see section 3.2.4). In the definition of the RCE, the difference between the simulated and the calculated currents is divided by \( I_{REF} = 1 \mu A \), representing the maximum signal value. For example, for the current vector \( I_{MAT} = [5 \, nA \, 15 \, nA] \), obtained from the calculations using equation (3.8), and for the simulated one \( I_{SIM} = [4 \, nA \, 14 \, nA] \), different due to effects such as leakage charge injection, etc., the computational error \( RCE = 1nA/1uA = 0.1 \% \). However, normalising both results gives \( ||I_{MAT}|| = [0.25 + 0.75] \) and \( ||I_{SIM}|| = [0.22 + 0.78] \) resulting in NCE equal 3 \%. When the results are very small, even very low disparity in the simulated and the calculated currents generates high normalised error. When \( C_G \) increases, the NCE decreases for large output currents (typically for large \( I_0 \)) and increases when the output currents are small (typically for small \( I_0 \)). These effects tend to compensate each other and the mean value of the RCE remains on the same level for \( C_G \) higher than 10 fF.

The effect of shortening the single cycle time \( T_C \) from 2 \( \mu s \) to 200 ns on the mean value and standard deviation of the computational errors, is presented in Figure 3.16. It can be observed that the relative current error (RCE) does not increase significantly until the cycle time becomes shorter than 0.5 \( \mu s \), whereas the normalised current error (NCE) keeps increasing within the entire time interval. This results from the fact that the shorter cycle time does not allow the gate capacitances \( C_G \) to charge properly when the input current \( I_0 \) is very low. For very low input currents, however, the relative current error becomes less significant (due to the division by \( I_{REF} \)), therefore, the level of RCE remains constant in the right hand side segment of the plot in Figure 3.16b. Since the NCE performs normalisation of the obtained result, even small variations of the low currents are magnified giving higher computational error.
The relation between the computational error and the range of the input currents, expressed by the reference current $I_{REF}$ defining the maximum signal value, is presented in Figure 3.17. It should be noted that the assumed value of $I_{REF}$ affects the operation region of the transistors and the range of input and output currents. The accuracy of the multiplier, when operating with smaller currents will depend more on the charge injection errors and reduced charging time. For the larger currents, the accuracy starts degrading when the circuit does not operate in the assumed region (i.e. in the saturation and weak inversion). Also, when moving the operation region towards very low currents may degrade the computational accuracy due to noise, whereas moving it towards higher currents will increase the power consumption. Therefore, the selection of the reference current $I_{REF}$, defining the operation range of the multiplier, should be seen as an optimisation process aiming maximisation of the computational accuracy and efficiency.
at the same time. For the proposed design of the discrete time multiplier, the reference current $I_{REF} = 1 \mu A$ was chosen experimentally in the simulations to assure the minimum computational errors.
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Figure 3.17. The influence of the value $I_{REF}$ on the measures of the computational error NCE and RCE expressed by a) the mean value, and b) the standard deviation.

### 3.4 Fixed point digital implementation

The computational accuracy of the analogue realisations of the Gilbert multiplier, discussed in this chapter, was compared with its functionally equivalent digital counterpart, implemented in software and using a fixed precision arithmetic and integer numbers represented by binary words of the number of bits $N$ in range from 5 to 10. The block diagram of the digital multiplier is presented in Figure 3.18.
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Figure 3.18. Block diagram of the digital equivalent of the Gilbert cell from Figure 3.1 realising multiplication and input vector normalisation using $N$ bit fixed point arithmetic.

The input vector $[I_{X1}, I_{X2}]$ is normalised using $N + 1$ bit adder and two $N$ bit dividers, and then multiplied by $I_0$ using two multipliers. The two $2N$ bit numbers obtained from the multiplication represent the output currents $[I_{D1}, I_{D2}]$. Since the system operates on $N$ bit arguments, the result of the multiplication is truncated, leaving only the higher halves.
of the computed words. This introduces an additional error with maximum value of 1 LSB (least significant bit). This error could be reduced down to 0.5 LSB, if an additional rounding circuit was employed. It should also be noted that the implementation of the divider block is not straightforward, like the adder or the multiplier. One way of realising such division is first to multiply the input argument \( A \) by \( 2^N \) (equivalent to logic left shift by \( N \) bits), and then divide such \( 2N \) bit number by the \( N + 1 \) bit argument \( B \) using integer divider. The computational errors of a digital implementation cannot be attributed to only one functional block or strictly associated with a particular argument bit length \( N \). It may be possible to implement the functionality of the system presented in Figure 3.18 using blocks operating with different levels of bit precision, achieving higher computational accuracy for a given number of gates, circuit area, and speed. Nevertheless, such design optimisation goes beyond the scope of this research, since the main objective here is to compare the computational precision of the analogue multipliers with their digital equivalent, operating with a fixed bit precision \( N \). Digital design optimisation in terms of the structural complexity will be considered in Chapter 8, dealing with realisations of larger arithmetic systems, dedicated for matrix-vector operations in the sum-product algorithm.

The mean and standard deviation measures of the computational errors NCE and RCE, in terms of the bit precision \( N \) of the system, generated by the proposed digital multiplier, are shown in Figure 3.19.
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Figure 3.19. a) Mean value, and b) standard deviation of the computational errors NCE and RCE in terms of the precision \( N \) of the digital implementation of the Gilbert multiplier.

For comparison, the computational errors of the analogue continuous-time and discrete-time realisations have also been inserted in the Figure 3.19. It should be noted, however, that the analogue and the digital realisations are substantially different systems,
generating computational errors with different distributions. Therefore, statistical parameters such as mean value and standard deviation of the error provide a rather baseline comparison of the analogue and digital realisations. In particular, according to the NCE measure, the mean value of the analogue realisations corresponds to the 7 bit precision of the digital multiplier (Figure 3.19a), but with error spread corresponding to 8 bit precision (Figure 3.19b). In the case of the NCE error, these figures correspond to precision of 6 bits and 5 - 6 bits respectively. The distributions of the generated computational errors NCE and RCE of the digital multiplier are presented in Figure 3.20.

Figure 3.20. Histograms of the absolute computational error of the fixed point digital multiplier from Figure 3.18 for precision N equal: a) 6 bits, b) 7 bits, and c) 8 bits.
3.5 Summary and conclusions

In this chapter two approaches to analogue computation in CMOS circuits employing continuous-time and discrete-time processing, were presented. The idea, design and the circuit-related issues of the current-mode multipliers were discussed. In particular, the impact of the second order effects of MOS devices and the parameter mismatch on the computational error was further investigated. It has been concluded that parameter variability of a CMOS process highly affects the operation of the continuous-time circuits. This could be improved by transistor size scaling, however, at the expense of the excessive area increase. The employment of the switched-current technique, in the realisation of the discrete-time multiplier, allowed to minimise the effects of mismatch in the circuit operation, but at the expense of the reduced processing speed and slightly increased computational errors. The analyses and simulations reported the computational precision equivalent to 6 - 7 bits in the fixed point arithmetic, which is sufficient for moderate precision applications with strict power and area requirements.

The presented analogue multipliers will be of use in Chapter 8, dealing with the designs of arithmetic circuits for continuous-time and discrete-time realisations of the sum-product algorithm for belief propagation. The experimental verification of the discrete-time multiplier in analogue computation is necessary and will be done in the future using the prototype processor array implemented on the PPATC test chip.
4.1 Chapter overview

This chapter presents the idea and design of a tunable CMOS delay gate (output-split inverter, OSI) exhibiting lower impact of fabrication mismatch on the generated delay time intervals than the commonly used current starved inverter (CIS) of the same size. The operation of the CSI and OSI circuits under parameter variability is analysed in theory and verified in simulations accounting for the realisations in different technology nodes, and in experiments using delay line arrays implemented on the PPATC chip fabricated in a 90 nm CMOS technology. The proposed circuit will be of use in the design of the asynchronous processor array presented in Chapter 5.

4.2 Introduction

Tunable CMOS delay gates and delay lines are important functional sub-blocks in various applications requiring generation and measurement of the controlled delay time intervals, such as delay locked loops (DLL) [Christiansen 95], time-to-digital converters (TDC) [Dudek 2000b], silicon pixel readout circuits for particle detection [Heijne 96], neuromorphic circuits [Indiveri 2006], [Wang 2013] and asynchronous processor arrays (discussed in Chapter 5). Due to parameter variability caused by fabrication process, an array of identically designed delay gates or delay lines will generate delay time intervals with randomly varying offsets, even under the same supply and bias conditions. Such
mismatch of the generated time intervals is usually reported as a dominant factor limiting precise operation of systems relying on timing parameters [Cantatore 97]. The majority of solutions found in the literature employ a typical structure of a delay gate based on the current starved inverter (CSI) circuit, shown in Figure 4.1a.
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Figure 4.1. Schematic diagrams of the nMOS asymmetric delay gate circuits: a) the commonly used current starved inverter (CSI), and b) the proposed output-split inverter (OSI).

In the majority of designs employing the current starved inverter circuit, mismatch optimisation is done by proper scaling of the current limiting transistor \( M_D \) (Figure 4.1a), mostly contributing to the generated time variability [Bolt 96]. An extensive research on the fabrication mismatch in the CSI gates was done for the design of particle detectors used in the experiments in nuclear physics. It has been shown that the accuracy of such circuits, and hence the precision of a detector, is dominated by the variability of timing parameters of the delay lines used for event buffering and synchronisation. In particular, various approaches to design of delay lines, immune to parameter mismatch, were investigated in [Toifl 99] and [Cantatore 97], as a preliminary step towards building detectors for the Large Hadron Collider (LHC) in CERN. Optimisation techniques, other than transistor scaling, account for the use of delay locked loops for individual biasing [Christiansen 95], post fabrication trimming [Heijne 96], and layout drawing techniques considering design symmetry, shadow effects and drain/source contact resistances [Bolt 96]. Reduced mismatch, is usually achieved at the expense of additional circuit area, higher power consumption and more complex tuning scheme, which in some applications is not desired.

In this thesis, an alternative structure of a delay gate, the output-split inverter (OSI) shown in Figure 4.1b, is presented. The only topological difference between the CSI and the OSI circuits is the location of the current limiting transistor \( M_D \) on the drain rather
than source side of the switching transistor $M_1$, which separates or splits the output of the inverter.

In principle, the operation of both circuits is similar and, for the rising input edge, the transistor $M_D$ controls the current discharging the output capacitance $C_1$ regulating the output signal falling edge slope and discharge time. However, during the transient state, both circuits behave differently, which has a direct impact on their performance under the process parameter variability. It should be noted that the proposed OSI structure was previously used, for example, in the build of charge pump circuits [Christiansen 95], [Indiveri 2006], [Wang 2013] and linearly tuned delay elements [Jovanovic 2006]. Nevertheless, it has never been used in the applications where matching is of critical importance, nor its operation has ever been analysed in detail, providing particular description or mathematical model. Therefore, the primary goal of the work presented in this chapter is to fill this gap by presenting theoretical analysis and experimental verification of the operation and performance of the delay lines constructed using CSI and OSI gate.

4.3 Circuit operation

The implementation of both delay gates presented in Figure 4.1 uses the structure of a logic inverter (transistors $M_1$ and $M_2$) and employs the idea of delaying the output slope by discharging the capacitance $C_1$ with the drain current of $M_D$ controlled by the bias voltage $V_D$. Assuming that the transistors $M_1$ and $M_2$ work as ideal switches, the operation of both circuits is very similar. Depending on the transition of the input signal, the slew of the output signal is either controlled by the current limiting transistor $M_D$ (for the rising input edge) or is determined by the strength of $M_2$ pulling the output node up to $V_{DD}$ (for the falling input edge). However, more detailed analysis of these gates reveals substantial differences in their operation which are of high importance in terms of the process parameter variability and its influence on circuit performance. The simulation results showing the transitions of $V_{IN}$, $V_{OUT}$ and $V_{SD}$ signals of the asymmetric CSI and OSI delay gates from Figure 4.1, for the rising input slope (when the output load $C_1$ discharges through the current limiting transistor $M_D$), are presented in Figure 4.2. In the simulations, MOS transistor models from a standard 90 nm CMOS technology were used assuming the same sizes for the current limiting transistors $W_D/L_D = 1 \mu m/0.5 \mu m$ and for the switching transistors $W_{1,2}/L_{1,2} = 1 \mu m/80 \mu m$. Capacitances $C_1$ and $C_2$ are always
present due to the junction capacitances of drain and source areas of MOS transistors. An additional capacitance of 1 fF has been added to represent the external load of the output node. In the full custom layout design, both transistors $M_D$ and $M_I$ may share the same diffusion stripe, therefore, there is no additional capacitance attached to the $V_{SD}$ node, apart from the geometry-dependent one associated with the drain and source regions, already included in MOS transistor model. In the simulations, the bias voltage $V_D = 300$ mV was used for both gates and the generated delay time $T_D$ was measured between 50% levels of the input ($V_{IN}$) and output ($V_{OUT}$) signals.

![Simulation results of the circuits from Figure 4.1: a) CSI gate, and b) OSI gate for the rising edge of the input voltage $V_{IN}$, $V_D = 300$ mV, $V_{DD} = 1.0$ V and $t_R = 100$ ps (MOS transistor models from a 90 nm CMOS technology were used assuming $W_D/L_D = 1\mu m/0.5\mu m$, $W_{1,2}/L_{1,2} = 1\mu m/80nm$; $C_1 = 1$ fF, $C_2 = 0$ plus inherent source/drain MOS capacitances).](image)

The main difference in the operation of both delay gates can be observed during the transient state, when the rising input edge turns $M_I$ on and $M_2$ off. In the case of the proposed OSI gate, capacitance $C_2$ (initially charged close to $V_D$ through $M_D$ when $M_I$ is off for $V_{IN} = 0$) quickly discharges to zero whereas capacitance $C_1$ is gradually discharged from $V_{DD}$ to zero by the drain current of $M_D$ (Figure 4.2b). In the CSI circuit, however, capacitance $C_2$ is initially discharged since $M_D$ is always on, and the rising input edge causes the transistor $M_I$ to short its drain and source nodes such that the voltages $V_{OUT}$ and $V_{SD}$ converge close to the common value $V_{CM}$, before the load capacitance starts discharging (Figure 4.2a). As a result, in the CSI circuit capacitance $C_1$ will discharge quicker and the output voltage $V_{OUT}$ will drop faster to 50% of $V_{DD}$ for the same current of $M_D$ as compared to the OSI one. The variability of the slew of the output signal is mostly dependent on the parameter variability of $M_D$ and the output load, but in
the CSI circuit the discharge time will also be affected by the variability of $V_{CM}$, resulting from the mismatch between transistors $M_1$ and $M_2$. Therefore, the commonly used CSI circuit tends to generate shorter and more variable delay intervals than the proposed OSI structure, where capacitance $C_1$ of the output node always discharges from the constant $V_{DD}$ voltage. In the following a simplified analysis presenting only the first-order behaviour will be provided addressing the major differences between circuits in Figure 4.1 and their operation under the presence of the process parameter variability.

### 4.3.1 Current starved inverter (CSI)

A simplified analysis of the CSI circuit showing the transitions of voltages $V_{IN}$, $V_{OUT}$ and $V_{SD}$ is presented in Figure 4.3. The timeline can be divided into three phases: the initial phase ($t < t_1$), the switching phase ($t_1 < t < t_2$), and the discharge phase ($t > t_2$).

![Figure 4.3. The behaviour of the CSI delay gate in a transient state for the rising input edge.](image)

In the initial phase, the capacitance $C_2$ is discharged to zero through the current limiting transistor $M_D$ (for $V_D > 0$) and capacitance $C_1$ is charged to $V_{DD}$ through $M_2$. In the switching phase, the rising edge of $V_{IN}$ turns $M_1$ on and $M_2$ off. As a result $V_{OUT}$ and $V_{SD}$ converge closer to the common level $V_{CM}$ denoting the starting point for the discharge phase. In a closer view, the transistor $M_1$ turns on first (when $V_{IN} > V_{thn}$) quickly increasing the conductance between nodes $V_{OUT}$ and $V_{SD}$. In the same time the drain-source conductance of $M_2$ decreases practically disconnecting the output node from the power rail. Due to the current limiting transistor $M_D$, the total current flowing through $M_1$ and $M_2$ is reduced and the observed output voltage drop (from $V_{DD}$ to $V_{CM}$) can practically be attributed to the charge sharing between capacitances $C_1$ and $C_2$. During the discharge phase the high logic level on the input keeps transistor $M_1$ fully turned on which connects capacitances $C_1$ and $C_2$ in parallel. The discharge rate of these
capacitances depends mainly on the bias voltage $V_D$ controlling the current limiting transistor $M_D$.

### 4.3.2 Output split inverter (OSI)

The analysis of the OSI circuit showing the transitions of voltages $V_{IN}$, $V_{OUT}$ and $V_{SD}$, is presented in Figure 4.4. In the following only the first-order effects will be discussed indicating the major differences in the operation between the CSI and OSI structures.

![Figure 4.4. The behaviour of the OSI delay gate in a transient state for the rising input edge.](image)

In the initial phase, voltage $V_{IN}$ equals zero assuring that capacitance $C_1$ is charged to $V_{DD}$ through the transistor $M_2$. The current limiting transistor $M_D$ operates in weak inversion with its gate-source voltage high enough above zero to conduct the small off current of $M_1$, therefore the capacitance $C_2$ remains charged closely to the gate bias voltage $V_D$. In the switching phase the rising edge of the input signal turns $M_1$ on (when $V_{IN} > V_{thn}$), which quickly discharges $C_2$ to zero and, after that, turns $M_2$ off (when $V_{IN} > V_{DD} - |V_{thp}|$) and $C_1$ starts discharging with rate dependent mainly on the drain current of $M_D$ controlled by the bias voltage $V_D$. Further operation of this gate is practically the same as in the case of the CSI one.

### 4.4 Mismatch analysis

The effects of parameter mismatch in the realisations of the CSI and OSI delay gates are presented in Figure 4.5. In the simulations, the same circuit realizations as before (Figure 4.2) were used, but with the mismatch Monte Carlo MOS transistor models and bias voltages $V_D$ tuned for both gates to ensure the same mean value of the generated
delays $T_D$. Based on 5000 Monte Carlo simulation runs, in Figure 4.5, it can be seen that the random variability of the generated delay is larger in the CSI gate.

Figure 4.5. Transient mismatch Monte Carlo simulations (5000 runs) of the delay gates from Figure 4.2 tuned to generate equal mean delays $T_D \approx 0.46$ ns ($V_D = 280$ mV for the CSI and $V_D = 300$ mV for the OSI gate): a) input and output signal transitions, b) detailed view of the output signals crossing the 50% $V_{DD}$ threshold.

The detailed simulation results, accounting for the variability of the generated delay $T_D$ caused by mismatch of individual transistors in the delay gates are presented in Table 4.1. In particular, the effects of the input signal slope variability were verified using additional buffer BUFF consisting of two inverters (designed using the same transistor sizes as $M_1$ and $M_2$ in Figure 4.1) and driving the input of the delay gate with a fixed load capacitance of 1 fF. The results were obtained in the simulations of the circuit presented in Figure 4.6, based on 500 Monte Carlo runs using mismatch MOS transistor models with mismatch flag (one of the input parameters of the model) set to 1 or 0, in order to individually activate or deactivate random generators in the transistors. It can be concluded that the variability of the generated delay time $T_D$ in both gates depends mainly on the variability of the current limiting transistor $M_D$.

Figure 4.6. Schematic diagram of the circuit used in simulations of the time delay variability of the CSI and OSI delay gates presented in Figure 4.1.
Table 4.1. Mismatch Monte Carlo simulation results of the CSI and OSI gates.

<table>
<thead>
<tr>
<th>Mismatch in</th>
<th>CSI ($V_D = 280$ mV)</th>
<th>OSI ($V_D = 300$ mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{D\text{MEAN}}$ [ps]</td>
<td>$\sigma_{TD}$ [ps]</td>
</tr>
<tr>
<td>$M_D$</td>
<td>459.00</td>
<td>41.923</td>
</tr>
<tr>
<td>$M_D + M_I$</td>
<td>459.35</td>
<td>42.381</td>
</tr>
<tr>
<td>$M_D + M_2$</td>
<td>459.08</td>
<td>41.986</td>
</tr>
<tr>
<td>ALL</td>
<td>459.43</td>
<td>42.434</td>
</tr>
<tr>
<td>ALL + BUFF</td>
<td>477.19</td>
<td>45.259</td>
</tr>
<tr>
<td>$M_{1,2} +$ BUFF</td>
<td>475.04</td>
<td>2.187</td>
</tr>
<tr>
<td>no mismatch</td>
<td>474.81</td>
<td>$5\times10^{-12}$</td>
</tr>
</tbody>
</table>

In the following section, a qualitative analysis of the switching and discharge phases will be provided, supporting the obtained simulation results and explaining the influence of the MOS parameter variability on the precision of the generated delays.

4.4.1 Mismatch in CSI gate

The analysis of the CSI circuit is presented in Figure 4.7 showing the influence of the process parameter fluctuation on the variability of the $V_{CM}$ voltage and the generated delay time $T_D$.

![Figure 4.7](https://example.com/figure.png)

Figure 4.7. The transient state of the CSI circuit showing the influence of the MOS parameter variability on the $V_{CM}$ voltage and the generated delay $T_D$.

During the switching phase ($t_1 < t < t_2$), both voltages $V_{SD}$ and $V_{OUT}$ converge towards the common level $V_{CM}$ which, in a crude approximation, can be estimated from the charge sharing between $C_1$ and $C_2$ (this will be further explained in Section 4.4.4). Therefore, the variability of the voltage $V_{CM}$ will be affected by the variability of these capacitances but also by the variability of all the MOS transistors, especially $M_D$, and other effects such as off (leakage) current of $M_2$, and the capacitive coupling between the input and output. The discharge phase will mainly be affected by the variability of the current limiting transistor $M_D$. For example, due to the random variation of the threshold
Delay lines

voltage $V_{\text{thn}}$ of $M_D$, this transistor may be slightly "faster" (higher drain current for lower values of $V_{\text{thn}}$) or slightly "slower" (lower drain current for higher values of $V_{\text{thn}}$) than a regular one. For the faster $M_D$, the corresponding discharge slope will be steeper and also the $V_{\text{CM}}$ voltage will be lower (due to the higher current of $M_D$ discharging the output node during the switching phase), whereas for the slower $M_D$, the $V_{\text{CM}}$ voltage will reach a higher value and the discharge phase will take a longer time. As a result, it can be observed that not only the parameter variability of the current limiting transistor $M_D$ but also the variability of $V_{\text{CM}}$ voltage ($\Delta V_{\text{CM}}$) will affect the precision $\Delta T_D$ of the generated time delay $T_D$.

4.4.2 Mismatch in OSI gate

The analysis of the OSI circuit showing the influence of the MOS parameter fluctuations on the variability of the generated time delay $T_D$ is presented in Figure 4.8.

Due to the current limiting transistor $M_D$, "splitting" the output of the inverting stage, the rising edge of $V_{\text{IN}}$ may not force an immediate transition of $V_{\text{OUT}}$, as it was observed in the case of the CSI circuit. While the capacitance $C_2$ quickly discharges to zero, $M_2$ still pulls the output node up to $V_{DD}$, postponing the discharge phase roughly until $V_{\text{IN}}$ crosses the threshold $V_{DD} - |V_{\text{thp}}|$ switching transistor $M_2$ off. The variability $\Delta T_D$ in the generated delay time will mainly depend on the parameter mismatch in transistors $M_D$ and $M_2$. Similarly as before, the slightly faster transistor $M_D$ will force the discharge phase earlier and will discharge the output capacitance $C_1$ faster. Additionally, for the slightly slower transistor $M_2$ with a higher threshold voltage $|V_{\text{thp}}|$, the discharge phase may begin earlier than for the slightly faster one, further increasing the variability of the
generated delay time $T_D$. The influence of the variability of the threshold voltage $\Delta V_{\text{thp}}$ of $M_2$ is usually suppressed by a sharp slope of $V_{\text{IN}}$. Also, the discharge phase always begins for the same output voltage $V_{\text{OUT}} = V_{\text{DD}}$ irrespective of the variability in $C_1$ and $C_2$. Because of this, the starting point of the discharge phase is more stable ($C_i$ is always charged to the constant voltage $V_{\text{DD}}$) and the discharge time of $C_1$ is longer for the same current of $M_D$ as compared to the CSI structure where $V_{CM} < V_{\text{DD}}$. This makes the generated delay time of the OSI circuit less prone to mismatch.

### 4.4.3 Simplified analytical model

In the proposed simplified analytical model only the dynamic behaviour of the CSI and OSI delay gates will be considered during the discharge phase (with the initial conditions determined by the switching phase). It is assumed that the current limiting transistor $M_D$ operates in saturation and strong inversion regions for the generated delay time interval $T_D$. This assumption holds for typical applications where the output signal triggers the next stage (e.g. the next gate in a delay line) at the 50% signal level, which is higher than a value of the saturation voltage of $M_D$ (usually $V_{\text{DSAT}} \ll V_{\text{DD}}/2$). Also, the gate-source voltage of $M_D$ (equal to $V_D$ when $M_I$ is fully turned on) is usually higher than the threshold voltage $V_{\text{thn}}$, in order to avoid the increased impact of parameter mismatch on the circuit operation, when $M_D$ is in the subthreshold region. The schematic diagrams of the simplified CSI and OSI delay gates, representing the state of each circuit after the switching phase, are shown in Figure 4.9.

![Figure 4.9](image_url)  
Figure 4.9. Schematic diagrams of the simplified delay gates representing the state of the circuits after the switching phase for: a) CSI delay gate (initial condition: $V_{\text{OUT}} = V_{CM}$), and b) OSI delay gates (initial condition: $V_{\text{OUT}} = V_{\text{DD}}$).

In both cases, the current limiting transistor $M_D$ was replaced with an ideal current source $i_D$. The transistors $M_I$ and $M_2$ were replaced with switches, where the non-ideal
behaviour of these devices, in the case of the CSI gate, can be seen as an additional factor affecting the $V_{CM}$ voltage. The assumption of charge sharing between $C_1$ and $C_2$, as the primary reason for the output voltage drop, was verified in simulations and remains valid almost within the entire tuning range except for the very short delays for $V_D >> V_{thn}$ when $M_D$ starts pulling the node $V_{SD}$ and $V_{OUT}$ closer to zero during the switching phase. In particular, for the gate design implemented on the test chip, the inherent geometry dependent drain/source capacitances are approximately equal to 2.5 fF for the $V_{OUT}$ node, and 1.5 fF for the $V_{SD}$ node. The values were calculated assuming charge sharing effect with the resulting $V_{CM}$ voltage obtained from simulations for different load capacitances, as discussed in the following section.

### 4.4.4 Charge sharing and S/D inherent capacitances

In the proposed model of the CSI gate, the input signal slope turns $M_1$ on and $M_2$ off such that the output voltage $V_{OUT}$ drops down to a certain common value $V_{CM}$, as a result of charge sharing between fully charged $C_1$ and discharged $C_2$. However, these transistors are non-ideal (resistive) switches, and also $M_1$ turns on before $M_2$ turns off, for the rising edge of the input signal. This will disrupt the charge sharing process and the resulting $V_{CM}$ voltage will be different than $V_{DD} \times C_1/(C_1+C_2)$. In order to verify the relevance of the proposed charge sharing approximation, the test circuit of the CSI gate, presented in Figure 4.10, will be considered.

![Figure 4.10. Schematic diagram of the CSI delay gate used in the verification of the charge sharing effect and extraction of the inherent source/drain capacitances $C_{SD}$.

Due to parasitics, in this circuit the external capacitances $C_{p1}$ and $C_{p2}$ relate to the internal node capacitances, whereas $C_{SD1}$ and $C_{SD2}$ denote the inherent, geometry
dependent capacitances of the drain and source regions. It was assumed that $C_{SD1}$ and $C_{SD2}$ are constant and the output voltage drop results from charge sharing between $C_{p1} + C_{SD1}$ and $C_{p2} + C_{SD2}$. The asymmetric CSI delay gate, presented in Figure 4.10, was simulated for different configurations of $C_{p1}$ (from 0 to 1 fF) and $C_{p2}$ (from 0 to 0.2 fF) shown in Table 4.2. In the simulations, the size of the switching transistors $M_1$ and $M_2$ was 1µm/80nm, and the size of the current limiting transistor $M_D$ was 1µm/500nm. Voltages $V_{OUT}$ and $V_1$ converge towards the common value $V_{CM}$ during the transition state but usually don't meet. Therefore, the $V_{CM}$ voltage was calculated as the mean value of $V_{OUT}$ and $V_1$, at the point where $V_1$ reached maximum. The values of the capacitances $C_{SD1}$ and $C_{SD2}$ were calculated individually for the cases presented in Table 4.2, assuming the following relations:

$$\frac{V_{CM0}}{V_{DD}} = \frac{C_{SD1}}{C_{SD1} + C_{SD2}} = A \quad (4.1)$$

$$\frac{V_{CM}}{V_{DD}} = \frac{C_{p1} + C_{SD1}}{C_{p1} + C_{SD1} + C_{p2} + C_{SD2}} = B \quad (4.2)$$

where $V_{CM0}$ is the common voltage obtained from the simulation assuming $C_{p1} = C_{p2} = 0$. Using equations (4.1) and (4.2), the values of $C_{SD1}$ and $C_{SD2}$ can be calculated in the following way (for simplicity the voltage ratios were replaced with parameters $A$ and $B$):

$$C_{SD1} = \frac{C_{p1}(B-1)+C_{p2}B}{1-B/A} \quad (4.3)$$

$$C_{SD2} = C_{SD}(1/A-1) \quad (4.4)$$

The traces showing the variability of the extracted inherent drain/source capacitances $C_{SD1}$ and $C_{SD2}$ for the 16 configurations (cases 1 - 16) of $C_{p1}$ and $C_{p2}$ from Table 4.2, and bias voltages $V_D$ within range from 150 mV - 300 mV, covering the tuning range from 0.3 ns to 8 ns, are presented in Figure 4.11. Values of the simulated mean delay time $T_D$ calculated over all the cases from Table 4.2 and time when the maximum value of $V_1$ voltage occurred $T_{V1MAX}$ for bias voltages $V_D$ considered in the simulations are presented in Table 4.3.
Figure 4.11. Values of the extracted inherent capacitances $C_{SD1}$ and $C_{SD2}$ for bias voltages from 150 mV to 300 mV.
Table 4.2. Configurations of capacitances $C_{p1}$ and $C_{p2}$ considered in the simulations.

| case | (\*) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|------|------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| $C_{p1}$ [fF] | 0  | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 0.5 | 0.8 | 0.8 | 1  | 1  | 1  |
| $C_{p2}$ [fF] | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0.1 | 0.2 | 0.1 | 0.2 | 0  | 0.1 | 0.2 |

Table 4.3. Timing parameters of the CSI delay gate obtained from simulations.

<table>
<thead>
<tr>
<th>$V_D$ [mV]</th>
<th>$T_{V2MAX}$ [ns]</th>
<th>$\text{mean}(T_D)$ [ns]</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>11.232</td>
<td>8.27</td>
</tr>
<tr>
<td>160</td>
<td>10.946</td>
<td>6.22</td>
</tr>
<tr>
<td>170</td>
<td>10.829</td>
<td>4.70</td>
</tr>
<tr>
<td>180</td>
<td>10.644</td>
<td>3.58</td>
</tr>
<tr>
<td>190</td>
<td>10.565</td>
<td>2.75</td>
</tr>
<tr>
<td>200</td>
<td>10.425</td>
<td>2.13</td>
</tr>
<tr>
<td>250</td>
<td>10.233</td>
<td>0.65</td>
</tr>
<tr>
<td>300</td>
<td>10.155</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Assuming charge sharing effect, the calculated values of the inherent source/drain MOS capacitances are approximately equal to $C_{SD1} \approx 2.5$ fF and $C_{SD2} \approx 1.5$ fF with variability of +/- 30% in range from 150 mV to 300 mV. Since these capacitances are geometry dependent, in a particular circuit realisation they remain constant, which can be observed in the traces in Figure 4.11. That confirms the validity of the charge sharing concept.

For the higher values of the $V_D$ voltage, the bias current of $M_D$ increases removing some charge from $C_{SD1}$ and $C_{SD2}$ during the switching phase. As a result, some part of the charge is sunk to the ground, which "increases" the equivalent capacitance $C_{SD2}$ to about 2 fF, and "decreases" the capacitance of $C_{SD1}$ to about 2.4 fF for $V_D = 300$ mV. Under such conditions, the bias current of $M_D$ becomes significant, precluding the use of the proposed model. Nevertheless, for $V_D > 300$ mV the generated delay $T_D$ is shorter than 0.3 ns. This means that the proposed approximate model will be invalid only for very short delay time intervals.

### 4.4.5 Model derivation

In the proposed approach, the delay time $T_D$ will be derived for the simplified CSI and OSI circuits from Figure 4.9 assuming the discharge scheme presented in Figure 4.12.
Figure 4.12. The transient state of the CSI and OSI circuit models generating the delay time interval $T_D$ measured at 50% input and output signal level and assuming the discharge of the respective capacitances by the $i_D$ current.

For the purpose of this analysis, the discharge phase is assumed to begin when the input voltage crosses 50% of $V_{DD}$ and to terminate (generating time delay $T_D$) when the output voltage crosses the same threshold (the capacitances continue to discharge to 0 V after that). The discharge phase of the current starved inverter (CSI) delay gate starts for the output voltage $V_{OUT} = V_{CM} = V_{DD} \times C_1/(C_1 + C_2)$. Assuming the ideal operation of the switches, the generated delay time $T_D = T_{CSI}$ depends only on the current $i_D$ discharging the capacitances $C_1 + C_2$ from the initial voltage $V_{CM}$ to $V_P$ (typically $V_P = V_{DD}/2$, terminating the generated time interval $T_D$, Figure 4.12) and is given by the formula:

$$T_{CSI} = \left(C_1 + C_2\right) \frac{V_{CM} - V_P}{i_D}$$  \hspace{1cm} (4.5)

In the case of the proposed OSI circuit, the discharge phase always starts for the output voltage $V_{OUT} = V_{DD}$ and terminates when the current $i_D$ discharges the capacitance $C_1$ down to $V_P$ (the capacitance $C_2$ is already shorted to the ground and does not participate in the discharge phase). The generated delay time $T_D = T_{OSI}$ equals:

$$T_{OSI} = C_1 \frac{V_{DD} - V_P}{i_D}$$  \hspace{1cm} (4.6)

One of the advantages of the proposed OSI circuit is its capability of generating longer delay time intervals $T_D$ for the same bias conditions. This is mainly caused by the fact that $C_1$ is usually larger than $C_2$ due to the additional load of the node $V_{OUT}$, and the voltage $V_{CM}$ is usually lower than $V_{DD}$. In particular, inserting $V_{CM} = V_{DD} \times C_1/(C_1 + C_2)$ to the equation (4.5) and $V_P = V_{DD}/2$ to (4.5) and (4.6), and assuming $V_{CM} \geq V_P$ (to ensure
discharging of the load capacitance from $V_{CM}$ to $V_P$), the ratio $T_{CSI}/T_{OSI}$ will simplify to the following formula:

$$\frac{T_{CSI}}{T_{OSI}} = \frac{C_1 - C_2}{C_1}$$  \hspace{1cm} (4.7)

It is important to note that equation (4.7) was derived assuming $C_1 > C_2$ (which is usually the case due to the additional load capacitance) and switching at 50% of the maximum signal level ($V_P = V_{DD}/2$). It can be observed that, in such case, the OSI gate will generate a longer delay time interval ($T_{OSI} > T_{CSI}$). The proposed charge sharing approach can be further extended to account for other systematic effects affecting $V_{CM}$ voltage. For example, for a high coupling between the input and output nodes (due to e.g. high gate-source and gate-drain capacitances in MOS transistors) the additional charge injected to nodes $V_{OUT}$ and $V_{SD}$ from the input may increase the $V_{CM}$ voltage which, from the perspective of the proposed model, can be seen as an increase of the capacitance $C_1$ in equation (4.7). Assuming charge sharing between $C_1$ and $C_2$ any other factor affecting the charge stored on these capacitances can be theoretically accounted for by modifying the value of $C_1$ or $C_2$. In the extreme case, when the charge injected to the output node causes $V_{CM} \approx V_{DD}$, the operation of both CSI and OSI delay gates will become similar due to the fact that both gates will start the discharge phase for the same initial condition $V_{OUT} = V_{DD}$.

4.4.5.1 Mismatch model of a delay gate

The variability of the generated time delay $T_D$ of the CSI and OSI circuits can be estimated by applying the equation (2.10) from Chapter 2 to the calculated delays $T_{CSI}$ and $T_{OSI}$. For both circuits it is assumed that the variability of the delay time $T_D$ results mainly from the variability of the parameters of the current limiting transistor $M_D$ and the capacitive load of the output node, therefore only the variability of the current $i_D$ and capacitances $C_1$ and $C_2$ will be accounted for in the following calculations. Despite its limitations, the proposed approach covers all major contributors to the $T_D$ time variability including all MOS transistors (e.g. the capacitive load of the next stage in a delay line will depend on the variability of $M_1$ and $M_2$) and the interconnecting tracks. The normalized delay variances derived for the CSI and OSI circuits (equations (4.5) and (4.6)) assuming $V_{CM} = V_{DD} \times C_j/(C_1+C_2)$, $V_P = V_{DD}/2$ and $V_{CM} \geq V_P$ are equal to:
Delay lines

\[
\frac{\sigma_{T_{CSI}}^2}{T_{CSI}^2} = \frac{\sigma_{i_D}^2}{i_D^2} + \frac{\sigma_{C_1}^2 + \sigma_{C_2}^2}{(C_1 - C_2)^2}
\]  \tag{4.8}

\[
\frac{\sigma_{T_{OSI}}^2}{T_{OSI}^2} = \frac{\sigma_{i_D}^2}{i_D^2} + \frac{\sigma_{C_1}^2}{C_1^2}
\]  \tag{4.9}

where \(\sigma_{i_D}^2\), \(\sigma_{C_1}^2\) and \(\sigma_{C_2}^2\) are the variances of the current \(i_D\) and the capacitances \(C_1\) and \(C_2\). Assuming the simplest square law model of the transistor \(M_D\) operating in strong inversion and saturation, the drain current \(I_D\), and its relative variability \(\sigma_{i_D}^2/I_D^2\) caused by the variability of the threshold voltage \(\sigma_{V_{Th}}\) and the transconductance \(\sigma_\beta\), are given by equations (see equations 2.1 and 2.15 in Chapter 2 for reference):

\[
i_D = \frac{B}{2} \left( u_{GS} - V_{th} \right)^2 \]  \tag{4.10}

\[
\frac{\sigma_{i_D}^2}{I_D^2} = \frac{\sigma_{\beta}^2}{\beta^2} + \frac{4\sigma_{M_{V_{Th}}}^2}{(u_{GS} - V_{th})^2} \]  \tag{4.11}

From (4.5), (4.6), (4.8), (4.9), (4.10) and (4.11) the following equations can be obtained:

\[
\frac{\sigma_{T_{CSI}}^2}{T_{CSI}^2} = \frac{4\beta \sigma_{V_{Th}}^2 T_{CSI}}{V_{DD}(C_1 - C_2)} + \frac{\sigma_\beta^2}{\beta^2} + \frac{\sigma_{C_1}^2 + \sigma_{C_2}^2}{(C_1 - C_2)^2}
\]  \tag{4.12}

\[
\frac{\sigma_{T_{OSI}}^2}{T_{OSI}^2} = \frac{4\beta \sigma_{V_{Th}}^2 T_{CSI}}{V_{DD}C_1} + \frac{\sigma_\beta^2}{\beta^2} + \frac{\sigma_{C_1}^2}{C_1^2}
\]  \tag{4.13}

Equations (4.12) and (4.13) show a linear dependence of the normalised delay variance in terms of the generated delay time \(T_D\). For a typical circuit implementation (when \(C_1 > C_2\)) the slope and the \(y\)-intercept component in (4.12) is greater than the respective one in (4.13), due to the dependency of the delay time of the CSI circuit on both \(C_1\) and \(C_2\). As a result, the delay variance of the CSI gate is higher than the one of the OSI gate for the same generated delay. It can be concluded that the OSI gate generates delay time intervals that are longer, as shown in equation (4.7), and less affected by parameter variability (equations 4.12 and 4.13). It is important to note that approximately linear dependency of the normalised delay variance on the generated delay can be observed in practice (Figure 4.20), for short delays, when the current limiting transistors operate in strong inversion.
4.4.5.2 Mismatch model of a delay line

The proposed analysis can also be applied to designs of delay lines where a certain number of delay gates are connected in series creating a chain. For $N$ gates with delay $T_D$ each connected in a chain, the delay of the entire line is equal to $T_N = N T_D$, i.e. it will increase linearly with the number of stages. Assuming that delays $T_D$ generated by different stages are normally distributed and independent random variables with variance $\sigma_{TD}^2$, the total delay variance of a line will be equal to $\sigma_{TN}^2 = N \sigma_{TD}^2$, and hence the normalized delay variance of the line consisting of $N$ such stages can be calculated as:

$$\frac{\sigma_{TN}^2}{T_N^2} = \frac{1}{N} \frac{\sigma_{TD}^2}{T_D^2}$$ (4.14)

It should be noted that, in some applications, the symmetric delay gates with two current limiting transistors on both pull-up and pull-down sides may be used [Bolt 96], [Cantatore 97]. Their operation is practically the same as the operation of the discussed asymmetric circuits but the delaying of the output signal occurs on both falling and rising slopes controlled either by transistor $M_{DN}$ or $M_{DP}$ (e.g. for the falling output slope transistor $M_{DN}$ controls the delay time whereas $M_{DP}$ does not participate in the discharge phase). Therefore, the analysis of the asymmetric circuit, presented in this thesis, applies also for the symmetric version used in the realisations of the delay lines on the test chip.

4.4.5.3 Mismatch optimisation

The mismatch optimisation technique based on scaling of the current limiting transistor assumes that the variability of the generated delay time intervals decreases with the increase of the gate area $WL$ of $M_D$. In general, this will reduce the variability of $\beta$, $V_{th}$, $C_1$ and $C_2$ in equations (4.12) and (4.13), but will also affect the value of the generated delay $T_D$. Assuming only the variability in threshold voltage $\sigma_{Vth}^2 = A_{Vth}^2 / 2WL$ and $\beta = \mu C_{os} W / L$, the normalised variance of the generated delay time $T_D$ in 4.12 and 4.13 can be written in a simplified form:

$$\frac{\sigma_{TD}^2}{T_D^2} = \frac{2 T_D \mu C_{ox} A_{Vth}^2}{V_{DD} C_L L^2}$$ (4.15)

where $C_L$ is a load capacitance representing $C_1$ and $C_2$ from equations (4.12) and (5.13). Based on the equation (4.15), it can be observed that the impact of the threshold voltage variability is only dependent on the length $L$ of the current limiting transistor $M_D$ for a
constant delay $T_D$. This is because enlarging of the area of $M_D$ by increasing $W$, requires also proper adjustment of the bias voltage $V_D$ to assure constant delay time $T_D$. For example, increasing $W$ by the factor of $n^2$ will increase the discharge current $n^2$ times. In order to reduce this current to assure the same delay time $T_D$, the corresponding bias voltage $V_D$ has to be reduced $n$ times (see equation (4.10)). This, in turn, will increase the variability of the drain current caused by mismatch of the threshold voltage $n^2$ times (see equation (4.11)). As a result, the obtained mismatch reduction, caused by the area increase of $M_D$, will be compensated by the same increase of the variability in the drain current, caused by the reduced bias voltage. Therefore, scaling of the current limiting transistor by increasing the channel length rather than width should be considered [Cantatore 97].

### 4.5 Chip design and circuit implementation

In order to compare the operation and statistical parameters of the CSI and OSI delay gates, two arrays of delay lines employing these structures were fabricated in a standard 90 nm CMOS technology. The architecture of the test system, implemented on the chip, including the arrays of 512 CSI and OSI delay lines and the additional control logic, is shown in Figure 4.13 and the circuit layout in Figure 4.14.

![Figure 4.13. The test system with CSI and OSI delay line arrays implemented on the chip.](image)

![Figure 4.14. Full layout of the test system (area: 160 µm x 1140 µm).](image)
Each array consists of $32 \times 16$ delay cells selected using the row/column addressing maintained by the boundary shift register on the left and top sides of the arrays. The schematic diagram of the delay cell including a 16-stage delay line and additional control and I/O logic is presented in Figure 4.15.

![Schematic diagram of the delay cell including the 16-stage CSI/OSI delay line, I/O buffers and the AND gate used in the row/column addressing.](image)

A particular cell from any of the arrays can be selected by shifting the programming sequence into the register using signals DATA and CLK which sets the appropriate column and row lines to the high logic state. An additional AND gate, implemented in each delay cell, will detect this condition and connect the output of the delay line to the output line through a tri-state buffer. In order to reduce the capacitive load of this buffer, the output line is shared only for the lines from the same column. The COL signal is then used to enable another tri-state buffer in the I/O block, which connects the selected column to the global output. The input signal is buffered at the input of each delay cell and also individually for each column in the I/O block. In order to assure the uniform propagation times of the input and output signals, the same numbers of buffers were used for each delay line irrespective of its position in the array. Each delay cell includes a 16-stage delay line implemented using the symmetric variant of the CSI or OSI delay gate, presented in Figure 4.16.

![Schematic diagrams of the delay gates with two complementary current limiting transistors $M_{DN}$ and $M_{DP}$: a) CSI variant, b) OSI variant.](image)
In this implementation there are two current limiting transistors $M_{DN}$ and $M_{DP}$ of the size $W/L = 1\mu m/0.5\mu m$ controlled by the bias voltages $V_{DN}$ and $V_{DP}$ respectively. The width of the switching transistors $M_{1,2}$ is the same as the current limiting ones to assure compact layout structure where both transistors share the same diffusion stripe. The layouts of the designed cells with delay lines consisting of 16 CSI and OSI gates used in the experiments are presented in Figure 4.17. The chip micrograph showing the region where the delay line arrays were implemented is presented in Figure 4.18. The area of the test system is $160 \mu m \times 1140 \mu m$.

Figure 4.17. Layouts of the delay cells with lines consisting of 16 serially connected a) CSI gates and b) OSI gates (the size of each delay line is $3.7 \mu m \times 27 \mu m$).

Figure 4.18. Chip micrograph showing the location the delay cell arrays.
4.6 Experimental results

The measurement results of the fabricated chip were obtained in a laboratory environment using an Agilent 54641D oscilloscope and a KCPSM3 (Xilinx PicoBlaze) controller implemented on a Spartan 3 FPGA development board. The block diagram showing the setup used in the experiments is presented in Figure 4.19. The KCPSM3 system communicates with a PC application (e.g. Matlab) via an RS-232 serial port, executes received commands and, based on that, provides communication with the chip by programming the boundary shift register and generating the square wave signal of 5 µs period to drive a selected delay line. The delay time was measured on rising edges from 50% to 50% of the fixed level representing high logic state of input and output signals. The data acquisition setup of the oscilloscope assumed full bandwidth and averaging based on 64 samples to suppress the time jitter. Both the KCPSM3 system and the oscilloscope were working in a loop controlled by a Matlab script selecting delay lines in turn and collecting the measured delay times.

![Block diagram of the setup used for the delay time measurements.](image)

4.6.1 Calibration

In the test system a particular delay line can be tested by programming the boundary shift register with a sequence addressing the corresponding cell in the array. The output signal of the selected delay line goes through two tri-state buffers (one in the cell and one in the I/O block) output buffer, the digital cell in the I/O ring including additional buffers and level shifters (to match the external and core logic standards) and through a buffer driving the capacitance of the test probe. Similarly the input signal is provided through the digital I/O cell and a series of buffers until it reaches the selected delay line. Due to the fact that it is not possible to measure the generated delays $T_D$ directly at the input and output nodes of the selected line, the delay time $T_{MEAS}$ measured between the input and
output slopes of the signals outside the chip will include additional offset time $T_{OFF}$ introduced by the buffers between the test points on the PCB, such that $T_{MEAS} = T_D + T_{OFF}$. The offset time also slightly depends on the location of a particular delay line in the array due to different lengths of I/O paths. This variability, however, is only a small fraction of the entire length of the path between the array and the probes on the PCB, therefore it can be neglected in this analysis. In order to estimate the offset time $T_{OFF}$, an additional column with OSI delay lines with different number of stages was implemented. Based on the measurement results of the delays $T_{MEAS}$ for four different OSI 16-stage and 1-stage delay lines for the bias voltages $V_{DN} = V_{DD}$ and $V_{DP} = 0$, the obtained mean values are $T_{MEAS-16} = 11.73$ ns (for 16-stage lines) and $T_{MEAS-1} = 9.50$ ns (for 1-stage lines). Assuming that the 16-stage line generates delays 16 times longer than the 1-stage one, the delay $T_D$ of a single gate and $T_{OFF}$ were calculated using the following relations:

$$T_{MEAS-16} = 16T_D + T_{OFF}$$  \hspace{1cm} (4.16)

$$T_{MEAS-1} = T_D + T_{OFF}$$  \hspace{1cm} (4.17)

The obtained values of the delay and offset time were $T_D = 0.149$ ns and $T_{OFF} = 9.35$ ns respectively. It should be noted that the input driver and the output buffer of the delay line slightly affect the propagation times $T_D$ of the first and last delay stage. The impact of the delay time variability $\Delta T_D/T_D$ on the accuracy of the offset time estimation can be calculated from:

$$T_{OFF}(T_D) = T_{MEAS-1} - T_D$$  \hspace{1cm} (4.18)

Developing (4.18) into Taylor series for the first two elements gives:

$$T_{OFF}(T_D + \Delta T_D) = T_{MEAS-1} - T_D - \Delta T_D$$  \hspace{1cm} (4.19)

Inserting (4.18) into (4.19) and dividing both sides of (4.19) by $T_{OFF}$ the following relation can be derived:

$$\frac{\Delta T_{OFF}}{T_{OFF}} = -\frac{\Delta T_D/T_D}{T_{MEAS-1}/T_D - 1}$$  \hspace{1cm} (4.20)

Inserting the obtained values $T_D = 0.149$ ns and $T_{MEAS-1} = 9.50$ ns into (4.20), the relation between the relative variability of $T_D$ and $T_{OFF}$ is given by the approximation:

$$\frac{\Delta T_{OFF}}{T_{OFF}} \approx -\frac{1}{63} \frac{\Delta T_D}{T_D}$$  \hspace{1cm} (4.21)
From the equation (4.21) it can be seen that the relative variability of the measured time delay $T_D$ has negligible impact on the accuracy of the offset time estimation. For example +/- 50% variability of $T_D$ will affect the precision of the $T_{OFF}$ estimation by less than +/- 1%. Therefore, the impact of the non uniform delay time $T_D$ along the line caused by the input and output buffers can practically be neglected in the calculations of the offset time. The obtained delay time offset $T_{OFF} = 9.35$ ns was subtracted from the raw data obtained from the measurements prior to any further statistical computations and analyses.

4.6.2 Normalised delay variance

In order to compare the performance of the CSI and OSI delay lines, the normalized delay variance will be calculated based on the measurement result obtained from the entire array containing 512 CSI and 512 OSI delay lines for symmetric bias voltages $V_{DN} = 150...430$ mV and $V_{DP} = 850...570$ mV ($V_{DP} = V_{DD} - V_{DN}$). The core supply voltage of the chip is $V_{DD} = 1.0$ V. The diagram showing the normalized delay variance as a measure of the relative time variability versus mean delay time, computed based on the obtained results of the CSI and OSI delay gates accounting for the offset time $T_{OFF} = 9.35$ ns, is presented in Figure 4.20.

![Figure 4.20. Normalized delay variance vs. mean delay time obtained from the measurements of the CSI and OSI delay lines.](image-url)

The traces of the normalised delay variances of the CSI and OSI circuits, presented in Figure 4.20, can be divided in two sections depending on the operation region of the current limiting transistors $M_{DN}$ and $M_{DP}$ during the discharge phase. In the first section,
for the measured delays $T_D$ below 100 ns, the current limiting transistors operate in strong inversion and the relation of the normalised delay variance in terms of mean delay is linear, as suggested by the proposed model in equations (4.12) and (4.13). For higher delays, transistors $M_{DN}$ and $M_{DP}$ enter subthreshold region where the drain current variability, and hence, the normalised delay variance, given by equations (4.6) and (4.7), is constant and independent on the bias voltages (see equation (2.29) in Chapter 2). However, the traces shown in Figure 4.20 obtained from measurements do not level out immediately but slightly bend towards the horizontal axis. Reasons for the observed phenomenon are mainly the operation of the MOS transistors in moderate inversion for bias around the threshold voltage.

In the CSI and OSI circuits, the generated delay time $T_D$ increases when lowering the bias voltage $V_{DN}$ or increasing the voltage $V_{DP}$. From equations (4.12) and (4.13), the variability of this current depends on the operating point of the transistor, and increases with the generated delay time, also increasing the corresponding relative time variability. This means that the precision of the circuit array degrades for longer delays. Therefore, the tuning range of the fabricated test arrays, will most probably be restricted to 20 - 30 ns, where the current limiting transistors operate in strong inversion. Practically, in order to generate longer delays of the same precision, longer delay lines should be used. The normalized delay variance versus mean delay time limited to the 30 ns tuning range, is shown in Figure 4.21.

![Figure 4.21. Normalized delay variance vs. mean delay time obtained from the measurements for the tuning range limited to 30 ns.](image-url)
The visual representation of the generated delay times across the CSI and OSI arrays on the same gray scale map is shown in Figure 4.22. The corresponding histograms of the generated delays are presented in Figure 4.23. Both arrays were tuned to generate delay time intervals of approximately 11 ns. In the experiment it was difficult to tune both arrays precisely and the mean values extracted from the measurements of the delay times were $T_{DCSI} = 11.463$ ns and $T_{DOSI} = 10.633$ ns for the CSI and OSI arrays respectively. To facilitate comparison, the difference of $T_{DCSI} - T_{DOSI}$ was added to the results obtained from the OSI array to align both histograms and set the range of the gray scale map to cover the corner cases from both data sets. In the map, black colour represents the fastest line of $T_{DMIN} = 10.885$ ns delay, and white colour represents the slowest line of $T_{DMAX} = 12.070$ ns delay (after the alignment). It can be observed that the image representing delay time in the OSI array has lower contrast and looks more uniform in comparison to the image obtained from the CSI array. Also, the corresponding distribution of the generated delays is narrower for the OSI array indicating less effect of the physical parameter variability on the circuit performance.

![Figure 4.22](image1.png)

![Figure 4.23](image2.png)
In the experiments, four other chips from the same fabrication run were tested. The results presented above were obtained from the measurements of chip (#1). The measured statistical parameters of the CIS and OSI delay lines (tuned to generate delays around 11 ns) for chips #1-#5 are presented in Table 4.4. For all the chips (#1 - #5) the offset time \( T_{OFF} \) was measured individually. The ratios of the standard deviation to the generated mean delay time of the CSI and OSI delay lines in each chip for fixed delays 20, 30, 40, 50 ns are presented in Table 4.5.

### Table 4.4. Measurement results of five different chips from the same batch.

<table>
<thead>
<tr>
<th>Chip</th>
<th>( T_{OFF} ) [ns]</th>
<th>CSI ( T_{DMean} ) [ns]</th>
<th>( \sigma_{TD} ) [ps]</th>
<th>OSI ( T_{DMean} ) [ns]</th>
<th>( \sigma_{TD} ) [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>9.35</td>
<td>10.63</td>
<td>203</td>
<td>11.46</td>
<td>154</td>
</tr>
<tr>
<td>#2</td>
<td>9.15</td>
<td>11.05</td>
<td>231</td>
<td>11.70</td>
<td>151</td>
</tr>
<tr>
<td>#3</td>
<td>9.24</td>
<td>10.91</td>
<td>216</td>
<td>11.01</td>
<td>151</td>
</tr>
<tr>
<td>#4</td>
<td>9.20</td>
<td>11.16</td>
<td>224</td>
<td>11.31</td>
<td>169</td>
</tr>
<tr>
<td>#5</td>
<td>9.28</td>
<td>11.37</td>
<td>220</td>
<td>11.45</td>
<td>155</td>
</tr>
</tbody>
</table>

### Table 4.5. Delay time variability measured for five different chips from the same batch.

<table>
<thead>
<tr>
<th>( T_{DMean} ) [ns]</th>
<th>Chip #1 ( \sigma_{TD}/T_D ) [%]</th>
<th>Chip #2 ( \sigma_{TD}/T_D ) [%]</th>
<th>Chip #3 ( \sigma_{TD}/T_D ) [%]</th>
<th>Chip #4 ( \sigma_{TD}/T_D ) [%]</th>
<th>Chip #5 ( \sigma_{TD}/T_D ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>CSI 2.60</td>
<td>1.90</td>
<td>2.75</td>
<td>1.80</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>OSI 3.33</td>
<td>2.43</td>
<td>3.43</td>
<td>2.37</td>
<td>3.47</td>
</tr>
<tr>
<td>30</td>
<td>CSI 3.75</td>
<td>2.75</td>
<td>3.90</td>
<td>2.73</td>
<td>4.03</td>
</tr>
<tr>
<td></td>
<td>OSI 4.24</td>
<td>3.08</td>
<td>4.24</td>
<td>3.02</td>
<td>4.48</td>
</tr>
<tr>
<td>50</td>
<td>CSI 4.42</td>
<td>3.08</td>
<td>4.24</td>
<td>3.02</td>
<td>4.48</td>
</tr>
</tbody>
</table>

#### 4.6.3 Time jitter

Apart from the fabrication mismatch, the generated delay time intervals are also affected by noise (from the power supply, bias voltages and thermal effects in the circuit), which causes random variation of the output signal slope (jitter). In previous experiments jitter was removed by applying averaging over 64 samples, which was sufficient to obtain stable delay measurement readouts. The influence of noise on the generated delay time was calculated based on 1000 measurements of the delay of a particular line working under constant bias conditions. The measurement results showing the calculated standard deviation of the delay times as a result of fabrication mismatch and jitter within 50 ns tuning range are presented in Figure 4.24. For the time jitter estimation the standard deviation and the mean value of the generated delay time was measured for the fastest and the slowest delay line in both CSI and OSI arrays, and the respective average values were calculated. The obtained results show that the delay time
variability is dominated by the fabrication mismatch and remains almost one order of magnitude higher than the measured time jitter. It was observed that the measured time jitter was also affected by the noise of the setup (oscilloscope, probes and IO buffers), introducing a baseline noise level of $\sigma_{TD} = 30$ ps for delay $T_D = 3.44$ ns measured in the system without the chip and with the corresponding input and output pins shorted in the socket on the PCB. The same measurement repeated with averaging over 64 samples (set up in the oscilloscope) reduced the baseline noise level to $\sigma_{TD} = 4.8$ ps. Therefore, the measurements of the time delay variability caused by mismatch (done with averaging over 64 samples) are practically not affected by the noise but the time jitter measurements in Figure 4.24 can, to some extent, be overestimated due to the baseline noise level of the setup and the limited sampling rate of the oscilloscope (1 GSa/s in the dual channel mode).

![Graph showing mean delay and jitter](image)

Figure 4.24. Generated time variability caused by the fabrication mismatch and noise (time jitter) measured for CSI and OSI arrays within 50 ns tuning range.

### 4.6.4 Simulations versus measurements

The operation of the CSI and OSI delay lines implemented on the test chip was verified in simulations using their circuit models extracted from the layouts, accounting for the parasitic resistances and capacitances. The schematic diagram of the test circuit used in the simulations is presented in Figure 4.25. The input signal was buffered using two inverters. The output of the delay line was driving additional dummy inverter providing a capacitive load. The generated delay time $T_D$, for particular bias voltages $V_{DN}$ and $V_{DP}$, was measured between the input and the output of the delay line. In the simulations, statistical MOS transistor models provided by the foundry were used with
switches \textit{MISMATCH} = 1 and \textit{PROCESS} = 0, accounting only for the parameter mismatch, not including batch to batch process variability. In the simulations, 200 Monte Carlo runs were performed for each bias voltage pair \(V_{DN}\) and \(V_{DP}\), covering the entire tuning range, and repeated for process corners: \textit{typical-typical} (TT), \textit{fast-fast} (FF) and \textit{slow-slow} (SS). The obtained results, in comparison with the measurements, are presented in Figures 4.26 and 4.27.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{delay_lines.png}
\caption{Schematic diagram of the test circuit used in the simulations of the delay lines.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{delay_variance.png}
\caption{The normalised delay variance of the CSI and OSI delay lines versus mean delay time obtained from the measurements and simulations assuming mismatch MOS transistor models operating in a) TT process corner, b) SS process corner and c) FF process corner.}
\end{figure}
Figure 4.27. Tuning range of the CSI and OSI delay lines obtained from the measurements and simulations assuming mismatch MOS transistor models operating in a) TT process corner, b) SS process corner and c) FF process corner.

It can be observed that the measurement results, in terms of the tuning range, are the closest to the simulations obtained for the typical (TT) process corner (Figure 4.27a). Mismatch results, however, show higher disparities between the simulations and the measurements. There are several potential reasons for the observed differences, including limited model precision, distance dependent variability and parasitics.

Mismatch Monte Carlo models account only for the local parameter variability in the adjacent MOS devices. For larger circuits, such as the test array of delay lines, also distance dependent variability component, predicted by Pelgrom's model, could be seen as a potential contributor of the increased mismatch. Nevertheless, its impact on the circuit performance has already been shown rather insignificant for standard CMOS technologies (Chapter 2).

For simulations, parameters of BSIM4.3.0 MOS transistor model [Xi 2003], provided by the foundry, were used. However, this model is not accurate in the
subthreshold region. It can be observed that matching between simulation and measurement results improves for larger bias voltages $V_N$, when the current limiting transistors operate in strong inversion. It should also be noted that there were no up-to-date transistor models for this particular technology available, since the foundry is terminating fabrications in this node. The models used in the simulations were from May 2009 (the PPATC chip was fabricated almost four years later in January 2013).

Finally, simulations account only for the variability in the parameters of MOS transistor, whereas the parasitic $RC$ components are fixed. In the fabricated circuit, the random variability of the parasitic components will additionally increase the variability of the generated delay time.

It is important to note that the situation results indicating better matching properties of the CSI gate than the proposed OSI circuit (see Figure 4.26a and c), were observed only when using the standard performance transistor models from the 90 nm design kit. One characteristic feature of these transistors is their very thin gate oxide ($t_{ox} = 1.6$ nm), thinner than in other CMOS technologies, such as 65 nm ($t_{ox} = 2.6$ nm) or 180 nm ($t_{ox} = 3.3$ nm). Such thin gate oxide is used mainly to manufacture fast transistors with applications in high speed digital systems. In the design of the CSI delay gate, it increases the gate capacitances of the switching transistors, and hence, the coupling between the input and output nodes. As a result, some part of the input charge is transferred to the output, charging the load capacitance above the supply voltage (the overshoot effect [Huang 2010]). Consequently, it elongates the discharge time by pulling voltage $V_{CM}$ closer to $V_{DD}$. Since this effect is not significantly affected by the parameter variability, the generated delay intervals are longer and less variable. In the OSI circuit, however, the effect of overshooting is much lower due to the current limiting transistors separating the output node from the switching transistors, therefore, the overall performance of the CSI gate is seemingly better than the proposed OSI one.

The operation of the 16-stage CSI and OSI delay lines designed in standard 180 nm, 90 nm and 65 nm CMOS technologies was verified in simulations of the post layout models including $RC$ parasitics, and using the test circuit presented in Figure 4.25. The size of the transistors in the delay gates was the same as shown in Figure 4.16. Only the channel length of the switching transistors $M_1$ and $M_2$ was defined by the minimum feature size of a particular technology. The ratio of the delay variance of the OSI and CSI lines ($\sigma_{TOSI}^2 / \sigma_{TCSI}^2$) versus mean delay time $T_D$, obtained from the simulations in three different technology nodes and measurements, in the same tuning range 10 ns - 200 ns is
presented in Figure 4.28. It can be observed that the operation of the proposed OSI structure is less affected by the fabrication mismatch. The delay variance ratio remains within interval of 60% - 75% for 65 nm technology and 50% - 90% for 180 nm and 90 nm technologies (both in simulations and measurements). Delay lines implemented in 180 nm and 65 nm nodes were simulated for TT corner and in 90 nm node for SS corner.

![Graph showing the ratio of delay variances of OSI and CSI circuits vs. mean delay time](image)

**Figure 4.28.** Ratio of the delay variances of the OSI and CSI circuits vs. mean delay time obtained from the post layout simulations of the circuits designed in 180 nm, 90 nm and 65 nm standard CMOS technologies and from the measurements.

### 4.7 Conclusions

The superior performance of the proposed OSI delay gate was achieved by inserting the current limiting transistors in between the switching transistors, unlike in the case of the CSI circuit, where the current regulating transistors are on the side of the power rails. Despite the similar operation of both designs, significant differences in their dynamic behaviour could be observed during the signal transitions, which are of a high importance when process parameter variability is concerned. The analyses and the simulation results were confirmed in measurements of 512 16-stage CSI and OSI delay lines implemented on a test chip and fabricated in a standard 90 nm CMOS technology. The experimental results have shown that the proposed OSI delay lines generate 10% - 50% less variable delay intervals than the CSI ones, with no penalty in terms of additional area, power or complexity increase. The proposed OSI structure could be considered in applications where multiple tunable delay elements of matched parameters are required, for example, in the build of readout systems for particle detectors, and in neuromorphic circuits. In this thesis, the proposed OSI structure will be used in the design of the asynchronous processor array for binary image skeletonization discussed in Chapter 5.
Chapter 5

Asynchronous CMOS logic array for binary image processing

5.1 Chapter overview

This chapter presents a concept of the trigger-wave propagation in binary image processing using asynchronous cellular logic arrays in CMOS technologies. The idea of detecting collisions between wave-fronts is proposed as an extension to the propagation mechanism, with applications in fast object skeletonization and Voronoi diagram extraction. Discussions concerning hardware realisation and circuit design issues are supported by simulation analyses and experimental results, confirming the correct operation of the prototype array fabricated in a 90 nm CMOS technology.

5.2 Introduction

5.2.1 Bio-inspired approach

Processing visual information in nervous systems, developed by vertebrates, can typically be divided into three stages accounting for low, medium and high level tasks. The earliest processing step is associated with chemical reactions that occur in rod and cone photodetector cells, creating the outer layer of a retina. Its inner layers perform low level spatial and temporal tasks, decomposing the received image into sets of features considering colour, brightness, shape, orientation, and movement, and hence, reducing the amount of data necessary for transmission and further processing. Such pre-processed
information is then transmitted via optic nerve to areas performing higher level cognitive functions in brain [Roska 2001]. Due to its efficiency and robustness, the structure and the processing flow of such visual system has been a subject of an extensive study and inspired the development of cameras, vision sensors and many image processing algorithms. In particular, in the field of VLSI circuit design, the idea of integration of the light sensor with processing elements, in the form of a monolithic electronic retina, gained high popularity. Such pixel-processor arrays are particularly suited for low and medium level image processing tasks, providing a very high processing efficiency. Ideally, their task is to process visual data directly on the focal plane, reducing the amount of primarily captured information to only a set of abstract descriptors transmitted off the chip [Bernard 1993].

5.2.2 SIMD paradigm

Image processing tasks can be classified depending on the form, size and the complexity of the visual information taken as input and generated as a result. In such classification, low level tasks perform simple image processing operations, for example filtering, thresholding, edge detection, expansion and dilation, where the amount of input and the output information is practically the same. Medium level tasks are more application specific and attempt image interpretation, recognition and more advanced feature extraction [Fernandez-Berni 2011]. Their input is usually a pre-processed image of its original size (e.g. after thresholding and binarisation), whereas the output is only a set of abstract descriptors. In their subsequent routines, medium level tasks usually employ algorithms requiring global information of the image [Manzanera 2002]. High level tasks can be associated with the functionality of the visual cortex in brain, receiving and interpreting visual data from retina to perform more complex cognitive functions such as image reconstruction, understanding and correlation with other sensory data.

Although classical computers can be used in image processing, they usually require the use of the pixel-wise serialising procedures, which has a negative impact on the processing time. To alleviate this, architectures employing processor arrays operating in accordance with Single Instruction Multiple Data (SIMD) paradigm are usually considered [Unger 58]. Such computers employ uniform arrays of processing elements (PE), executing the same series of elementary instructions but processing the locally available data.
The majority of low and medium level image processing tasks fit well into the SIMD paradigm, requiring pixel-wise operations with only nearest neighbourhood connectivity. Therefore, vision chips are typically realised as SIMD pixel-processor arrays, trying to retain the high visual data throughput on chip, and send only the extracted sets of abstract features off the chip. Furthermore, such systems are often expected to provide high processing speed, efficiency, computational accuracy, and to consume low power, especially in applications requiring real time image capturing and processing (e.g. in robotics or industrial inspection and control [Carey 2013]).

5.2.3 Vision chips

In the literature there are several propositions of the vision systems realised as programmable "processor-per-pixel" SIMD arrays in CMOS technologies. They consist of a regular (typically rectangular) array of cells, each incorporating an image sensor and a processing element responsible for data storage, neighbourhood communication and pixel-wise operation [Zarand 2011], [Moini 97], [Belbachir 2010]. Examples of such generic integrated pixel-parallel processor arrays for variety of computational tasks are SCAMP, realised using discrete time, switched-current analogue circuits [Dudek 2000, 2005], ASPA, realised in digital domain, employing architectural solutions for optimised design such as bit serial arithmetic and asynchronous global summation [Lopich 2010a], and MIPA4k, designed as a mixed-mode circuit, accommodating asynchronous propagation mechanism and separate cores for greyscale and binary image processing [Poikonen 2009]. Other vision chips, based on generic purpose processor arrays, were also presented in [Ishikawa 99], [Komuro 2003, 2009], [Astrom 93] and [Zhang 2011].

Many image processing tasks, including low and medium level operations, can efficiently be solved using cellular neural networks universal machines (CNN-UM), where the operation of the network can be controlled by a set of global parameters (templates), used by each processing cell when operating on the local image data and signals from the neighbourhood [Chua 88a, 88b]. Although, both CNN-UM and SIMD architectures are processor arrays with a neighbourhood connectivity, the main difference between these approaches lies in the principles of computation employed. In SIMD arrays, each processor acts according to the globally issued instruction and performs some elementary operations on the image. Cellular neural networks, on the other hand, settle to a particular state satisfying the input data (image) according to the set of globally defined templates. Even though cellular neural networks can be implemented in digital...
domain using numerical computation on processor arrays, the unconstrained continuous information flow in such systems strongly suggests the use of analogue and asynchronous circuits in their hardware realisations. Therefore, the majority of vision chips such as APAP [Carmona-Galan 2003] and ACE [Rodriguez-Vazquez 2004], were designed in mixed-mode approach using continuous and discrete time analogue circuits dedicated for particular arithmetic tasks. The main advantages of the analogue solutions are small area of the processing element and low power operation, when compared to their digital counterparts. On the other hand, the operation of analogue circuit arrays is affected by systematic and random errors, such as noise and fabrication mismatch, which degrades the computational precision and quality of the obtained results [Rodriguez-Vazquez 2003].

5.3 Wave propagation approach to skeletonization

Feature recognition in visual images usually requires global routines, operating on images in some already pre-processed forms. Such feature analysis, often employs binary image skeletonization (structurization), converting objects into more abstract forms representing their structures, shapes and sizes. In practice, skeletonization have been used in character recognition [Arora 2010], biological cell analysis [Xiong 2010] and human action recognition [Chen 2006]. Various methods for binary image skeletonization and their applications were discussed in [Davies 90] and [Lam 92].

5.3.1 Skeletonization (background knowledge)

There are several ways of defining skeletons. In the following, binary images where objects in the foreground are already segmented and clearly distinct from the background will be considered, as shown in Figure 5.1. In general a skeleton consists of lines and curves creating continuous structure describing the shape and the size of an object [Davies 90]. Skeleton of an object is usually defined as a set of points equally distant from the edges and associated with the "ridges" on the distance transformation map of the object (white lines in Figure 5.1b) [Blum 67]. These points can also be interpreted as the centres of circles drawn into the object (Figure 5.1c) or as a result of collisions between isotropic waves triggered from the boundary and propagating to the inside of the object with a constant speed (Figure 5.1d) [Krinsky 91], [Rekeczky 99].
There are many different methods of binary image skeletonization exhibiting different levels of complexity and returning slightly different results. The majority of them are too complex for direct and compact hardware implementation. The most common ones, usually considered in VLSI realisations, are based on iterative thinning or distance transformation [Davies 90], [Lam 92]. Thinning algorithms require only logical operations (binary morphology) and one bit per pixel memory. However, a large number of templates, sometimes of two pixels radius, may increase the number of physical interconnections required between cells and the complexity of the corresponding hardware realization. In the case of the distance transformation, every processing element has to store the information about its distance relative to the object's edge. This usually involves numerical computation and makes the implementation more complex and image-size variant. A skeleton extraction, based on the trigger-wave propagation and the wave-front collision detection was initially proposed in [Blum 67]. In this approach, each boundary point triggers a wave that propagates to the inside of the object. It can be assumed that the points where the propagation waves collide form the skeleton of the object. In principle, propagation can be seen as a generic computational engine dedicated for medium level image processing tasks applicable for both thinning and distance transformation. It can be observed that the propagation method aggregates some benefits of both approaches, which makes it particularly promising in terms of efficient hardware implementation in synchronous and asynchronous logic circuits.

5.3.2 Trigger-wave propagation concept

There are at least two rather disjoint areas in literature, independently exploring trigger-wave propagation approach in image processing. The idea of wave propagation in feature interpretation tasks was initially discussed in [Blum 67], and later re-introduced...
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in [Krinsky 91], proposing also VLSI circuits realisations based on works considering experiments with propagation in light sensitive chemical solutions [Kuhnert 89]. Both articles cite previous works, nevertheless these particular publications seem the most comprehensive and influential in terms of further research, defining trigger-wave propagation mechanisms suitable for image processing. Despite different approaches and formalisms used in these works, the discussed concepts are practically the same.

Blum suggested a new revised approach to object perceiving, applicable to feature recognition and interpretation. In his view, Euclidean geometry relying on vectors, and distance measures, is too detailed in terms of the size, position and location, when describing objects. Instead, in order to obtain global attributes of an image, the medial axis function (MAF) based on the trigger-wave propagation and the wave-front collision detection was proposed [Blum 67]. In particular, MAF gave foundation for the distance transformation (DT) and object's structure (skeleton) extraction. It was assumed that MAF and DT are computed in the most "natural" Euclidean metric. Further works found in the literature concerned mainly software methods for DT, showing a number of difficulties with even approximate computation in Euclidean metric. In particular, quasi-Euclidean Distance Transformation (quasi-EDT), was proposed in [Montanari 68]. Optimised sequential algorithms for Euclidean Distance mapping were proposed in [Danielsson 80]. The calculation of DT in metrics different than Euclidean and the application of DT for Voronoi (Dirichlet) tessellation was considered in [Borgefors 86].

Hardware oriented approach, developing the approximation of Euclidean Distance Transformation for parallel architectures working in SIMD mode, was presented in [Razmjooei 2010].

The idea of image processing using trigger-wave propagation presented in [Krinsky 91] resulted in a variety of software and hardware realisations extensively described in [Astrom 96], [Dudek 2006], [Lopich 2009], [Carey 2013]. The majority of works considering SIMD and CNN based solutions are mainly inspired by the properties of the light-sensitive chemical nonlinear system, a variant of the Belousov-Zhabotinski medium, and try to build its electronic hardware replicas. Originally, such system is capable of generating chemical reactions in the form of the propagating wave-fronts stimulated by the intensity of incident light [Kuhnert 89]. It was observed that its behaviour resembles the operation of a special kind of a parallel image processor, capable of performing global image processing tasks. Krinsky proposed more formalized definition of such waves, initially discussed by Blum, treating them as a subclass of the
nonlinear waves (autonomous waves - autowaves). Such waves, contrary to the mechanical waves, exhibit a series of interesting properties. They propagate with a constant speed, utilizing the locally stored energy of the active medium, thus they can expand infinitely preserving their initial amplitudes and contours, in uniform media. The wave-front, moving across the medium, leaves it behind "discharged", inhibiting any other propagation (Figure 5.2a). It means that the only visible dynamic effect of such propagation is the locally moving wave-front separating charged and discharged areas. In particular, the backward propagation is not possible without recharging, therefore, interference and reflection is not observed. Also, when two wave-fronts meet, the propagation cannot proceed further due to the local medium discharge on both sides, and hence, the waves annihilate. The basic properties of autowaves and mechanical waves, are presented in Table 5.1, and graphically illustrated in Figure 5.2b. Autowave propagation is a natural phenomenon and can often be observed as combustion waves (e.g. forest fire), nerve impulses and epidemic spreads [Krinsky 91].

Table 5.1 Properties of mechanical waves and nonlinear autowaves [Krinsky 91].

<table>
<thead>
<tr>
<th>Property</th>
<th>Mechanical waves</th>
<th>Autowaves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conservation of energy</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Conservation of amplitude</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Reflection</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Annihilation</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Interference</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Diffraction</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Figure 5.2. Autowave properties (dotted contours illustrate wave-fronts at successive time intervals): a) the expansion of the wave-front in an active medium starting from trigger point marker $m$ (the wave-front separates charged and discharged areas of energies $E_{ch}$ and $E_{dch}$ respectively), b) annihilation of two colliding waves and diffraction on the object.
5.3.3 Hardware realisations

Further works following the idea of trigger wave propagation in image processing include various VLSI synchronous and asynchronous implementations of cellular arrays such as 2D CNN array of coupled Chua's circuits [Perez-Munuzuri 93], CNN universal machine with special cloning templates [Rekeczky 99], 2D Global Logic Unit (GLU) arrays [Astrom 96] and Asynchronous Cellular Logic Array (ACLA) [Lopich 2009, 2010a, 2010b, 2011], [Dudek 2006]. Despite some successful realizations of trigger-wave-based algorithms in VLSI circuits, the efficient implementation of the wave-front collision-detection mechanism, essential for skeleton and Voronoi diagram extraction, remains an open problem. Realisation of the propagation and the collision-detection in CNN was discussed in [Rekeczky 99], but the required feedback operator was of two pixels radius. For practical reasons, most of the fabricated VLSI implementations of CNN circuits are limited to only the nearest neighbourhood operators [Rodriguez-Vazquez 93, 2003, 2004], [Halonen 90], [Harrer 92]. The design of a versatile CNN machine with cloning templates of two-pixels radius was reported in [Paasio 2002], however, circuit simplifications preclude the use of the "collision detecting" feedback template from [Rekeczky 99].

5.4 Circuit Design

In the approach presented in this thesis, rather than attempting to inhibit the propagation at the point where two wave-fronts meet, as is typically done in the iterative thinning [Davies 90], [Lam 92] or CNN-based methods [Rekeczky 99], it is proposed to employ a separate layer dedicated for detecting collisions between waves in the propagation layer. This simplifies the design of the single cell and enables the asynchronous operation of the entire system. The array consisting of the proposed cells can be arranged by placing cells on a rectangular grid with only four neighbours connectivity.

In this section the design and implementation of the asynchronous processing module (APM) will be described. It consists of two logic circuits connecting with the neighbouring cells in the array and creating two hardware layers, one for wave propagation and one for collision detecting. Due to their structural and operational simplicity, in this thesis, these circuits are also called gates, where array of propagation
gates creates the propagation layer and array of collision detection gates creates collision detecting layer.

5.4.1 Propagation gate

In VLSI systems the idea of trigger-wave propagation is typically implemented using pixel-parallel rectangular array of OR gates, where each cell connects to only four nearest orthogonal neighbours [Dudek 2006], as shown in Figure 5.3. Such circuit remains stable when the inputs and outputs of all the gates in the array are in low logic state. The output $p$ of a particular OR gate depends on the logic state of the outputs of its neighbours $p_N$, $p_E$, $p_S$ and $p_W$ and can be set up to high logic state (activated) when a propagation signal is received, or by using the additional input $m$, individually triggering a selected gate, according to the formula:

$$p = p_N \lor p_E \lor p_S \lor p_W \lor m$$  \hspace{1cm} (5.1)

In such a case, when triggering propagation via marker $m$, the neighbours of the activated gate will detect the high logic states on their inputs and turn on, triggering their respective neighbours. The expansion of the activated region around the triggered cell resembles a wave propagation mechanism which continues until all the gates in the array are in high logic state (Figure 5.4). After that the array remains stable and a new propagation is not possible until all the gates are again set to the low logic state (i.e. the array requires initialization before the next evaluation cycle).

Figure 5.3. a) Schematic diagram of the propagation OR gate and b) the network connectivity of the pixel-parallel logic array realising the wave propagation concept.
In terms of the trigger-wave propagation concept, logic '0' at the output $p$ corresponds to the charged cell, and logic '1' denotes a discharged cell. The transition from low to high logic state occurs when the gate receives high logic signal from its neighbour(s), however, the opposite transition (from high to low state) is not possible. Therefore, it can be concluded that a wave propagates at the expense of the locally stored charge and, in order to repeat the propagation, all the cells should be set to low logic state (i.e. the circuit array should be initialised). In particular, all the properties of the autowaves such as amplitude conservation, annihilation etc. (see Table 4.1) can also be observed in such arrays.

Usually, the logical OR gate arrays, used in image processing, require some additional features which, for example, enable to define the propagation space or set a particular direction of the propagation [Dudek 2006], [Astrom 96]. In this work, a design of a test array, solely dedicated to binary image skeletonization and Voronoi tessellation is considered, therefore the propagation space is by default set to the full array size and the binary input image corresponds to the logic states of markers $m$ used to trigger the propagation.

5.4.2 Collision-detecting gate

The mechanisms of trigger-wave propagation and wave-front collision detection can be found in many implementations of binary image skeletonization. Using the CNN-based methods [Rekeczky 99] or the iterative thinning approach [Davies 90], [Lopich 2009], the execution of the algorithm resembles the propagation which
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terminates shortly before the two wave-fronts meet; in order to inhibit the propagation before the collision, each cell needs to monitor the state of its neighbourhood within at least two pixels radius. In the solution proposed in this work, the wave-fronts are allowed to meet and annihilate, whereas a separate logic circuit detecting collisions, based on the logic states of its four nearest neighbours is used. In such approach, if the logic state of all four neighbours of a particular cell turns to '1', it means that a collision has occurred and it could have been caused by two independent wave-fronts meeting at this point. However, it can also mean that a wave has simply passed by this cell and discharged all its neighbours, as observed in a typical propagation scheme. In terms of a circuit implementation, the state of an AND gate, used for detecting the state of the neighbour cells, determines only the necessary but not sufficient condition $A$ for the occurrence of a collision, given by equation:

$$A = p_N \wedge p_E \wedge p_S \wedge p_W$$  \hspace{1cm} (5.2)

It is important to note that the wave-front collision, between different wave-fronts, will be indicated by the AND gate before or immediately after the cell becomes activated. On the other hand, when only one wave-front is passing through the cell, the AND gate will indicate the wave-front pass condition, after all its neighbours become activated. Therefore, in the proposed solution it is critical to determine the specific time when the collision condition is valid and the state of the AND gate should be saved to discriminate between wave-front collision and wave-front pass situations. The logic diagram of the proposed cell with the propagation and collision-detection mechanisms is presented in Figure 5.5. The corresponding diagram illustrating the timing relations between signals is presented in Figure 5.6. For simplicity, 1D chain of the propagation gates is analyzed.

Figure 5.5. Logic diagram of the proposed APM cell.
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Figure 5.6. The timing analysis of the propagation chain: a) schematic of a 1D array illustrating timing relations, b) timing diagram (dashed traces of $A_1$ and $C_1$ show the rejection of the wave-front pass case).

When the propagation gate $P_1$ of the first cell in the chain receives a signal from its preceding neighbour (or from the marker $m$), it sets the propagation bit $P_1$ to the high state after a certain delay time $T_{PD}$. This indicates the activation state of this cell denoting the beginning of the *time slot* when the collision-detecting circuit is supposed to react. The state of the AND gate $A_1$ depends on the state of the propagation bits of the neighbouring cells and, if the collision condition is met (i.e. all the neighbours are in the high state), it turns to the high state after a certain propagation delay $T_{AD}$. The state of the signal $A_1$ determines the state for the collision bit $C_1$. The corresponding D-latch (storing the value of $C_1$) remains "transparent" when the signal $EN_1$ is in the high state. This signal is generated by the inverting gate $D_1$ and turns to the low state after the delay time $T_{DD}$ after the cell became activated. This terminates the *time slot* for collision-detecting mechanism and latches the value of $A_1$. As the propagation progresses, all the inputs of the AND gate eventually receive signals from their neighbours however, the value of the respective collision bit $C_1$ can only be modified during the *time slot* $T_{DD}$ (Figure 5.6b).

For correct operation it must be ensured that: $T_{AD} < T_{DD} < T_{PD}$. It is important to note that in the dedicated VLSI hardware implementation the operation of such an asynchronous structure will be sensitive to process parameter variation (mismatch) and noise, leading to the propagation speed variability across the array. As a result the neighbouring cells may not produce correct logic states right at the beginning of the time slot, but slightly later with a certain random time offset. For that reason, in the practical realization of the circuit, the delay time $T_{DD}$ will be tuned experimentally to obtain the most satisfactory results (see Figure 5.24).
The operation of the propagation and collision detection mechanisms in different cases: a) the collision of two irregular parallel wave-fronts (the resulting collision line is of one or two pixels width depending on whether there was odd or even number of cells between colliding wave-fronts), b) square (the proposed mechanism correctly recognises the collision points), c) 45° rotated square (the proposed collision detecting mechanism does not recognise collisions because all the cells in the wave-front have at least one inactive (white) neighbour). The gray scale colour map used in the figure: white - inactive (charged) cell, light gray - cell that receives the propagation signal, medium grey - activated (discharged) cell, dark grey - cell that detects collision, black - cell triggered from the marker.

The proposed solution is in principle similar to the iterative thinning methods, but far more simplified. Instead of a set of matching templates (usually of two pixels radius), only one, logical AND of the nearest neighbourhood state, is defined. It is assumed that the resulting collision line should be continuous and of (at most) two pixels width, depending on whether there is an even or odd number of pixels in between parallel wave-fronts. An exemplar case, showing the collision of two such waves propagating from the opposite directions, is presented in Figure 5.7a.

The use of only one template applied to the four orthogonal neighbours may occasionally lead to confusions, especially for non-frontal collisions, where at the meeting point of two wave-fronts not all the neighbouring cells are activated. Two cases of the propagation with non-frontal collisions, triggered from edges of a square and a 45° degrees rotated square, are shown in Figure 5.7b and c respectively. In the first case, collisions are detected correctly because all the neighbouring cells of the points where two perpendicular wave-fronts meet are activated at the same time. In the second case (Figure 5.7c), however, the perpendicular waves collide, but the wave-fronts are 45° angled to the cell lattice, therefore each cell, where the collision should normally be detected, has at least one inactive neighbour. In such cases, the logic states of cells located further than the nearest neighbourhood should be considered. Nevertheless, despite the simplicity of the proposed method, it produces very satisfactory results.
especially for natural objects of irregular shapes. Most importantly, it does not require discrete-time, synchronous iterations but can be done asynchronously, improving the speed and reducing the complexity of the array and the control circuit.

5.4.3 CMOS Circuit realisation

A direct realisation of the proposed Asynchronous Processing Module (APM) cell, based on the schematic diagram from Figure 5.5 and using complementary logic gates, is possible but rather inefficient due to the large area occupation. In the majority of VLSI implementations of the trigger-wave propagation concept for image processing, the dynamic logic design has typically been preferred [Dudek 2006], [Lopich 2010]. The schematic diagram of the proposed propagation and collision-detecting cell is shown in Figure 5.8. It is functionally equivalent to the structure from Figure 5.5, assuming that the transitions of signals $p_N, p_E, p_S$ and $p_W$ are always from '0' to '1' (which is the case here).

Figure 5.8. Schematic diagram of the proposed APM cell consisting of propagation gate, delay gate and AND-Latch gate (transistor dimensions $W/L$ are given in micrometers).
The size of each transistor is given in micrometers as the ratio of the channel width to the channel length. The sizes of the transistors were chosen to address the leakage and parameter mismatch issues, discussed further in this chapter. The circuit is realised using two-phase dynamic logic approach, therefore, each cell has to be initialized before the array can perform any operation. During the initialization phase, signal $V_P$ (precharge) is set to $V_{DD}$ discharging the parasitic capacitances of nodes $P$ and $C$ through $M_6$ and $M_{24}$ respectively, and the capacitances of $NOR$ and $NAND$ nodes are precharged to $V_{DD}$ through $M_8$ and $M_{22}$. After that, signal $V_P$ is set to '0', which terminates the precharge phase and the array is ready to process the input image (i.e. the array is able to carry out one propagation cycle). In order to prevent charge leakage, transistors $M_8$ and $M_{22}$ work as weak keepers assuring the high logic state of nodes $NOR$ and $NAND$ as long as all the inputs remain inactive.

If any of the input signals turns to a high state (the cell receives the propagation signal), the node $NOR$ discharges, turning on $M_7$ and setting the propagation bit $P$ to $V_{DD}$. If all the inputs turn to the high state, the node $NAND$ can be discharged depending on the state of the signal $EN$ (enable). This signal is generated by the inverting delay gate with delay time controlled by voltage $V_{DELAY}$. As long as $P$ remains in the low state, transistor $M_{14}$ pulls up signal $EN$ to $V_{DD}$ "enabling" the AND-Latch gate. This enables the latch to "follow" the output $A$ of the AND gate determining the collision condition. The high state of this signal (when all the inputs $p_N$, $p_E$, $p_S$ and $p_W$ in a high state) discharges the node $NAND$ setting the collision bit $C$ to a high state. Once this node is discharged, the output state cannot be changed until the next initialization cycle. Such a limitation does not inhibit the cell from proper operation because all the signals received from the neighbours can change only once (from the low to the high logic state).

A critical parameter of the circuit is the duration of the time slot defining how long the AND-Latch gate remains transparent for the signal $A$ (Figure 5.6b). When the signal $P$ turns to a high state (denoting the beginning of the time slot) the output capacitance of the delay gate (node $EN$) starts discharging. While the discharge time depends on the current controlled by the transistor $M_{15}$, the time slot length can be tuned using voltage $V_{DELAY}$ biasing the gate of this transistor.
5.4.4 Mismatch optimisation

It was observed that the fabrication mismatch is one of the major contributors affecting the operation of a circuit and degrading the quality of the extracted images. It introduces the variability of the timing parameters of the array which are critical in terms of the correct extraction of the collision lines. Matching between devices can be improved by proper transistor scaling (enlarging). The obtained improvement of the circuit's precision comes, however, at the price of the increased area and power consumption, and is usually limited by other design constraints. Therefore, only the critical transistors in the APM cell, which mostly contribute to the timing parameter variability, were scaled in order to keep the design area small. It was observed that the propagation speed uniformity across the array depends mostly on matching between transistors in the propagation gate whereas the precision of the generated time slot can be improved by proper scaling of the transistors in the delay gate (Figure 5.8). In particular, the evaluation transistors $M_{1-4}$, $M_7$, and $M_{16}$, and the current limiting transistors (biased from the analogue voltage sources) $M_{9-13}$ and $M_{15}$ are the dominant contributors to the performance degradation. The mismatch optimisation of the APM was performed based on the simulation results of a reduced size array of $32 \times 64$ cells using statistical Monte Carlo MOS transistor models provided by the foundry, and assuming a simplified version of the propagation gate not including current regulating transistors $M_{9-13}$ and $M_{15}$. The sizes of these transistors, however critical, are not of the prime interest at this stage. The goal was to eliminate the artefacts in the resulting images stemming from the random variability of the timing parameters of the cells in the array. Figure 5.9 shows the results of the Monte Carlo mismatch simulations of five circuit arrays consisting of MOS transistors with different sizes. Transistors $M_{1-5}$, $M_{10-13}$ and $M_{15,16}$, in the actual circuit, were oversized due to the available space in the APM layout (Figure 5.8 shows sizes used eventually in the circuit realisation after expanding the critical transistors).
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Figure 5.9. Mismatch Monte Carlo simulation results of the full image size rectangle obtained from the 32 × 64 cell arrays consisting of: a) minimum-size transistors, b) transistors of 4× larger gate array, c) transistors of 16× larger gate array, d) transistors of 64× larger gate array, e) transistors scaled using the proposed approach.

It can be observed that the use of the OSI delay gate (presented in Chapter 3) further helped to reduce the variability of the critical timing parameters of the array without additional area increase.

In order to verify the correct operation of the final design presented in Figure 5.8, arrays of 32 × 32 cells using post-layout models of APMs including only parasitic capacitances with delay gates realised based on current starved inverter (CSI) and the proposed output split inverter (OSI) circuits were simulated accounting for fabrication mismatch. The corresponding layouts of the APM modules, with CSI and OSI delay gates, are presented in Figure 5.10a and b respectively. The obtained results of two Monte Carlo runs, showing the collision lines extracted when triggering wave from the border of the array, are presented in Figure 5.11.
It can be concluded that the proposed APM module with OSI circuit is less affected by the fabrication mismatch and extracts skeletons of better quality. The variability of the timing parameters of the AND-Latch gate does not affect the operation of the circuit, therefore, the weak keeping and the output stage transistors were sized to assure that the gate operates correctly, whereas transistors $M_{17,21}$ in the NAND pull-down network were slightly widened only to speed up the gate switching process, when the collision condition is met.
5.5 Chip implementation

A test array consisting of 64 × 96 APM cells from Figure 5.8, was designed and fabricated in a standard 90 nm CMOS technology. The proposed circuit forms an asynchronous processing module (APM), suitable for integration within a dedicated processor array. In order to communicate with the array implemented on the test chip, each cell accommodates an additional I/O circuit consisting of two D flip flops, a multiplexer and two logic gates. The schematic diagram of the processor used in the implementation of the test array is shown in Figure 5.12. The input image bit is stored in DFF1 D flip flop, and if it is set to '0' (image background), it triggers the APM on the falling edge of the global START signal. The APM generates two signals: P and C, corresponding to the propagation and collision bits respectively. Depending on the state of the lines S1 and S0 (see table in Figure 5.12), either bit P or C can be saved in the second D flip flop DFF2. In the array both D flip flops are serially connected with their respective neighbours and form two separate shift registers REG1 and REG2. The register REG1 is used to shift the input image into the array (one bit per processor). The second register (REG2) can be used to send the captured result off the chip, when both signals S1 and S0 are in the high state. The generic structure of the global shift register used in the image data transfers in the chip is presented in Figure 5.13. The rising edge of the clock signal CLK2 is used to capture the value of bit P or C in DFF2 after or during the processing, which enables to observe the intermediate results of the propagation. The design of the processing cell (including the APM, I/O logic and signal routing) occupies 12.5 µm × 12.5 µm. The layout of the cell is shown in Figure 5.14. The proposed APM cell consists of 24 MOS transistors and occupies 5.5 µm × 7.4 µm which is less than the area of three D flip flops in this technology.

![Diagram of the processing element including the APM and I/O logic.](image)

Figure 5.12. Schematic diagram of the processing element including the APM and I/O logic.
Figure 5.13. The structure of the scan register for serial I/O data exchange used in the test chip design.

Figure 5.14. The layout of the processing cell including the APM and I/O logic (for clarity the power rails from the top 3 metal layers are not shown, core area: 12.5 µm × 12.5 µm).

The additional inverter in the bottom right corner (Figure 5.14) is by default inactive (the output is floating and the input is set to '0'). In some cells these inverters were used as buffers in the signal distribution network, assuring the uniform propagation times of \textit{START} and \textit{CLK2} signals from the respective I/O pads of the chip to each processor. The network is based on the "H-pattern" routing topology shown in Figure 5.15a, where the distance between the centre of a cluster of four cells and the input of each cell (e.g. the clock input of a D flip flop) is the same. This was repeated for each four clusters creating a second level of the signal distribution network covering 16 cells (Figure 5.15b). Following this idea, the uniform signal distribution network can be created for an
arbitrary size square array. Each time the signal descends to the lower level in such hierarchy it is buffered, therefore each buffer drives only the inputs of four buffers from the lower level. The top level of the design consists of $2 \times 3$ clusters with $32 \times 32$ cells each. The signals to all 6 clusters were routed manually, also assuring the same path lengths. It can be observed that the correct operation of the system is very sensitive to timing parameters, especially to the uniformity of the falling edge of the START signal, triggering the propagation, which can affect the quality of the obtained skeletons. Proper distribution of the CLK2 signal is also important in experiments when capturing images showing the intermediate states of the propagation and collision detecting layers. Therefore, it was critically important to assure that the propagation delays of both signals are uniform across the array. The chip micrograph showing the designed test array of $64 \times 96$ processing cells, occupying $840 \, \mu\text{m} \times 1200 \, \mu\text{m}$ area, is presented in Figure 5.16.

In the design two separate power supply rails were used for the APMs and the I/O logic blocks respectively.

![Figure 5.15](image)

**Figure 5.15.** The proposed "H-pattern" routing topology for uniform-delay distribution of global signals across the array of processing elements: a) cluster of 4 cells, b) cluster of 16 cells.

![Figure 5.16](image)

**Figure 5.16.** Micrograph showing the array of $64 \times 96$ processing cells (size: $840 \, \mu\text{m} \times 1200 \, \mu\text{m}$).
5.6 Test system and setup

In order to verify the operation and measure the performance of the fabricated chip, a test system was designed to generate the programming sequences and the control signals for the circuit array, and to provide communication with a PC. The block diagram, showing the structure of the test system and its internal architecture, is presented in Figure 5.17. The design is based on the KCPSM3 (Xilinx PicoBlaze) controller with I/O interfaces and RAM memories implemented on a Spartan 3 XC3S200 FPGA. For communication with a PC, the RS-232 serial interface was chosen due to its simplicity and sufficient speed for this particular test application. The program stored in the ROM memory of the KCPSM3 controller is a command interpreter working in a text mode, executing commands received from the host through the serial port and sending back the results. Therefore, any PC application capable of accessing the serial port (e.g. Hyper Terminal, Matlab) can be used to communicate with the designed system. In particular, the Program Memory Manager module (PMM) can be accessed and any user’s program can be uploaded to a separate 18 × 1k PRAM memory (Program RAM) and executed by switching between PRAM and ROM. This allows to develop and debug the software for KCPSM3 controller online without repeating the synthesis and implementation steps. Also, a dedicated MATLAB application was built to simplify the communication with the test system and to enable image data exchange and visualization. The two 1kB memory banks (RAM A and B) are used to store the binary input and output images.

![Figure 5.17. Block diagram of the test system.](image-url)
The reset and I/O sequences controlling REG1 and REG2 registers are generated entirely by the KCPSM3 system, reading and writing to particular pins in the generic I/O PORT module. Due to the limited time resolution of such solution, the initialization and evaluation strobes for the chip are generated by a dedicated finite state machine (FSM) unit. The sequence generated by the FSM is shown in Figure 5.18. For the system clock frequency 50 MHz, the minimum time resolution of the FSM is 20 ns. It starts the cycle by bringing all the lines to their initial state (first 20 ns). Then it precharges the array (80 ns) and generates START signal to begin the propagation. The inserted delay of 160 ns after the PRCH falling edge and before the START falling edge is necessary due to ringing observed on the power rails (see Section 5.8). The duration of the evaluation phase (when the START signal is in low state) is fixed to 80 ns, which is sufficient for the array to finish the propagation. The rising edge of the CLK2 signal is used to capture the processed image to register REG2. In order to observe the intermediate results of the propagation, an additional circuit generating the rising edge of CLK2 signal, shifted in phase with reference to the system clock, was designed and implemented using the Phase Shifter from the DCM module on the FPGA (Figure 5.19). Together with the digital delay line, consisting of a series of D flip flops, it generates the delay time equal:

\[
\Delta T = (N + 1) \cdot 10 \text{ns} \pm P_S \cdot 75 \text{ps}
\]  

(5.3)

where \(P_S\) is an 8 bit parameter controlling the Phase Shifter in the DCM module, and can be set in range -128...+127, and \(N\) is a number defining the length of D flip flop chain. After the evaluation phase, the FSM can generate from 1 to 256 wait states of 20 ns each before it returns to the initialization state. This enables to modify the length of the generated initialization-evaluation cycle from 360 ns to 5.46 µs.

![Figure 5.18. Time diagram showing the initialization and evaluation sequences generated by the dedicated FSM.](image-url)
Figure 5.19. Schematic diagram of the CLK2 slope signal generator.

5.7 Experimental results

The operation of the fabricated chip was verified in a laboratory environment using the test system described in Section 5.6 and a dedicated set of voltage regulators providing required biases and power supplies working in range 0 - 2.5 V. The bias voltages $V_{\text{MODE1}}$ and $V_{\text{MODE2}}$ were adjusted experimentally to assure the circular contours of the propagation waves (the details will be provided in Chapter 6). The $V_{\text{DELAY}}$ voltage was adjusted to minimise the occurrence of the wave pass conditions, misclassified as collisions. The supply and bias voltages used in the tests presented in this paper are summarized in Table 5.2. The reasons for selection of such values will be discussed further in this and the next chapter.

Table 5.2. The supply and bias voltages used for testing the fabricated chip assuring circular propagation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{DD}}$</td>
<td>930 mV</td>
<td>Power supply voltage (APMs)</td>
</tr>
<tr>
<td>$V_{\text{CC}}$</td>
<td>930 mV</td>
<td>Power supply voltage (control and I/O logic)</td>
</tr>
<tr>
<td>$V_{\text{DELAY}}$</td>
<td>396 mV</td>
<td>Delay gate bias voltage</td>
</tr>
<tr>
<td>$V_{\text{MODE2}}$</td>
<td>511 mV</td>
<td>Propagation gate bias voltage (serial input transistors)</td>
</tr>
<tr>
<td>$V_{\text{MODE1}}$</td>
<td>315 mV</td>
<td>Propagation gate bias voltage (common input transistor)</td>
</tr>
<tr>
<td>$V_{\text{IO}}$</td>
<td>2.5 V</td>
<td>I/O ring supply voltage of the test chip</td>
</tr>
</tbody>
</table>

5.7.1 Results comparison

The skeletons obtained from the designed asynchronous array were compared with the results from two skeletonization algorithms. The first algorithm is the implementation of the propagation and collision detection mechanisms (discussed in Section 5.4) but executed synchronously. The second algorithm is more complex and extracts octagonal skeletons based on the iterative thinning using 8 structuring-element pairs [Haralic 92].
Its software implementation, available in Matlab Image Processing Toolbox is `bwmorph` function called with a parameter `skel`, is used here as reference. The skeletons of several "natural" objects and geometric shapes, extracted by the fabricated circuit array and computed using the aforementioned algorithms, are presented in Figure 5.20.

The differences in skeletons extracted by the iterative thinning method (Figure 5.20c) and the synchronous propagation-based method (Figure 5.20b) result mainly from the simplicity of the proposed collision detecting mechanism. It is equivalent to a single template matching approach, limited to only four nearest neighbours and logical AND operation. The differences between the synchronous (software) and asynchronous (hardware) implementations of the propagation-based method result from circular contours of the trigger-waves generated in the circuit array. In a synchronous implementation, a wave propagates with a constant cell-to-cell speed, therefore, it takes it twice as much time to reach the nearest cell on the diagonal direction than the nearest cell in the cardinal direction. As a result, the contour of the wave-front triggered from a single cell resembles a 45° rotated square (diamond), as presented in Figure 5.4, indicating anisotropic wave propagation speed (lower in the diagonal direction). In the asynchronous realisation, the diagonal cell receives signals from two nearest neighbours simultaneously which shortens the propagation time through this cell. As a result, the contour of the trigger-wave is closer to circular, as shown in Figure 5.21. The bias voltages $V_{\text{MODE1}}$ and $V_{\text{MODE2}}$ can be used to tune the timing parameters of the propagation gate, and hence, the shape of the generated wave-fronts. The principles of such circular propagation are further discussed in Chapter 6. In the case of skeletonization, the use of isotropic waves produces more accurate results with fewer discontinuities in the extracted skeletons when compared to the results obtained from the synchronous implementation of the propagation-based method.
Figure 5.20. The skeletons of different objects extracted by: a) the asynchronous array on the test chip, b) the synchronous implementation of the propagation and collision detection algorithm, c) the iterative thinning method (reference).
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Figure 5.21. The intermediate states of the propagation wave triggered from a single pixel in the middle of the array and captured after each 5 ns.

The proposed propagation-based method can also be applied to generate Voronoi diagrams of binary images. In such a case, the waves are triggered from a set of points and the resulting collision lines create the tessellation of the propagation space. The experimental results showing the effects of the propagation triggered from several points in the array are presented in Figure 5.22.

Figure 5.22. The intermediates steps of the propagation and collision detection mechanisms captured after each 2.5 ns showing the generation of the Voronoi diagram.

For comparison, three different tessellation diagrams obtained from the test chip and computed using voronoi function in Matlab are shown in Figure 5.23. It can be observed that the proposed method using isotropic propagation and collision detection scheme correctly extracts tessellation diagrams. It can be observed that the lines segmenting images widen towards the edges of the array. This results from the unbalanced load of the border cells, where the propagation speed along the periphery of the array increases, confusing the collision detecting circuits, which misclassify the wave-front pass as a collision. This and other design issues will be discussed in section 5.8 of this chapter.
5.7.2 Delay voltage tuning

The quality of the obtained skeletons and tessellation diagrams depends on the $V_{DELAY}$ voltage regulating the delay time slot for the cells in the array. The experimental results showing skeletons of four different images, extracted for $V_{DELAY}$ bias from 270 mV to 930 mV, are presented in Figure 5.24. For lower values of $V_{DELAY}$, the generated time slot becomes longer and cells may start to misclassify the wave-front pass condition as a collision. As a result, the detected collision lines become wider and, due to the fabrication mismatch, can also be surrounded by some artefacts resembling the presence of noise. For higher values of $V_{DELAY}$, the extracted collision lines become fractured and eventually disappear. It is important to note that such artefacts, contrary to the random noise, are stationary. The presence of random noise has been observed in the circuit but its level is very low and practically does not affect the obtained results. It can be observed that the value of $V_{DELAY}$ is critical in terms of the quality of the obtained results (Figure 5.24). The best skeletons can be extracted for $V_{DELAY} \approx 400$ mV. Based on a number of experiments with different images, for the particular chip used in all the tests, the value of $V_{DELAY}$ was fixed to 396 mV.
5.7.3 Supply voltage variability

The operation and robustness of the prototype array was verified for the variable supply voltage $V_{DD}$ (supplying APMs) and the variable temperature. In the experiments bias voltages $V_{DELAY}$, $V_{MODE1}$ and $V_{MODE2}$, and the digital supply $V_{CC}$ were constant. The respective values of these voltages are provided in Table 5.2. The results of the $V_{DD}$ voltage variability within range +/- 100 mV, corresponding to the relative variability of
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+/- 10%, are presented in Figure 5.25. The supply voltage of APMs affects the propagation speed, which decreases for smaller and increases for higher values of $V_{DD}$. As a result, the time slot of the collision detecting mechanism, tuned by $V_{DELAY}$ to a particular propagation speed, will either be too short or too long, giving incomplete skeletons (Figure 5.25a) or excessive number of artefacts (Figure 5.25c) in the extracted images. This can be fixed by proper adjustment of $V_{DELAY}$ voltage. In the experiments, when the array worked at $V_{DD} = 830$ mV and 1030 mV, the correct skeleton results (the same as for the nominal bias and supply conditions from Table 5.2) could be obtained for $V_{DELAY}$ equal 370 mV and 430 mV respectively.

![Figure 5.25. Images obtained for different supply voltages $V_{DD}$ equal: a) 830 mV, b) 930 mV (nominal value), c) 1030 mV.](image)

5.7.4 Temperature variability

The effects of the temperature variation on the quality of the obtained results are presented in Figure 5.26. The operation of the chip was tested in three different temperatures: 25°C (room temperature), 40°C and 60°C, assuming constant bias and supply voltages from Table 5.2. It was observed that the increased temperature does not significantly affect the propagation speed but it lengthens the generated time slot $T_D$. Assuming that the OFF (leakage) current of a MOS transistor increases and the ON
current decreases with temperature [Allen 2002], the leakage currents of transistors $M_{1-4}$ in the first stage of propagation gate (Figure 5.8) will increase and the ON currents of the weak keeper $M_8$ and the output transistor $M_7$ will decrease. For a rising slope on any of the inputs of the propagation gate, the NOR node will be discharged faster to zero and the output node $P$ will be pulled up to $V_{DD}$ slower. These two effects, to some extent, compensate each other with the temperature increase, resulting in almost constant propagation speed. The temperature increase affects also the operation of delay gate, where the current of the transistor $M_{15}$ decreases, elongating the generated time slot. Consequently, for too long time slot, the circuit may start to mistakenly recognise the wave-front pass conditions as a collisions, leading to wider skeletons and additional artefacts, as shown in Figures 5.26b and c. The effects of the temperature increase can be compensated by proper adjustment to the bias voltage $V_{DELAY}$. It was observed that the correct skeletons could be obtained for $V_{DELAY} = 410$ mV and $420$ mV for temperatures $40^\circ$C and $60^\circ$C respectively. In practical applications (e.g. in vision chips) such calibration of $V_{DELAY}$ could be done automatically to minimise the disparities between the extracted skeletons and the reference results, using a set of input images and reference results. Based on such comparisons, bias voltages minimising the number of errors could be found.

![Images](a) (b) (c)

Figure 5.26. Images obtained for different temperatures assuming constant bias and supply voltages from Table 3.2: a) $T = 25^\circ$C (room temperature), b) $T = 40^\circ$C, c) $T = 60^\circ$C.
5.8 Design issues

5.8.1 Power rail ringing

In the experiments with the fabricated chip, it has been observed that the quality of the obtained results is strongly affected by the voltage oscillation (ringing) on the power rail, which occurs after a larger group of cells switches at the same time. Such situation occurs during the precharge phase, when the rising edge of the DSCH signal initializes all the cells in the array simultaneously, and during the evaluation cycle, when the falling edge of the START signal triggers the propagation from the markers. In the first case, the additional delay of 160 ns was inserted to assure that the power rail settles before the evaluation phase (Figure 5.18). This reduced the influence of the precharge cycle on the quality of the computed results. However, the influence of ringing caused by the falling edge of the START signal on the extracted image cannot be easily reduced. It modulates the propagation speed, confusing the collision detection circuit. In the resulting images, the intensity of artefacts will increase in the regions where the wave-front passes faster (due to the maximum in the supply voltage oscillations), and decrease in the regions where the propagation slows down.

The oscillations of the power rail can be visually observed in the resulting image for lower $V_{\text{DELAY}}$ voltages. The generated time slot of each cell increases and the circuit array is more prone to misclassifying the wave-front pass conditions as collisions. This "side effect", however, can be used in observing the changes of the propagation speed across the array. In particular, for a certain value of $V_{\text{DELAY}}$, the mistakenly captured collision pixels, caused by the increased propagation speed from the power rail oscillations, can be observed. In addition to that, the fabrication mismatch adds some random offsets to the generated time slots for all the cells individually, and the propagation speed variability can be observed in more "analogue" way as a variable concentration of the collision pixels, intensifying in the regions where the propagation accelerates. The experimental results showing such mistakenly captured pixels, when triggering propagation from a column of cells and a larger block of cells on the left hand side of the array, for $V_{\text{DELAY}}$ reduced to 330 mV, are presented in Figure 5.27. For a small number of markers (Figure 5.27a) there is a large dark area around the object, suggesting a drop of the power supply voltage resulting in a lower propagation speed. The observed increase of the intensity of white pixels indicates the first maximum of the supply voltage. After that, the oscillations practically settle and the propagation speed remains constant. For a large number of
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markers, the obtained image shows several distinct and white stripes (Figure 5.27b), indicating higher amplitude of the supply voltage oscillations.

![Figure 5.27](image)

Figure 5.27. The oscillations of the supply voltage affecting the propagation speed in the designed array when triggering propagation from: a) a column of cells, and b) from a larger block of cells on the left hand side of the array.

The effects of ringing on the extracted skeleton are shown in Figure 5.28. When the propagation is triggered from the background pixels (Figure 5.26a), the oscillations of the power rails impede the correct recognition of collisions. One way of reducing this undesirable effect is to reduce the number of marker pixels and trigger the propagation only from the objects boundary (Figure 5.26b). This requires additional logic operations on the input and output images, such as binary edge detection and masking, but these operations can easily be performed by a standard SIMD processor. Proper adjustment of the bias voltages $V_{MODE1}$ and $V_{MODE2}$ also helped to reduce the propagation speed, and hence, the switching current of the propagation gates, further reducing ringing.

![Figure 5.28](image)

Figure 5.28. The skeletons of the same object extracted for: a) wave triggered from all the background pixels, and b) wave triggered only from the pixels on the border of the image.
5.8.2 Design asymmetry

The proposed test array was designed for binary image skeletonization, where the waves are always triggered from the objects' boundary and propagate to its interior, but never along the borders of the array. However, in the case of the Voronoi diagram extraction, it is required that the propagation speed remains constant even along the border lines. In the designed test array the border line cells, unlike the rest, trigger only three or two nearest neighbours. Due to the lower output load, the propagation speed increases along the borders. The intermediate steps of the propagation, triggered from a column of pixels on the left hand side of the array, are presented in Figure 5.29.

![Figure 5.29. Bending of the propagation wave contour caused by the unbalanced load of the border cells.](image)

It can be observed that the cells located along the borders propagate faster triggering other cells inside the array. As a result, the wave-front bends towards the borders and the propagation speed increases. This can confuse the collision detecting mechanism, leading to widening the extracted collision lines, as shown in Figure 5.23b. This could easily be fixed by inserting an additional set of dummy gates around the array balancing the load, or by implementing the propagation space control mechanism, switching off the border line pixels if necessary.

It should also be noted that transistors $M_{17,21}$ in the pull-down network of the AND-LATCH gate (Figure 5.8) have slightly different gate capacitances during switching, due to the body effects resulting from the serial connection and a common substrate potential. Such systematic asymmetry of the array can affect the propagation speed and make it direction dependent. For example, the wave contour in Figure 5.29 bends faster at the
bottom side than at the top side of the array (i.e. the wave propagates faster to the north-east than to south-east direction). This, however, has a minor effect on the quality of the obtained results, as long as transistors $M_{1-4}$ are much smaller than $M_{17-21}$, which is usually the case, since only $M_{1-4}$ are enlarged to reduce parameter mismatch.

5.9 Performance and power

The performance of the designed integrated circuit was verified using a dedicated FSM module on the FPGA test system (Figure 5.17), working in a loop and generating repetitive signal sequences for the initialization and evaluation cycles of the processor array. The respective timing of a single initialization and evaluation cycles (Figure 5.18) was adjusted to assure the correct extraction of the collision lines. The shortest sequence generated by the FSM (with no additional wait states), takes 360 ns and the longest (with 256 wait states) 5.46 µs. In the power estimation, only the current of the power rail supplying the array of the APMs in the processor array ($I_{APM}$) was considered. The correct operation of the prototype chip was verified for constant supply and bias voltages (see Table 5.2), temperatures 25°C, 40°C and 60°C, and values of $V_{DELAY}$ tuned to compensate for the temperature effects. During tests, when the FSM was working in a loop, the obtained results were saved to register REG2 (on the rising edge of CLK2 signal) overwriting the previous result without shifting it out. Only the last result, captured during the last cycle of the FSM after which it was stopped, was transmitted off chip for verification. For power measurements, four different input images were used: white (with no markers triggering the propagation), single dot in the middle (only one marker triggering the propagation), full size rectangle (markers on the boundary of the array) and black (all pixels are markers). The operation of the array was tested at the maximum processing speed (2.78 MHz at 360 ns FSM cycle) and in the idle state (when $START = '1'$ and $DSCH = '0'$) in temperatures 25°C, 40°C and 60°C. The summary of the tests and the obtained results are presented in Table 5.3

<table>
<thead>
<tr>
<th>Test Condition (input image)</th>
<th>$I_{APM}$ @ 2.78 MHz</th>
<th>$I_{APM}$ @ 0Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 25°C$</td>
<td>$T = 40°C$</td>
</tr>
<tr>
<td>white (no markers)</td>
<td>0.20 mA</td>
<td>0.42 mA</td>
</tr>
<tr>
<td>single pixel (propagation from the centre)</td>
<td>1.75 mA</td>
<td>1.95 mA</td>
</tr>
<tr>
<td>full size rectangle (markers around the array)</td>
<td>1.78 mA</td>
<td>2.00 mA</td>
</tr>
<tr>
<td>black (all pixels are markers)</td>
<td>1.95 mA</td>
<td>2.13 mA</td>
</tr>
</tbody>
</table>
In the case of the white input image, there is no propagation triggered in the array. It can be observed, however, that the corresponding current consumption is lower during the operation of the array (0.20 mA) than in the idle state (0.31 mA). This is caused by the leakage currents affecting the initial state of the array after the initialization cycle. In particular, nodes $P$ (outputs of the propagation gates) are slowly pulled up through transistors $M_7$, which eventually triggers a "spontaneous" propagation, discharging the array. After such discharge, the state of the array settles depending on the balance between the leakage currents, leaving all the transistors not fully turned on or off and creating DC paths between the power and ground rails. To assure low power operation in the idle state of the circuit, signal $DSCH$ should be kept at high logic state, limiting the total leakage current of the APM modules to about 0.20 mA (~33 nA/pixel) at 25°C. This current increases with temperature to 0.40 mA at 40°C and to 0.68 mA at 60°C.

The differences of the current consumption, measured at the maximum processing speed for the last three images in Table 5.3, result mainly from different number of collision pixels detected in each of the images. For example, for the single dot image, the measured average current is the lowest (1.75 mA) because there are no collisions detected. Each time a collision is detected, the respective AND-Latch gate is discharged, which requires additional amount of energy to overcome the weak keeping transistor $M_{22}$ (Figure 5.8). When the processed image generates collision pixels, the corresponding supply current will be higher (e.g. processing a full image size rectangle increases the supply current $I_{APM}$ to 1.78 mA). The black input image was used to measure the worst case of the power consumption when all the pixels are markers and detect collisions. The respective supply current during the operation is 1.95 mA. Also, the corresponding supply current in the idle state (0.43 mA) increases due to the increased leakage of the AND-Latch gate when the collision bit $C$ is set to '1' (~70 nA/pixel). The main design parameters and power performance measured at 25°C of the prototype chip are presented in Table 5.4.

The maximum processing speed of the designed array is mainly limited by the oscillations after the initialization (precharge) cycle of the power rail requiring additional 160 ns delay between the slopes of the $PRCH$ and $START$ signals. The propagation speed of about 1.1 pixels/ns typically requires less than 60 ns time to complete processing of an image. In the experiments, the delay of maximum 80 ns was assumed for testing. At such speed the array performs 2.78 million initialization and evaluation cycles per second. In practical implementations (e.g. in vision SoC), the speed will be limited by other factors.
such as off chip data transfer, and the required maximum frame rate. In such a case, the
design can benefit from a very low processing power, theoretically below 1 nW/fps,
however, only applicable to frame rates over 200 kfps, where the dynamic power is
higher than the static leakage losses. For lower speeds, the total power will mainly be
limited by the leakage remaining on the constant level of 0.2 - 0.4 mW, depending on the
number of the detected collision pixels. For designs with strict power constraints, the
quiescent current can be reduced by supply voltage scaling or by using high threshold
voltage and low leakage transistors in the design of APM. It should be noted that supply
voltage scaling will affect the propagation speed and the use of MOS devices other than
regular may increase the parameter mismatch requiring larger transistors to assure correct
operation of the array.

Table 5.4. Performance, power and design parameters of the fabricated test array.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>CMOS 90 nm</td>
<td>Dynamic logic full custom design</td>
</tr>
<tr>
<td>No. transistors in APM</td>
<td>24</td>
<td>Sized accordingly to reduce effects of mismatch</td>
</tr>
<tr>
<td>APM size</td>
<td>5.5 µm × 7.4 µm</td>
<td>Less than 3 D flip flops in the same technology</td>
</tr>
<tr>
<td>Test processor size</td>
<td>12.5 µm × 12.4 µm</td>
<td>Including APM, I/O and control logic</td>
</tr>
<tr>
<td>Test array size</td>
<td>840 µm × 1200 µm</td>
<td>64 × 96 processor array</td>
</tr>
<tr>
<td>Image resolution</td>
<td>64 × 96</td>
<td></td>
</tr>
<tr>
<td>Propagation speed</td>
<td>1.1 pixel/ns</td>
<td>1.4 pixel/ns for $V_{MODE1}$ and $V_{MODE2}$ set to $V_{DD}$</td>
</tr>
<tr>
<td>Current consumption</td>
<td>33 nA/pixel</td>
<td>idle mode ($DSCF$ in high state)</td>
</tr>
<tr>
<td></td>
<td>50 nA/pixel</td>
<td>propagation without collision (idle state)</td>
</tr>
<tr>
<td></td>
<td>70 nA/pixel</td>
<td>propagation with collision (idle state)</td>
</tr>
<tr>
<td>Max. processing speed</td>
<td>2.78 Mfps</td>
<td>With no quality degradation</td>
</tr>
<tr>
<td>Power consumption</td>
<td>&lt; 1mW/1Mfps</td>
<td>for the supply voltage 930 mV and &gt; 200 kfps</td>
</tr>
<tr>
<td>Min. power consumption</td>
<td>0.2 - 0.4 mW</td>
<td>For &lt; 200 kfps, depending on the number of markers in the image ($V_{DD} = 930$ mV)</td>
</tr>
</tbody>
</table>

5.10 Design improvements and conclusions

5.10.1 Conclusions

The proposed circuit array implements the propagation and collision detection
mechanisms suitable for a variety of morphological operations on binary images. In
particular, its ability to detect the collisions between trigger-waves, can be used in binary
image skeletonization and Voronoi tessellation. Despite the simplicity of the proposed
method, the employment of the asynchronous circuit, generating circular propagation
waves rather than square-like, produces good quality results when compared to its
synchronous implementation. Low power, low area and a very high processing speed
have been achieved employing full custom, dynamic logic design. The prototype array,
Asynchronous CMOS logic array for binary image processing

consisting of 64 × 96 APMs with additional I/O and control logic, was designed and fabricated in a standard 90 nm CMOS technology using standard performance design kit (SP) with very thin gate oxide MOS devices \( t_{ox} = 1.6 \) nm. The experimental results confirmed the correct operation of the proposed circuit capable of processing up to \( 2.78 \times 10^6 \) binary images per second consuming less than 1 nJ/image.

### 5.10.1 Improvements and future work

Several improvements to the APM design could be considered in the future implementations to reduce the effects of ringing, eliminate boundary effects and reduce the power consumption in the idle state. The schematic diagram of the improved propagation gate is presented in Figure 5.30.

![Figure 5.30. The improved design of the proposed propagation gate from Figure 5.8.](image)

The observed power rail oscillations result mainly from the use of transistor \( M_5 \), pulling down the node NOR directly to ground when the weak keeping transistor \( M_8 \) is still in operation. For a short while, before \( M_7 \) will charge the output \( P \) to \( V_{DD} \), transistors \( M_0 \) and \( M_5 \) (Figure 5.8) create a DC path between the power rails. In order to reduce this current, it is proposed to add another initialization signal \( V_{p2} \) to control the gate of \( M_8 \) separately. Both transistors \( M_6 \) and \( M_8 \) are controlled individually by signals \( V_{p1} \) and \( V_{p2} \), initializing the cell and working as weak keepers during the evaluation phase with gate bias voltages \( V_{pL} \) and \( V_{pH} \) respectively. This can also reduce the leakage current in the idle state when \( M_6 \) and \( M_8 \) are turned off.

The border effects resulting from the unbalanced load of the cells located around the array can be solved by inserting dummy cells around the array, or by inserting an
additional transistor $M_{15}$, controlled by bit $PS$ (propagation space), switching on or off the output stage. For $PS$ in high logic state, transistor $M_{15}$ will be turned off and the gate will not generate propagation signal. Setting the border cells into such state will resolve the symmetry problems. The propagation space is also used in many morphological operations, therefore, such design extension would be beneficial. The current limiting transistor $M_9$ (Figure 5.8), used solely to control the timing parameters of the gate can be removed, since proper biasing of transistors $M_{10-13}$ is sufficient to assure circular wave propagation. It is also suggested to add transistor $M_{16}$ in series with $M_5$ to improve the timing parameter uniformity and further reduce the power rail oscillations.

For designs with strict power constraints, the quiescent current can further be reduced by supply voltage scaling or by using high threshold voltage and low leakage MOS transistors with thicker gate oxide. It should be noted, however, that supply voltage scaling will affect (reduce) the propagation speed and the use of MOS devices other than regular may result in higher parameter mismatch, requiring larger transistors to assure correct operation of the array. Therefore, the use of the design kits dedicated for low leakage purposes should rather be considered in practical implementations of such processor arrays.
Chapter 6

Wave propagation concept in arbitrary metrics

6.1 Chapter overview

This chapter extends the discussion on the trigger-wave propagation in asynchronous CMOS arrays, presented in Chapter 5. The propagation mechanism is considered in the context of isotropic propagation in spaces employing different distance measure norms. Theoretical analysis of the propagation mechanism and the proposed simplified timing model of the propagation gate are verified in circuit simulations, and are confirmed in the experiments with the fabricated prototype chip.

6.2 Introduction

Shape recognition usually involves medium level image processing algorithms requiring global operations such as distance transformation (DT), skeletonization or Voronoi tessellation. An interesting approach to global image attributes extraction, based on the trigger-wave propagation and wave-front collision detection concepts, was considered in the evaluation of the medial axis function (MAF) [Blum 67], and later practically observed in chemical solutions reacting with incident light (the Belousov-Zhabotinsky reaction) [Kuhnert 89], [Krinsky 91]. Ideally, such waves (autowaves), when triggered from the edges of an object, propagate isotropically with a constant speed in every direction, utilizing the locally stored energy of a medium, and collide or bend
Wave propagation concept in arbitrary metrics denoting the medial axis points [Blum 67] (see Sections 5.2 and 5.3 in Chapter 5). In this chapter propagation mechanism is considered in the context of isotropic propagation in spaces operating in different distance measure norms.

There are several characteristic norms, typically used in image processing, such as the Euclidean norm, Manhattan norm and Chessboard norm [Borgefors 86], being particular cases of a generic $p$-norm, defined by a real number $p$ (with a constraint $p \geq 1$) and, for a 2-dimensional vector $(x, y)$, given by the formula:

$$
\|(x, y)\|_p = \left( |x|^p + |y|^p \right)^{\frac{1}{p}}
$$

(6.1)

Assuming the isotropic propagation in different $p$-norm spaces, the wave-front contours triggered from a single point are equidistant from that point, and hence, their shape corresponds to a particular value $p$. For example, for $p = 2$, the norm describes Euclidean space and the resulting contours are circular. The shapes of the propagation waves in typical distance measure norms are presented in Figure 6.1.

![Figure 6.1. Contours of the 2-dimensional propagation waves in different $p$-norms: a) Manhattan ($p = 1$), b) Euclidean ($p = 2$), Chessboard ($p \to \infty$).](image)

Since the Euclidean metric is the most "natural" to use, several algorithms for calculating the approximate Euclidean distance measure were considered in [Montanari 68], [Danielsson 80] and [Borgefors 86]. Also, hardware oriented approach for Single Instruction Multiple Data (SIMD) fine-grain processor arrays was presented in [Razmjooei 2010]. Direct hardware implementations of the trigger-wave propagation mechanism, using asynchronous logic arrays (presented in Chapter 4), were previously discussed in [Eklund 96] and [Dudek 2006]. Such arrays provide fast and energy efficient computational engine for image processing algorithms, e.g. hole filling, geodesic reconstruction, closed shape detection, where the correct operation is independent of the assumed metric. Also, the CNN implementations using the trigger-wave propagation,
usually do not consider the distance measure norm applied in image processing tasks [Rekeczky 99]. Some algorithms, however, such as distance transformation and skeletonization, typically require a circular (Euclidean) propagation [Blum 67], when using the trigger-wave and collision detecting scheme.

Rounded shapes of the trigger-wave contours in asynchronous VLSI hardware realisations of processor arrays were reported in [Dudek 2006] and [Lopich 2010], and in CNN implementation in [Carmona-Galan 2003]. Attempts aiming the implementation of wave-front collision detection in CNN were presented in [Rekeczky 99], however, the contours of the waves in the propagation layer were highly distorted.

### 6.3 Propagation and timing analyses

The analysis of the propagation mechanism and the timing parameters will be presented assuming a regular 2-D array with only four nearest neighbours connectivity with a constant pixel pitch $x$. Two cases of the wave-front propagation: in the cardinal direction (A), and in the diagonal direction (B), triggered from a reference point $O$ will be consider (Figure 6.2).

![Figure 6.2. The propagation of the wave triggered from the point O in the cardinal and in the diagonal directions considered in points A and B respectively.](image)

The cells located in the cardinal directions are always triggered from only one neighbour and the wave-front propagates with a constant cell-to-cell speed $v_A$. The cells located in the diagonal directions, are triggered from two neighbours simultaneously and propagate the signal with the higher respective cell-to-cell speed $v_B > v_A$. As a result, wave triggered in a circuit array tends to accelerate towards the diagonal directions, which makes the propagation contours more circular [Dudek 2006]. More detailed
analysis of the propagation mechanism considered in points $A$ and $B$ in Figure 6.2, is shown in Figure 6.3.

For a cardinal direction, assuming that a wave travels distance $x$ with a constant speed $v_A$, the propagation time $T_C$ can be calculated as (Figure 6.3a):

$$T_C = \frac{x}{v_A} \quad (6.2)$$

For a diagonal direction (Figure 6.3b), the wave propagates through its nearest neighbours according to the assumed rectangular structure of the array with only four neighbourhood connectivity passing the distance $2x$. Since the propagation in this direction is triggered from two neighbours simultaneously, the resulting speed in cardinal directions $v_B$ will be higher than $v_A$ and the corresponding propagation time $T_D$ equals:

$$T_D = \frac{2x}{v_B} \quad (6.3)$$

In the wave propagation context, assuming isotropic medium and constant propagation speed, the distance can be determined by means of the propagation time. Therefore, the diagonal distance $d = |BB'|$ in Figure 6.3b can be calculated from the propagation time ratio $d = (T_D/T_C)x$, which leads to the following relation:

$$d = \frac{2x}{v_B / v_A} \quad (6.4)$$
Assuming that the array operates in an arbitrary metric defined by the parameter $p$ of the $p$-norm in (6.1), the distance $d$ between two diagonal neighbours in the regular array with the pixel pitch $x$ is given by:

$$d = 2^{\frac{1}{p}} x$$

(6.5)

Combining equations (6.4) and (6.5) the following relation can be derived:

$$\gamma = 2^{1 - \frac{1}{p}}$$

(6.6)

where $\gamma = v_B/v_A$ is the speed ratio parameter and $p \in [1, \infty]$ defines the $p$-norm from (6.1). The propagation speed $v_A$ and $v_B$ can be determined from the timing parameters of the circuit array, therefore, the equation (6.6) combines the circuit parameters with the geometric properties of the generated wave contours. Several characteristic isotropic propagation contours, generated numerically for particular distance measured norms defined by parameters $p$ and $\gamma$, are presented in Table 6.1.

<table>
<thead>
<tr>
<th>Parameters $p$ and $\gamma$</th>
<th>Distance measure norm</th>
<th>Wave contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 1$</td>
<td>Manhattan (City Block)</td>
<td><img src="image" alt="Manhattan" /></td>
</tr>
<tr>
<td>$\gamma = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1 &lt; p &lt; 2$</td>
<td>Manhattan/Euclidean</td>
<td><img src="image" alt="Manhattan/Euclidean" /></td>
</tr>
<tr>
<td>$1 &lt; \gamma &lt; \sqrt{2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 2$</td>
<td>Euclidean</td>
<td><img src="image" alt="Euclidean" /></td>
</tr>
<tr>
<td>$\gamma = \sqrt{2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p &gt; 2$</td>
<td>Euclidean/Chessboard</td>
<td><img src="image" alt="Euclidean/Chessboard" /></td>
</tr>
<tr>
<td>$\gamma &gt; \sqrt{2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p \rightarrow \infty$</td>
<td>Chessboard</td>
<td><img src="image" alt="Chessboard" /></td>
</tr>
<tr>
<td>$\gamma = 2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.4 Simplified switched RC model

In order to verify the relation between the timing parameters of the circuit array and the properties of the generated wave-fronts, the operation of an asynchronous array, consisting of simplified switched RC propagation gates, will be considered. In particular, the timing parameters of the propagation gate presented in Figure 6.4, corresponding to the CMOS implementation from Figure 5.8 in Chapter 5, will be analyzed and used in the calculations of parameter $\gamma$.

![Figure 6.4. Schematic diagram of the ideal switched RC propagation gate.](image)

The initial conditions, specified for the proposed circuit array, assure the state just after initialisation phase where the capacitor $C_{\text{NOR}}$ is charged to $V_{DD}$ and the capacitor $C_p$ is discharged (the output $P$ is at the zero logic level). This is the state just before the propagation phase. Transistors $M_{1,5}$ (nMOS) and $M_7$ (pMOS) from Figure 5.8 are implemented as ideal voltage controlled switches with fixed channel resistances $R_N$ and $R_P$ respectively. A switch turns on when its corresponding control voltage (any of the input signals for switches $P_N, P_E, P_S, P_W$ and $m$, or the voltage across $C_{\text{NOR}}$ for switch $R_P$) exceeds a certain threshold. When this is the case, for any of the input signals, the respective switch turns on discharging $C_{\text{NOR}}$ with a time constant $\tau_1 = R_N C_{\text{NOR}}$. When any two inputs are driven simultaneously, the capacitance $C_{\text{NOR}}$ discharges at twice the speed with a time constant $\tau_1/2$. When the voltage across $C_{\text{NOR}}$ falls below a certain value, the switch in the second stage turns on, charging the output capacitance $C_p$ with a time constant equal to $\tau_2 = R_P C_p$. When the rising slope of the output signal $P$ crosses the threshold voltage of the input switches, all the neighbouring gates will be triggered and the mechanism of the propagation will continue. The proposed circuit realisation of the gate consists of two stages, thus the propagation speed is inversely proportional to the sum of respective time constants $v \sim 1/(\tau_1+\tau_2)$. Based on this relation, the speed ratio $\gamma$ for the propagation speeds $v_A$ (when only one out of four switches $P_N, P_E, P_S, P_W$ closes), and
\( \nu_B \) (when two out of four switches closes simultaneously), of the proposed switched RC circuit equals to:

\[
\gamma = \frac{\nu_B}{v_d} = \frac{\tau_1 + \tau_2}{\tau_1/2 + \tau_2} = \frac{R_N C_{NOR} + R_P C_P}{R_N C_{NOR}/2 + R_P C_P} \tag{6.7}
\]

For example, assuming that both of the time constants \( \tau_1 \) and \( \tau_2 \) are equal, the speed ratio is \( \gamma \approx 1.33 \) which means that the observed propagation contour will be close to a circle, and the array will operate in the approximate Euclidean metric (see Table 6.1).

The operation of the proposed ideal switched RC model of the propagation layer was verified in simulations using Hspice. Certain input circuit parameters such as supply voltage \( V_{dd} = 1 \) V, \( ON/OFF \) resistance of the switches equal \( 10k\Omega/1G\Omega \), and the basic time constant \( \tau_1 = 1 \) ns were chosen arbitrarily. In order to implement switched resistance \( R_N = 10 \) k\( \Omega \) with a threshold voltage 500 mV, a \( VCR \) (voltage-controlled resistor) element with resistance attribute changing from 1 G\( \Omega \) (switch open) to 10 k\( \Omega \) (switch closed) within the control voltage range from 499.5 mV to 500.5 mV was used (half of the initial voltage on charged \( C_{NOR} \) capacitance). The values of the \( RC \) elements were calculated to assure fixed propagation time of each stage of 1 ns (\( R_N = 10 \) k\( \Omega \) and \( C_{NOR} = C_P = 144.27 \) fF). Inserting the assumed numerical values, the parameter \( \gamma \) can be set to any value between 1 and 2, depending on \( R_P \), given in k\( \Omega \), according on the equation:

\[
\gamma = \frac{1 + (R_P / 10k\Omega)}{0.5 + (R_P / 10k\Omega)} \tag{6.8}
\]

The snapshots of the propagation contours, obtained from the simulations of the array consisting of \( 33 \times 33 \) switched RC delay gates, when triggering a wave from the centre, are shown in Fig 6.5. It can be observed that different wave contours are generated depending on the value of \( R_P \), and hence on the parameter \( \gamma \), corresponding well with the shapes shown in Table 6.1.

![Figure 6.5](image-url)
6.5 CMOS design and experimental results

In the proposed design of the switched $RC$ gate, the propagation speed and the generated wave contours depend solely on the value of $R_P$ and the time constant of the second stage $\tau_2 = R_P C_P$. In particular, for very large values of $R_P$, the time constant $\tau_2 >> \tau_1$ and dominates the resulting cell-to-cell propagation speed, where the contribution of $\tau_1$ becomes negligible. This is typical to any synchronous implementation of the propagation mechanism, where the propagation speed is strictly denoted by a clock period. When reducing the value of $R_P$, the time constant $\tau_2$ becomes lower and the contribution of the first stage in propagation becomes more dominant. This makes the corresponding cell-to-cell speed more dependent on the operation of the first stage of the propagation gate, depending on the number of triggering neighbours. As a result, the propagation across the diagonal direction accelerates and makes the wave contours more circular. In such model, in order to achieve any rounded shape of the propagation contour, e.g. to achieve propagation in approximate Euclidean metric, the corresponding time constant of the second stage $\tau_2$ has to be smaller than $\tau_1$. Since in practical realisations it seems much easier to elongate the propagation time of a logic circuit rather than shorten it, in the CMOS implementation of the propagation gate presented in Figure 5.8 in Chapter 5, the parameter $\gamma$ is controlled using additional current limiting transistors $M_{9,13}$ in the first stage, slowing its propagation time according to the bias voltages $V_{MODE1}$ and $V_{MODE2}$. In particular, transistors $M_{10,13}$ (in series with $M_{1,3}$) increase the corresponding resistances $R_N$ of each pull-down branch in the simplified switched $RC$ model in Figure 6.4, which increases the time constant $\tau_1$ depending on $V_{MODE2}$. Transistor $M_9$, controlled by the voltage $V_{MODE1}$, limits the total current discharging the corresponding capacitance $C_{NOR}$, which makes $\tau_1$ less dependent on the number of the triggering neighbours. A similar effect can be observed in the proposed switched $RC$ model when the time constant $\tau_2$ is much longer than $\tau_1$.

In the experiments, the same measurement setup and methodology, as presented in Chapter 5, was used. The obtained images showing snapshots of the waves triggered form the centre of the array for different bias voltages $V_{MODE1}$ and $V_{MODE2}$, tuned to achieve operation in approximate Manhattan, Manhattan-Euclidean, Euclidean and Chessboard norms, are shown in Figure 6.6. The results showing the extracted Voronoi diagrams, based on the collisions of the propagation waves triggered from several pixels in the array, operating in four different distance measure norms, are presented in
Figure 6.7. The corresponding bias voltages used in the experiments are grouped in Table 6.2 (the supply voltages were as given in Table 4.2 in Chapter 4).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Manhattan</th>
<th>Mixed</th>
<th>Euclidean</th>
<th>Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{DELAY}}$</td>
<td>372 mV</td>
<td>496 mV</td>
<td>396 mV</td>
<td>343 mV</td>
</tr>
<tr>
<td>$V_{\text{MODE1}}$</td>
<td>279 mV</td>
<td>930 mV</td>
<td>315 mV</td>
<td>371 mV</td>
</tr>
<tr>
<td>$V_{\text{MODE2}}$</td>
<td>1000 mV</td>
<td>930 mV</td>
<td>511 mV</td>
<td>359 mV</td>
</tr>
</tbody>
</table>

Table 6.2. Bias voltages of used to achieve different distance measure norms.

![Image](image1.png)

Figure 6.6. Propagation contours observed for different bias voltages $V_{\text{MODE1}}$ and $V_{\text{MODE2}}$ resulting in a) approximate Manhattan, b) mixed Manhattan-Euclidean, c) approximate Euclidean, and d) approximate Chessboard metrics.

![Image](image2.png)

Figure 6.7. The results of binary image tessellation evaluated in different distance measure norms: a) approximate Manhattan, b) mixed Manhattan-Euclidean, c) approximate Euclidean, d) approximate Chessboard.

### 6.6 Conclusions

Based on the obtained experimental results, it can be observed that the Voronoi diagrams and skeletons (discussed in Chapter 5) of the best quality, can be extracted when array operates in approximate Euclidean metric. In such a case, the waves collide frontally, which is less confusing for the collision detection mechanism employed in the design. This can also be observed for the mixed Manhattan-Euclidean metric, assuming bias voltages $V_{\text{MODE1}} = V_{\text{MODE2}} = V_{\text{DD}}$. Therefore transistors $M_9 - M_{13}$ could be removed from the design, if the area constraints were more strict, however, losing the control of
the wave contour. In particular, transistor $M_9$, limiting the total current discharging the first stage of the propagation gate, could be removed from the design, since it is only necessary to assure operation in Manhattan metric (typical to synchronous systems). It can be concluded that transistors $M_{10-13}$ are sufficient to assure the operation in approximate Euclidean metric and, when controlled individually, can also be used as switches defining the space and the direction of the propagation, allowing the implementation of variety of image processing algorithms discussed in [Astrom 96].
Chapter 7

Probability and reasoning

7.1 Introduction and chapter overview

This chapter introduces the notions of probability, uncertainty and reasoning in networks modelling systems with cause-effect relationships between the variables. In particular, it discusses the probabilistic calculus, conditional probability and Bayes' rule, and its applications in reasoning under uncertainty in Bayesian networks. The theory of probability and the probabilistic reasoning have been a subject of many publications. The mathematical foundations for the methods and the algorithms used in Bayesian inference can be found in [Pearl 88], [Neapolitan 2004], [Jensen 2007] and [Darwiche 2009].

Two methods: one for the exact inference, based on the chain rule (used as reference in this research), and one for the approximate inference, using belief propagation approach, will be further discussed in detail. Methods of exact inference usually exhibit a very high computational complexity, growing nonlinearly with a network size [Cooper 90], therefore, they are typically not considered in hardware realisations, unless the network is very small. The approximate methods require less extensive computation, and their complexity scales slower with the network size [Jensen 2007]. Since in many applications approximate inference provides sufficient accuracy, approximate methods are frequently considered in practical realisations. The background knowledge provided in this chapter will be of use in Chapter 8, dealing with analogue and digital hardware realisations of the sum-product algorithm for Bayesian inference in analogue hardware realisations of factor graphs.
7.2 Conditional probability and Bayes' rule

The probability $P(A)$ of a particular outcome $A$ in an experiment is always conditioned on all other known factors, which may affect the result of the experiment. For example, when tossing a coin, the probability of getting heads or tails is 1/2, assuming that the coin is fair. A conditional probability $P(A|B)$, defining the probability of event $A$ conditioned on the result of $B$, can be calculated using the fundamental rule given by the equation:

$$P(A|B) = \frac{P(A,B)}{P(B)} \quad (7.1)$$

where $P(A,B) = P(A \cap B)$ is the probability of events $A$ and $B$ occurring simultaneously. From the law of alternation, the probability $P(A,B)$ equals $P(B,A)$. Applying this to (7.1), multiplying and dividing the right hand side of (7.1) by $P(A)$, assuming that $P(A) \neq 0$, the following formula can be obtained:

$$P(A|B) = \frac{P(B|A)P(A)}{P(B)} \quad (7.2)$$

The equation (7.2) is known as Bayes' rule of inverse probability. It says how an initial or a subjective knowledge of an event $A$, represented by $P(A)$, can be improved given the observation $B$. In particular, in the equation (7.2), $P(A)$ is called the prior probability of event $A$, usually estimated based on some "prior knowledge", resulting from an experiment, experience or guess. The inverse conditional probability of $A$, given by $P(B|A)$, is the likelihood of $A$ given $B$ (equivalent to the conditional probability of $B$ given $A$), and $P(B)$ is the probability of the conditioning event $B$. The calculated conditional probability $P(A|B)$ is called posterior probability of $A$ given $B$ or belief of $A$, accounting for the observation $B$ [Jensen 2007].

Bayes' rule is essential in statistics but also finds applications in science, medicine and engineering. The probability updating, known as Bayesian inference, can be used in computer vision [Chow 68], [Koeser 2004], [Richardson 72], [Geman 85], [Felzenszwalb 2006], robotics [Zhou 2007], [Lee 2009], bioinformatics [Lin 2010], [Friedman 2004] navigation and tracking [Bergman 99], search for lost objects [Frost 96], medicine and health care [Beinlich 89], [Olesen 89], [Kim 87], and administration and management [Acid 2004].
7.3 Bayesian networks

Bayes' rule, in its canonical form given by equation (7.3), is applicable to simple cases, where the underlying models consist of just one observation conditioned on a particular set of events. More elaborate systems, including many mutually dependent observations, are usually represented in a graphical form of causal networks. In such networks, events are associated with the variables or nodes, and are connected by links representing the underlying cause-effect relationships. Bayesian networks are particular class of causal networks. They consists of a set of variables (nodes) \{A_1, \ldots, A_n\}, representing particular observations or events, and a set of directed edges (links, arcs), indicating causal relations between these variables. The links always point from a parent to the child node, indicating the direction of causation [Pearl 88]. No cycles in causation are assumed, which means that starting from any node and following the path denoted by directed links, one must not come back to the same node. The structure of the network is mathematically defined as a directed acyclic graph (DAG). Depending on the number of states, variables can be discrete, with a countable and finite number of mutually exclusive states, or continuous, with an infinite (continuum) number of states. In many practical cases, networks including discrete variables are typically used. In some applications, networks with continuous variables or hybrid networks with mixed type of variables are considered, however, often limited to account only for the Gaussian probability density functions [Neapolitan 2004]. Each variable in a network has its individual conditional probability distribution (CPD) representing the strength of the relations between a node and its parents. If a variable and its parents are discrete, its CPD becomes a conditional probability table (CPT). In the case of root variables, which do not have parents, the corresponding CPTs are simpler and represent only the prior probabilities.

An exemplar Bayesian network, illustrating the relations between four observations: Cloudy (C), Sprinkler (S), Rain (R) and Wet Grass (G) is shown in Figure 7.1. It consists of four variables \{C, S, R, G\} with two states \{T, F\} referring to true and false respectively. It describes a simple, real life system indicating potential reasons for wet grass (G), caused either by working sprinkler (S) or rain (R). The prior and conditional probabilities of the system can be obtained based on experience, analysis or in the process of parameter learning from statistical data. In this network, the occurrence of cloudy sky (C), with prior probability of 0.2 (e.g. estimated based on the weather
patterns), can frequently cause rain, therefore, the probability of such a case is 0.8. Sometimes, when the clouds are very thick, they can occasionally dim the sunlight and trigger the sprinkler \( (S) \), which is supposed to wet the grass after the sunset. However, such situation is rare, therefore, its probability is equal to 0.1. Since both rain and sprinkler can make the grass wet, node \( G \) has two parents: \( S \) and \( R \), and accordingly larger CPT accounting for \( 2^3 = 8 \) possible cases of the conditional probability \( P(G|S,R) \).

In such network, the probability of each node is represented by a discrete density function with two points corresponding to the probabilities of the states true and false.

Figure 7.1. Example Bayesian network representing system consisting of four two-state variables \( \text{Cloudy} (C), \text{Sprinkler} (S), \text{Rain} (R) \) and \( \text{Wet Grass} (G) \).

### 7.4 Bayesian inference

The task of Bayesian inference is to compute posterior probabilities of the network nodes, given the incorporated knowledge (i.e. the network structure and the conditional probabilities), and accounting for the inserted observations. Such observations can instantiate nodes to particular fixed states. Whenever a new observation is received, the state of the network changes and new posterior probabilities of the nodes (beliefs) can be calculated. This makes Bayesian inference particularly useful in answering probabilistic queries. By inserting evidence or hypothetical observations into a network, the behaviour of the modelled systems can be examined under different assumptions, usually not possible to verify in practice. For example, clamping the variable \( G \) to state \( T \), inherently assumes that the grass is wet and, based on that, the probability of cloudy sky \( P(C|G^T) \) can be computed. From equations (7.1) and (7.2), considering the simplest case of two events \( A \) and \( B \), it can be seen that the corresponding conditional probabilities can be...
calculated using joint probability $P(A, B)$, optionally marginalised in order to obtain probabilities of single observations $P(A)$ or $P(B)$. Assuming that a Bayesian network is defined for a particular universe of variables $U = \{A_1, A_2, ..., A_n\}$, its unique joint probability distribution $P(U)$ can be calculated using chain rule, given by the product of the conditional probabilities specified for all the nodes [Jensen 2007]:

$$P(U) = \prod_{i=1}^{\ldots,n} P(A_i | \text{pa}(A_i))$$  \hspace{1cm} (7.3)

where $\text{pa}(A_i)$ is the set of parents of node $A_i$ in the network. Chain rule can directly be used in the calculations of the conditional probabilities of variables in the network. For example, the probability of variable $A_1$ being in $i$-th state, and denoted as $A_i^1$, can be calculated as:

$$P(A_i^1) = \sum_{\{A_2, A_3, ..., A_n\}} P(A_i^1, A_2, ..., A_n)$$  \hspace{1cm} (7.4)

where $\{A_2, A_3, ..., A_n\}$ indicates the summation over the possible states of variables $A_2, A_3, ..., A_n$, whereas the state $A_i$ is fixed to $i$. The probability of variable $A_i$ being in $i$-th state, and conditioned on a variable $A_2$ being in $j$-th state, can be calculated using the equation (7.1):

$$P(A_i^j | A_2^j) = \frac{\sum_{\{A_1, A_2, ..., A_n\}} P(A_i^j, A_2^j, A_3, ..., A_n)}{\sum_{\{A_1, A_2, ..., A_n\}} P(A_1^j, A_2^j, A_3, ..., A_n)}$$  \hspace{1cm} (7.5)

The posterior probability of a node in a Bayesian network can be calculated assuming particular states of other variables, accounting also for the observations, evidence or assumptions given by the probabilistic queries. In such scheme, conditioning can only be done by instantiating selected variables into particular fixed states. For example, in the network from Figure 7.1, the variable $Rain (R)$ can either be true or false. Therefore, it is not possible to explicitly insert so called likelihood evidence into (7.5), saying for example that the variable $Rain$ is 90% true and 10% false. The likelihood evidence can be dealt with using, for example, auxiliary nodes with variable CPTs representing the inserted evidence. The method of Bayesian inference, directly applying the equations (7.4) and (7.5) in the calculations of the conditional probabilities, is called global marginalisation and provides foundation for other methods of exact Bayesian reasoning. These methods usually attempt to optimise the process of variable elimination by pre-computing the probability tables to avoid redundant calculations. In particular,
Probability and reasoning

Methods such as variable elimination, following the topological order of the network (i.e. with respect to hierarchy moving from parents to children), avoid redundant computation and reduce the size of the joint probability tables [Jensen 2007]. Other methods operate directly on the structure of the network and implement node clustering or conditioning to optimise the process of variable elimination [Pearl 88]. In general, methods for exact inference try to reduce the amount of computation, and hence, to reduce the processing time but also keep balance between the speed and memory consumption. Since it has been proven that the complexity of exact inference quickly becomes intractable and grows nonlinearly with the size of a network [Cooper 90], more attention has been paid to the development of methods for approximate reasoning, such as belief propagation, and stochastic methods based on Monte Carlo approach.

7.5 Belief propagation

The idea of belief propagation in Bayesian networks lies in the properties of the graphical models defining conditional dependencies between nodes. In particular, recognising the conditional independencies between variables can simplify calculations, practically to the set of the nearest neighbourhood of each node. Such situation is illustrated in Figure 7.2 showing the neighbourhood of the variable A in a larger network.

![Figure 7.2. Neighbourhood of the node A in a singly connected network split into two conditionally independent parts.](image_url)

The shaded nodes in Figure 7.2 denote the Markov blanket of the variable A, defined as a set consisting of the parents of A, the children of A and its children parents. When all the nodes belonging to the Markov blanket of A are instantiated, A is d-separated from the rest of the network, and hence, the state of A can be evaluated based solely on the
states of the neighbouring nodes [Jensen 2007]. This implies that only the local information received from the neighbours of \( A \) is necessary to compute belief of \( A \). Assuming that the network, which part is shown in Figure 7.2, is *singly connected*, i.e. there exists at most one path between any two nodes, the variable \( A \) unambiguously separates the network into two sets including its predecessors \( D^+_A \) and successors \( D^-_A \) [Pearl 86, 88]. Based on that, the universe of all variables of this network can be presented as \( U = \{ A, D^+_A, D^-_A \} \) and the joint probability, from the chain rule, is equal to \( P(U) = P(A | D^+_A)P(D^-_A | A) \). The conditional probability of the variable \( A \), for its particular state \( i \), given the states of its successors and predecessors, can be calculated as:

\[
P(A' | D^+_A, D^-_A) = \frac{P(A', D^+_A, D^-_A)}{\sum_{\{A\}} P(A, D^+_A, D^-_A)}
\] (7.6)

The summation in the denominator of (7.6) is done over all states of the variable \( A \), and the result of this operation is constant for a given network configuration, defined by \( D^+_A \) and \( D^-_A \). Therefore, in the calculation of the probability distribution of \( A \), being a vector of elements \( A \) with all possible states, the summation in the denominator in (7.6) can be omitted, and obtained vector can be normalised. The posterior probability distribution of \( A \), can be calculated based on equation (7.6), using the following formula:

\[
Bel(A) = \alpha P(A | D^+_A)P(D^-_A | A)
\] (7.7)

where \( Bel(A) \) represents a vector of conditional probabilities computed using (7.6) for all possible states of \( A \), and \( \alpha \) is the normalising factor. The components \( P(A | D^+_A) = \pi(A) \) and \( P(D^-_A | A) = \lambda(A) \) in (7.7) represent the top-down and bottom-up propagation of the probability density functions, sent respectively from the predecessors and successors of \( A \). As a result, each link in the network conducts messages in both directions. The flow of the probabilistic information resembles the mechanism of propagation, where changes in belief of one node propagate across the network updating beliefs of other nodes. In such scheme, nodes operate as data-driven arithmetic processors, reacting to each new incoming message. If, as a result of such local computation, any of the outgoing messages will change, it will be detected by the neighbouring nodes, which in turn will perform appropriate calculations and send new messages to their respective neighbours. The process of belief propagation stops when the network attains equilibrium and no new updates for the output messages can be generated.
In belief propagation mechanism in singly connected networks, the computed beliefs always converge to the posterior probabilities of the variables [Pearl 88]. When a network contains loops, i.e. there exists more than one path between two nodes (e.g. in the network in Figure 7.1 there are two paths between nodes $A$ and $D$), it is no longer singly connected, and the local propagation scheme may occasionally become problematic. It should be noted that these loops refer to the structure of the network, not loops in causation. In the networks with such structural loops, the messages exchanged between nodes may circulate indefinitely, also leading to oscillations, and the process may not converge to a stable equilibrium. In fact, it has been shown that such oscillations are usually not observed in probabilistic networks modelling real systems [Pearl 88]. It should be noted, however, that multiply connected networks may, for some nodes, violate the conditional independencies between subsets $D^+_A$ and $D^-_A$, assumed in the derivation of the belief propagation scheme, therefore, the asymptotic equilibrium, even if attained in such networks, may not always be coherent with the posterior probabilities of the variables. Nevertheless, it has been demonstrated that the corresponding error is often very small and can be neglected in many practical applications.

7.6 Factor graphs

Factor graph is a graphical model providing a convenient way of representing algorithms using complex global functions of many variables, which can be decomposed (factored) into a product of local functions requiring only local computation. In particular, the sum-product algorithm, based on the message passing scheme, can be used in a variety of applications requiring computation of global functions [Loeliger 2004]. It has been shown that many tasks in signal processing, digital communication and artificial intelligence, can be represented as factor graphs and solved using particular adaptation of the sum-product algorithm. The merits of such approaches were demonstrated in the realisations of error correcting codes such as Viterbi [Shakiba 98] and BCJR [Moerz 2000] algorithms, iterative decoding using low density parity check (LDPC) codes [Srinivas 97], [Loeliger 2001], forward/backward algorithm for hidden Markov model, Kalman filtering, Fast Fourier Transformation and belief propagation in Bayesian networks [Kschischang 2001].

Factor graph representation of a Bayesian network provides a systematic and perhaps simpler approach to belief propagation mechanism, where the arithmetic operations
performed by each node, can be decomposed into two separate sub-blocks, one corresponding to the variable and one to the factor node. The factor graph representation of the network from Figure 7.1 is shown in Figure 7.3. In the figure, squares denote factor nodes and circles refer to variable nodes. It can be observed that each Bayesian node consists of two nodes, one factor and one variable, from the underlying factor graph.

In the following, one particular case will be considered in detail, where both factor and variable nodes communicate with only three neighbours and perform operations using two-state variables with elements from a set \{T, F\} denoting true and false. The connectivity and the corresponding arithmetic operations of such three-way factor and variable nodes are presented in Figures 7.4 and 7.5. Since variable nodes (V) communicate only with factor nodes (F), and factor nodes communicate only with variable nodes (see Figure 7.3), the factor node F in Figure 7.4 receives messages from its three neighbours V1, V2 and V3, denoted as VF1, VF2, and VF3, and generates output messages FV1, FV2 and FV3 respectively. Assuming that nodes V and F form a Bayesian node N, and V2 and V3 belong to the parents of N, the factor node F performs matrix-vector multiplications, using conditional probabilities \(P(N|V_2, V_3)\). The probability \(P_{ij}^k\) refers to a particular entry from a CPT given by \(P(N^i | V_2^j V_3^k)\) where \(i, j\) and \(k\) define a particular configuration of states. For example, the probability of variable \(N\) in state \(T\), denoted as \(N^T\), given states of its parents \(V_2^T\) and \(V_3^F\) is \(P^{TF} = P(N^T | V_2^T V_3^F)\). The
messages sent to all three neighbours $FV_1$, $FV_2$ and $FV_3$ of the factor node can be calculated using the following equations:

\[
\begin{bmatrix}
FV_1^T \\
FV_1^F
\end{bmatrix} = \alpha_1 \cdot
\begin{bmatrix}
p_{TTT} & p_{TTF} & p_{TTF} & p_{TFF} \\
p_{FTT} & p_{FFT} & p_{FFT} & p_{FFF}
\end{bmatrix}
\begin{bmatrix}
VF_2^T \cdot VF_3^T \\
VF_2^F \cdot VF_3^F
\end{bmatrix} \quad (7.8)
\]

\[
\begin{bmatrix}
FV_2^T \\
FV_2^F
\end{bmatrix} = \alpha_2 \cdot
\begin{bmatrix}
p_{TTT} & p_{TTF} & p_{TTF} & p_{TFF} \\
p_{FTT} & p_{FFT} & p_{FFT} & p_{FFF}
\end{bmatrix}
\begin{bmatrix}
VF_1^T \cdot VF_3^T \\
VF_1^F \cdot VF_3^F
\end{bmatrix} \quad (7.9)
\]

\[
\begin{bmatrix}
FV_3^T \\
FV_3^F
\end{bmatrix} = \alpha_3 \cdot
\begin{bmatrix}
p_{TTT} & p_{TTF} & p_{TTF} & p_{TFF} \\
p_{FTT} & p_{FFT} & p_{FFT} & p_{FFF}
\end{bmatrix}
\begin{bmatrix}
VF_1^T \cdot VF_2^T \\
VF_1^F \cdot VF_2^F
\end{bmatrix} \quad (7.10)
\]

where $\alpha_1$, $\alpha_2$ and $\alpha_3$ are the normalising factors ensuring probabilities sum to 1. It can be observed that each outgoing message sent to a particular neighbour is calculated based on the two input messages received from the two remaining neighbours, and particular configurations of the states in the column vector in (7.8)-(7.10) correspond to the respective configurations of the states of the fixed conditional probabilities.

In the case of the variable node $V$, the outgoing messages can be calculated using the following equations:

\[
\begin{bmatrix}
VF_1^T \\
VF_1^F
\end{bmatrix} = \alpha_1 \cdot
\begin{bmatrix}
VF_2^T \cdot VF_3^T \\
VF_2^F \cdot VF_3^F
\end{bmatrix} \quad (7.11)
\]

\[
\begin{bmatrix}
VF_2^T \\
VF_2^F
\end{bmatrix} = \alpha_2 \cdot
\begin{bmatrix}
VF_1^T \cdot VF_3^T \\
VF_1^F \cdot VF_3^F
\end{bmatrix} \quad (7.12)
\]

\[
\begin{bmatrix}
VF_3^T \\
VF_3^F
\end{bmatrix} = \alpha_3 \cdot
\begin{bmatrix}
VF_1^T \cdot VF_2^T \\
VF_1^F \cdot VF_2^F
\end{bmatrix} \quad (7.13)
\]

where $\alpha_1$, $\alpha_2$ and $\alpha_3$ are the normalising factors. In Bayesian perspective, the belief of a variable $N$, representing its posterior probability distribution normalised by factor $\alpha$, can be calculated as a dot product accounting for all the messages received:
Equations (7.8) - (7.14) provide a complete set of mathematical operations performed by a particular realisation of Bayesian processor communicating with two parents and two children, and operating using two-state variables. Block diagram of such processor implemented in node \( N_1 \) is shown in Figure 7.6. It exchanges messages with parents \( N_2 \) and \( N_3 \), and with children \( N_4 \) and \( N_5 \). Extension to a general case, accounting for an arbitrary number of parents, children, variable states of node \( N_1 \) and its neighbours is straightforward and requires proper modifications of the equations (7.8) - (7.14).

Figure 7.4. Connectivity of the factor node in factor graph implementation of belief propagation.

Figure 7.5. Connectivity of the variable node in factor graph implementation of belief propagation.
Figure 7.6 Block diagram of a Bayesian processor $N_1$ with parents $N_3, N_5$ and children $N_4, N_5$.

### 7.7 Conclusions

This chapter discussed the notion of the conditional probability, introduced Bayes' rule of inverse probability, and provided mathematical foundations for reasoning in networks representing cause-effect relationships. In particular, algorithm for belief propagation method was discussed in detail providing the background knowledge for its hardware and software implementations in factor graphs. The presented mathematical description of the sum-product algorithm and the message passing scheme will be used in Chapter 8 in the realisations of analogue and digital arithmetic circuits dedicated for probabilistic reasoning in Bayesian networks.
Chapter 8

VLSI systems for Bayesian inference

8.1 Chapter overview

This chapter discusses two design concepts of analogue CMOS arithmetic circuits using the Gilbert multiplier cell, presented in Chapter 3, in continuous-time and discrete-time hardware realisations of belief propagation in factor graphs. Design issues, such as computational accuracy, power consumption, processing speed, area occupation and complexity scaling are further investigated. The performance of the analogue solutions is compared with the equivalent digital hardware, synthesised using the same CMOS technology, and with two software implementations on PC. The obtained figures of performance provide a baseline comparison between the realisations of the same computationally demanding task, using different hardware architectures and operating according to different principles.

8.2 Introduction

Message passing and belief updating in the sum-product realisation of Bayesian inference in factor graphs, discussed in Chapter 7, is an iterative process requiring high processing power. It becomes particularly important in applications involving complex network structures [Lin 2010] or real-time operation [Felzenszwalb 2006]. The idea of continuous-time processing in the implementation of the sum-product algorithm was initially considered in [Haygenauer 98]. Its VLSI hardware realisations in BiCMOS [Hagenauer 2002], [Moertz 2000], [Lustenberger 99a, 99b, 2001] and in standard CMOS
technologies [Loeliger 2001] became a promising alternative to the classical systems in applications related to the iterative decoding in digital communication. The power and speed performance of a dedicated analogue computing circuit was reported almost two orders of magnitude better than in the case of its digital equivalent [Loeliger 99].

Although the analogue solutions provide very promising figures of performance, there are many design issues in standard CMOS technologies affecting the operation of such circuits and impeding scaling for more complex problems. In particular, the impact of parameter variability on the correct operation of the analogue decoders was discussed in [Lustenberger 2001]. The research showed a high robustness of such circuits to fabrication mismatch. It should be noted, however, that these systems process only binary data. Therefore, their sensitivity to parameter mismatch is usually lower than in the case of the circuits processing analogue signals. A preliminary research on that topic, done by [Luckenbill 2002], indicated the advantages and challenges in the build of such analogue circuits. The computational task of such systems is usually limited to perform a particular type of matrix-vector and vector-vector operations on real numbers from a unity interval [0...1] (see Chapter 7). Therefore, such systems have typically been realised in the current domain, where the arithmetic sums can be calculated by current additions in nodes and products can be evaluated using circuits employing the Gilbert cell (see Chapter 3).

The sum-product algorithm for belief propagation in factor graphs, discussed in Chapter 7, exhibits a high degree of parallelism on the network level, as well as in terms of the operations performed by nodes. On the network level, the message exchange and belief computation are independent processes. Also "inside" the nodes, messages are processed for each output link individually. Therefore, various ways of implementing such systems, with different levels of "hardware virtualisation", understood as the degree of time multiplexing of particular hardware computing blocks, with direct consequences in processing time, can be considered [Zaveri 2010]. In particular, continuous-time solutions, operating based on inherent circuit settling, require fully parallel realisations. Discrete-time analogue and synchronous digital solutions, also discussed in this chapter, have potential for processing with time multiplexing, however, analysis of such realisations goes beyond the scope of this work, which focuses mainly on the estimation of the processing efficiency, not significantly depending on the level of hardware virtualisation (this will be further discussed in this chapter). In the following sections, the realisations of arithmetic circuits for analogue continuous-time and discrete-time
processing, and equivalent digital and software implementations will be presented, verified in simulations, and analysed in terms of processing power, speed, efficiency, size and accuracy.

8.3 Analogue circuits for arithmetic operations

The arithmetic operations required in the sum-product algorithm for belief propagation, account for matrix-vector and vector-vector multiplications with normalisation of the intermediate results. Such operations can directly be implemented in dedicated analogue hardware using the proposed current-mode, continuous-time and discrete-time multipliers, discussed in Chapter 3.

8.3.1 Continuous-time circuits

The realisations of the arithmetic circuits for 2-element continuous-time vector-vector and matrix-vector multiplications, are presented in Figure 8.1.

![Figure 8.1](image-url)

Figure 8.1. Block diagrams of the arithmetic circuits, realised using continuous-time current-mode multiplier circuit from Figure 3.2 in Chapter 3, dedicated for: a) vector-vector multiplication, and b) matrix-vector multiplication.

One of the main advantages of using continuous-time circuits is their low area, low power consumption and high processing speed, depending on the settling time of the circuit. However, such realisation requires fully parallel implementations, where each arithmetic operation has its individual hardware block. Since the information is encoded using currents, copying requires the use of current mirrors. In order to reduce the complexity of the circuits, arguments are distributed using their voltage representations rather than currents. Therefore, multipliers MUL 2 and MUL 3 in Figure 8.1 have voltage inputs $V_{XI}$ and $V_{X2}$, and the corresponding log-linear $I$-$V$ converters are shared.
The structure presented in Figure 8.1a performs vector-vector multiplication, accounting for all element permutations, given by equation:

\[
\begin{bmatrix}
I_{D11} \\
I_{D12} \\
I_{D21} \\
I_{D22}
\end{bmatrix} = 
\begin{bmatrix}
I_{X1} \cdot I_{Y1} \\
I_{X1} \cdot I_{Y2} \\
I_{X2} \cdot I_{Y1} \\
I_{X2} \cdot I_{Y2}
\end{bmatrix}
\]  

(8.1)

The structure from Figure 8.1b performs matrix-vector multiplication given by formula:

\[
\begin{bmatrix}
I_{D1} \\
I_{D2}
\end{bmatrix} = 
\begin{bmatrix}
I_{A11} & I_{A12} \\
I_{A21} & I_{A22}
\end{bmatrix}
\begin{bmatrix}
I_{X1} \\
I_{X2}
\end{bmatrix}
\]  

(8.2)

It should be noted that the circuits in Figure 8.1 perform inherent normalisation of the input arguments \([I_{X1} \ I_{X2}] [I_{Y1} \ I_{Y2}]\). Moreover, the matrix-vector multiplier (Figure 8.1b) assumes normalised coefficient pairs \(A_{11}-A_{22}\) and \(A_{12}-A_{22}\). This limitation, however, is advantageous in the operations on discrete probability densities, requiring intermediate result normalisations.

### 8.3.2 Discrete-time circuits

The realisations of 2-element vector-vector and matrix-vector multipliers using the discrete-time circuits are presented in Figure 8.2. They perform the same arithmetic operations as the continuous-time structures from Figure 8.1, given by equations (8.1) and (8.2). The timing diagram of the control signals used for circuit reconfigurations is presented in Figure 8.3.

![Figure 8.2](image)

Figure 8.2. Block diagrams of the arithmetic circuits, realised using discrete-time current-mode multiplier circuit from Figure 3.11 in Chapter 3, dedicated for: a) vector-vector multiplication, and b) matrix-vector multiplication.
The proposed realisations of the discrete-time vector-vector and the matrix-vector multipliers operate in five phases \( \Phi_1 - \Phi_5 \) using control signals \( \varphi_1 - \varphi_5 \). The matrix-vector multiplier is a simplified version of the vector-vector multiplier. The only difference is the set of transmission gates \( TG_1 - TG_4 \) in the vector-vector multiplier, providing the second input argument \([I_Y1 I_Y2]\) to MUL 2 and MUL 3. This, however, is not required in the matrix-vector multiplier, where the second input is a set of fixed parameters provided individually for both multipliers. In the following, the operation of the vector-vector multiplier will be discussed.

In the implementation of the multipliers MUL 1, 2 and 3, the control signal \( \varphi_{IN} \), common for the memory cells built on transistors \( M_{D1} \), \( M_{D2} \) and \( M_{D3} \) (see Figure 3.11 in Chapter 3), has been replaced with two signals \( \varphi_{IX} \) and \( \varphi_{I0} \), independently controlling the writing process to the memory cells built on transistor pair \( M_{D2} - M_{D3} \), and \( M_{D1} \) respectively. The additional signals controlling the switches \( M_{SI} - M_{SS} \) (Figure 3.11) of the multipliers, correspond to signals \( \varphi_{IX}, \varphi_{I0} \) and \( \varphi_{MUL} \), thus are not shown in Figures 8.2 and 8.3. In the first phase \( (\Phi_1) \) the control signal \( \varphi_1 = 1 \) configures MUL 1 to save the input vector \([I_X1 I_X2]\) and the reference current \( I_{REF} \), and also configures MUL 2 to save the second input vector \([I_Y1 I_Y2]\), provided through the transmission gates \( TG_1 \) and \( TG_2 \). In the belief propagation scheme, each intermediate result of the computation is a vector representing probability distribution and ought be normalised in order to avoid operations on very low numbers leading to underflow errors. Such normalisation, in the hardware realisation of the arithmetic circuit, is actually not performed at the output but inherently
at the input of the Gilbert multiplier. Since the vector \([I_{Y1} \ I_{Y2}]\) is written to the symmetric inputs of the multipliers MUL 2 and MUL 3, it will naturally be normalised, however, the elements of vector \([I_{X1} \ I_{X2}]\) feed the asymmetric inputs of these multipliers and will not be normalised. Therefore, the multiplier MUL 1 is necessary to perform such normalisation before the actual vector-vector multiplication. In the second phase \((\Phi_2)\), the control signals \(\varphi_2 = 1\) configure MUL 1 to perform normalisation of \([I_{X1} \ I_{X2}]\) and write the results to the memory cells built on \(M_{D4}\) and \(M_{D5}\) in MUL 1. The results are available on the outputs \(I_{D1}\) and \(I_{D2}\) of MUL 1 in the next phases when \(\varphi_3 = 1\). In the third phase \((\Phi_3)\), the control signal \(\varphi_3 = 1\) configures the asymmetric inputs of MUL 2 and MUL 3 to the reading mode, in order to copy the results computed by MUL 1 to MUL 2 and MUL 3. In the fourth phase \((\Phi_4)\), the control signals \(\varphi_4 = 1\) setting MUL 2 and MUL 3 into the multiplying mode, where the vector-vector multiplication is performed and the results are saved in the corresponding output memory cells of these multipliers. In the last phase \((\Phi_5)\), the computed result is available on the four outputs of MUL 2 and MUL 3. It can be observed that the first phase \(\Phi_1\) and the last \(\Phi_5\) are independent and could overlap in a pipelined computation scheme. The operation of the matrix-vector multiplier from Figure 8.2b is practically the same, only the matrix coefficients \(I_{A11} - I_{A22}\) are written to MUL 2 and MUL 3 in the first phase \(\Phi_1\).

In the realisations of the arithmetic circuits presented in Figure 8.2, it has been assumed that the input arguments and the matrix parameters are available during the first and the second phases \(\Phi_1\) and \(\Phi_2\). This assumption can be met when using the output memory cells with transistors \(M_{D4}\) and \(M_{D5}\) in the multipliers as a temporary data storage, providing the computed results to other circuits between the update cycles.

### 8.4 Computational errors

The *normalised computational error* of belief evaluation using the sum-product algorithm (NCE\textsubscript{SPA}) in hardware, is defined as the maximum difference between the elements of the normalised current vector \(I_{SIM}/||I_{SIM}||\), representing belief of a particular node obtained from the circuit simulation, and the corresponding normalised vector \(BEL_{SPA}\), obtained from the software implementation of the sum-product algorithm. The computational error NCE\textsubscript{SPA} provides the same accuracy measure as the *normalised current error*, defined in equation (3.15) in Chapter 3, and can be seen as its extension.
applicable to more complex systems. The computational error $\text{NCE}_{\text{SPA}}$ is calculated for each node individually, according to the equation:

$$\text{NCE}_{\text{SPA}}[\%] = \max \left( \frac{I_{\text{SIM}} - \text{BEL}_{\text{SPA}}}{I_{\text{SIM}}} \right) \cdot 100\%$$ \hspace{1cm} (8.3)

The disparities between the results obtained using the software realisation of the sum-product algorithm ($\text{BEL}_{\text{SPA}}$) and beliefs computed using the global marginalisation algorithm $\text{BEL}_{\text{GMA}}$ for exact Bayesian inference, can be seen as an additional source of computational errors. This error, however, does not result from hardware issues, but is inherent to the inference method employed, and will be calculated as:

$$\text{NCE}_{\text{GMA}}[\%] = \max (\text{BEL}_{\text{GMA}} - \text{BEL}_{\text{SPA}}) \cdot 100\%$$ \hspace{1cm} (8.4)

In this thesis, the results obtained using the sum-product algorithm for belief propagation are considered as reference for the analysis of the accuracy of the hardware circuit realisations. The detailed analysis of the computational errors and the convergence issues in belief propagation scheme itself, goes beyond the scope of this research and will not be further discussed. The computational error $\text{NCE}_{\text{GMA}}$ will be evaluated for reference and comparison with $\text{NCE}_{\text{SPA}}$ of the hardware realisations.

### 8.5 Simulations

#### 8.5.1 Simulation setup

In the simulations, two exemplar Bayesian networks presented in Figure 8.4 will be considered. The first network, shown in Figure 8.4a, is called $\text{TN-5}$, consists of five nodes and contains a (structural) loop, existing between nodes $A$, $B$, $C$ and $D$. The second network is called $\text{TN-7}$, consists of seven nodes and has a tree structure. Both networks have fixed conditional probability tables (CPTs) and operate on two-state variables with values from the set $\{T, F\}$ representing the probability of true and false respectively. It should be noted that the typical network size used in the decision and control systems in robotics is usually 10 to 20 nodes [Lazkano 2006], [Lebeltel 2004]. Larger networks, consisting of several thousand nodes and more, are considered in simulations and modelling complex systems for example in bioinformatics [Nikolova 2011].
In the circuit realisations of the networks from Figure 8.4, Bayesian nodes were implemented as pairs of three-way factor and three-way variable nodes. In such configuration, one pair of links connects the two nodes together and the remaining ones allow for connections with up to two parents and two children (see Figure 7.6 in Chapter 7). Each link passes over two-element vectors, one for the input and one for the output message. All the unconnected links, depending on the direction, were terminated either by a diode connected transistors or by pairs of current sources, generating currents $[0.5 \ 0.5] \times I_{REF}$. The diode-connected transistors were used to sink the output currents of the nodes, whereas the current sources were used to provide input messages, neutral in terms of the performed arithmetic operations. The prior probability for node $A$, in both networks, was inserted in its conditional probability table. The probabilities representing evidence for the bottom (leaf) nodes were inserted using one of the spare links for two potential descendants.

In the analogue circuit implementation, variable and factor nodes consist of three independent computational blocks performing the arithmetic operations for each output link individually. Additionally, in the variable node a separate block has been instantiated to compute belief. Circuit schematics and block diagrams of the continuous-time analogue implementation of the three-way factor and variable nodes are presented in Appendix A. The architecture of the system using discrete-time multipliers is the same.

In the designed system, the arithmetic blocks in the discrete-time implementation of three-way variable node require 12 phases to complete the computation of the output messages (including belief). The three-way factor node realisation requires 14 phases for the same task. Assuming that both nodes operate in parallel with cycle time $T_C = 2 \ \mu s$ (the cycle time $T_C$ was introduced in Chapter 3), the total processing time of a Bayesian node, necessary to update the output messages is $28 \ \mu s$. The additional two phases were
intentionally added to the control sequence of the variable node to assure equal processing times and synchronisation between nodes in the network. It is important to note that the message update time of a Bayesian node is twice longer and equal to 56 µs, due to the propagation of the input messages through the variable and factor nodes.

The simulation results of the TN-5 network were generated based on the total number of 110 input vectors and several different sets of CPTs summarised in Table 8.1. Here the input vector is defined as the set of the input information including the prior probability \( P(A) \) of node \( A \) and the evidence \( E(D) \) and \( E(E) \) for nodes \( D \) and \( E \) respectively. All the probabilities provided in the input vectors were normalised with respect to the reference current \( I_{REF} \). In the calculations of the computational error, each node was taken as a separate case, therefore, the estimation of the statistical parameters of the corresponding NCESPA, for the TN-5 network, is based on the total number of generated results, equal \( 110 \times 5 = 550 \) (110 input vectors, see Table 8.1, and 5 nodes, each generating one result). Similarly, the simulation results of the TN-7 network were generated based on the total number of 90 input vectors and several different sets of CPTs summarised in Table 8.2. The computational error NCESPA of the TN-7 network was based on the total number of results equal \( 90 \times 7 = 630 \) (the number of cases is 90, see Table 8.2).

Table 8.1. Input parameters and vectors used in the simulations of the TN-5 network.

<table>
<thead>
<tr>
<th>Input set</th>
<th>CPT</th>
<th>( P(A) )</th>
<th>( E(D), E(E) )</th>
<th># cases</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>fixed (Figure 8.4a)</td>
<td>fixed</td>
<td>fixed</td>
<td>10</td>
<td>1% - 99%</td>
</tr>
<tr>
<td>#2</td>
<td>fixed (Figure 8.4a)</td>
<td>fixed</td>
<td>random</td>
<td>10</td>
<td>5% - 95%</td>
</tr>
<tr>
<td>#3</td>
<td>random (set #1)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 95%</td>
</tr>
<tr>
<td>#4</td>
<td>random (set #2)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 95%</td>
</tr>
<tr>
<td>#5</td>
<td>random (set #3)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 95%</td>
</tr>
</tbody>
</table>

Table 8.2. Input parameters and vectors used in the simulations of the TN-7 network.

<table>
<thead>
<tr>
<th>Input set</th>
<th>CPT</th>
<th>( P(A) )</th>
<th>( E(D), E(E) )</th>
<th># cases</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>fixed (Figure 8.4b)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 99%</td>
</tr>
<tr>
<td>#2</td>
<td>random (set #1)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 95%</td>
</tr>
<tr>
<td>#3</td>
<td>random (set #2)</td>
<td>random</td>
<td>random</td>
<td>30</td>
<td>5% - 95%</td>
</tr>
</tbody>
</table>

The number of cycles (iterations), required to attain convergence, can be determined only for the singly connected networks. It corresponds to the number of nodes on the longest path. If a network has (structural) loops, the messages start to circulate and the state of the network converges to the solution asymptotically. In such a case, an additional mechanisms controlling the convergence ought to be used, for example, terminating the computation when the result of a satisfactory precision has been
achieved. In the continuous-time analogue realisations, the convergence is attained inherently by the circuit, therefore, mechanisms for convergence monitoring are not necessary. In the discrete-time analogue realisations, the computed result slightly fluctuates around the target solution. Such behaviour has also been observed in the software implementations of the belief propagation, assuming reduced computational precision. In such systems, an arbitrary number of iterations for a particular network could be set to terminate the computations rather than measure the convergence rate, which may be difficult due to these oscillations. In the simulations, a fixed number of iterations has been assumed, equal 16, for the TN-5 network, and equal 12 for the TN-7 network. As a result, the total processing time of the discrete-time realisation is $16 \times 28 \, \mu s = 448 \, \mu s$ (TN-5 network) and $12 \times 28 \, \mu s = 336 \, \mu s$ (TN-7 network). For these numbers, the software implementation of the message passing algorithm converges to the result with error much below 1%.

### 8.5.1 Results

The histograms showing the distribution of the $\text{NCE}_{\text{SPA}}$ error of the networks TN-5 and TN-7, realised using the continuous-time and the discrete-time analogue circuits, are shown in Figures 8.5 and 8.6 respectively.

![Histograms of the computational error $\text{NCE}_{\text{SPA}}$ of the analogue continuous-time networks: a) TN-5 ($\mu = 0.71\%, \sigma = 0.57\%$), and b) TN-7 ($\mu = 0.81\%, \sigma = 0.64\%$).](image)
It can be observed that the distribution of the NCE\textsubscript{SPA} is similar for both circuit realisations. In the case of the discrete-time solution the generated error is slightly higher, mainly due to the additional effects related to charge injection, leakage and the channel length modulation of the MOS transistors used in the analogue memory cells. The precision of the obtained result degrades when very small probabilities occur in the CPTs or evidence. This results from the limited accuracy of the analogue multipliers when operating on small currents. The outlying bars in the histograms towards the higher computational error can be associated with the cases where the input parameter set contains probabilities below 5%.

The simulations of the discrete-time circuit realisations were repeated assuming the cycle time $T_C = 0.2\ \mu s$. The histograms of the NCE\textsubscript{SPA} generated for the same parameter sets from Tables 8.1 and 8.2, are shown in Figure 8.7. It can be observed that shortening the processing time degrades the precision of the obtained results, roughly by 30%.

**Figure 8.6.** Histograms of the computational error NCE\textsubscript{SPA} of the analogue discrete-time networks for $T_C = 2\ \mu s$: a) $TN-5$ ($\mu = 1.15\%, \sigma = 0.95\%$) and b) $TN-7$ ($\mu = 1.17\%, \sigma = 0.87\%$).

**Figure 8.7.** Histograms of the computational error NCE\textsubscript{SPA} of the analogue discrete-time networks for $T_C = 0.2\ \mu s$: a) $TN-5$ ($\mu = 1.58\%, \sigma = 1.69\%$) and b) $TN-7$ ($\mu = 1.71\%, \sigma = 1.41\%$).
The histogram of the computational error $\text{NCE}_{\text{GMA}}$, inherent to the sum-product algorithm, in comparison to the exact inference method based on global the marginalisation algorithm, is presented in Figure 8.8. In the analysis, the $TN$-5 network containing a loop was simulated with the parameter sets provided in Table 8.1. The $TN$-7 network is singly connected and the inference result returned by the sum-product algorithm is always exact (see Chapter 7). The obtained disparities between the results computed using belief propagation for approximate inference are typically below 1%, with a few samples above this level. It is important to note that the analogue circuit realisations of Bayesian networks, considered in this research, implement an approximate inference method. Therefore, besides the circuit design issues, affecting the precision of the obtained results, the error introduced by the method itself should also be considered when targeting more precise and better optimised circuit designs.

![Figure 8.8. Histogram of the computational error $\text{NCE}_{\text{GMA}}$ of the belief propagation in comparison to the global marginalisation method for exact inference ($\mu = 0.19\%, \sigma = 0.40\%$).](image)

The process of convergence observed in nodes $A$ and $D$, in the analogue realisations of the $TN$-5 network, is shown in Figures 8.9 and 8.10. The results obtained from the reference software implementation, and the currents representing the corresponding beliefs, computed by the continuous-time and the discrete-time circuit realisations, were normalised and plotted on one graph in terms of a normalised time. Although the traces do not represent the timing relations between the traces correctly, they illustrate the process of network settling in three different realisations. The timescale of the continuous-time analogue traces were modified to assure fitting with the discrete-time and software results.
It can be observed that both analogue solutions correctly converge to the expected results, denoted by the software implementation of the sum-product algorithm. The additional bars on the traces of the discrete-time circuit, result from the normalisation of current during the message update phases. When the results computed by each node are being written to the output memory cells, the output currents are undefined for one cycle. In the simulations, these undefined currents are equal (due to the circuit symmetry) and after normalisation they are equal to 0.5.

When the network settles to the solution, the intermediate results oscillate both in hardware and software realisations (see Figure 8.10). This is caused by the faster processing of the local data of the nodes and slower information flow across the network. This effect is particularly visible in the continuous-time analogue implementation.
8.6 Networks in continuous-time analogue circuits

In Chapter 3, random parameter variability has been identified as the dominant factor degrading the accuracy of the continuous-time analogue multiplier circuit. It has been shown that the precision can be improved by transistor size scaling or by employing switched-current technique. This section deals with the continuous-time implementation of the sum-product algorithm and provides more detail characterisation of such arithmetic circuits in terms of the accuracy, power, speed and area. In particular, two techniques of reducing the impact of parameter mismatch on the computational accuracy, based on redundant design and area scaling, will be presented. Also, the convergence and scalability of larger networks will be discussed.

8.6.1 Accuracy versus redundancy

The idea of improving computational accuracy, based on redundant design, assumes that a more precise result can be obtained when averaging the results generated by the same circuit realisations but affected by random parameter variability. In such approach, rather than suppressing the parameter variability by averaging over a MOS device area, it is suggested to average the set of obtained results. In the experiments, the continuous-time circuit realisations of the networks TN-5 and TN-7, with mismatch Monte Carlo MOS transistor models were used. Due to the long simulation time, the analysis of the TN-5 network was limited to a set of 30 input vectors from case #3 in Table 8.1. The analysis of the TN-7 network was performed for the case #2 from Table 8.2. The simulations were performed assuming fixed seed of the random number generator, starting always from the same point to assure the same set of mismatch parameters for each input vector. In other words, such setup allowed to simulate a system consisting of a set of 500 identical network copies (operating in parallel), where the result was calculated by averaging over 1, 2, 3,...,500 such circuit copies.

The simulation results showing the mean and the standard deviation of the normalised computational error (NCESPA), in terms of the number of network copies used in the result averaging, are shown in Figures 8.11 and 8.12. It can be observed that both, the mean value and the standard deviation of NCESPA, decrease with the number of network copies used for averaging, and converge closely to the values $\mu_{CT}$ and $\sigma_{CT}$, obtained from the simulations not accounting for parameter mismatch (the corresponding levels are denoted in the Figures by the horizontal dashed lines). In general, the obtained
results do not improve significantly for the number of network copies higher than 100. For comparison, the mean $\mu_{DT}$ and the standard deviation $\sigma_{DT}$ of the NCESPA, obtained from the simulations of the discrete-time realisations of these networks for the same input sets, are also shown in the Figures. The mean value of the computational error, generated by the discrete-time network realisations, corresponds to averaging over approximately 100 network copies. This, however, is only a rough estimation since both solutions operate based on different principles and are affected by different factors degrading the computational precision. Also, the standard deviation measure, representing the spread of the computational error, after some point, does not improve further with the number of network copies.

![Figure 8.11](image1.png)

Figure 8.11. Computational error NCESPA of the TN-5 network versus the number of networks copies used for result averaging: a) mean, and b) standard deviation.

![Figure 8.12](image2.png)

Figure 8.12. Computational error NCESPA of the TN-7 network versus the number of networks copies used for result averaging: a) mean, and b) standard deviation.
It is important to note that the benefit of such design redundancy, resulting in the improved computational precision, comes is at a very high cost of power and area, and hence, decreases the processing efficiency of such realisations. In fact, power and area could be traded for time in the time-multiplexed realisation of such systems. Rather than building a set of fixed identical networks, a generic reconfigurable array of multipliers and current mirrors could be considered. In such approach, however, networks should be synthesised using different components to minimise the similarities between their particular realisations, in order to assure convergence of the averaged result. Therefore, the resources of such reconfigurable system, and its size, may be much higher than the maximum size of the network that could be efficiently implemented and solved.

8.6.2 Accuracy versus area

The simplest method of improving parameter matching in analogue circuits is transistor size scaling (see Chapter 2). In such approach, it is assumed that the random parameter variability of MOS devices averages out with the gate area increase. In the analyses presented in this section, widths and lengths of all the MOS transistors of the continuous-time circuit realisations of the test networks TN-5 and TN-7 were multiplied by an integer scaling factor $\alpha$ with values from 1 to 25. In the simulations, the same input parameter sets, as in the previous section, were used, assuming only one Monte Carlo run for each input vector and the same starting point of the random number generator for parameter variability modelling. In other words, circuits with the same mismatch parameters were generated for different transistor sizes defined by the parameter $\alpha$, and simulated for the same set of input vectors.

The simulation results showing the mean and the standard deviation of the normalised computational error ($\text{NCE}_{\text{SPA}}$), in terms of the area scaling factor $\alpha^2$, proportional to the circuit area, are shown in Figures 8.13 and 8.14. It can be observed that both, the mean value and the standard deviation of $\text{NCE}_{\text{SPA}}$, decrease with the circuit area, and converge closely to the respective values obtained from the simulations, not accounting for parameter mismatch (dashed black traces). For comparison, the results of the computational error, obtained from the method of averaging (from previous section), were also plotted (dashed grey traces). It can be assumed that the number of network copies used for averaging is equal to the area scaling factor $\alpha^2$, if no circuits other than the networks are required for such realisations. It can be observed that the efficiency of error suppression of both methods is similar in terms of the circuit area. In particular, the
approach based on the gate area scaling provides systematic improvement of the accuracy, asymptotically converging to the result generated by circuit not affected by mismatch. Due to the stochastic nature of the average-based method, the error reduction process is not deterministic and may not asymptotically converge to the expected result, but oscillate slightly above it. However, the average-based approach tends to converge quicker than the area scaling method. In particular, the accuracy of the continuous-time solution is comparable with the results of the discrete-time realisation (in terms of the mean error value) for area scaling factor approximately higher than 300. The same level of precision could be achieved using the average-based method for approximately 100 network copies (see previous section). This, however, is based on the analysis of a particular case of two test networks.

Figure 8.13. Computational error $\text{NCE}_{\text{SPE}}$ of the $TN-5$ network versus area scaling factor $\alpha^2$: a) mean, and b) standard deviation.

Figure 8.14. Computational error $\text{NCE}_{\text{SPE}}$ of the $TN-7$ network versus area scaling factor $\alpha^2$: a) mean, and b) standard deviation.
More thorough characterisation of these methods should be considered in the future research, nevertheless, it should be noted that better accuracy is obtained at a very high cost of area. This may be prohibitive in many applications, precluding the use of such methods in practice. The processing speed and the implications of the area scaling on the convergence time in such networks will be discussed later in this chapter.

8.6.3 Convergence in large networks

The accuracy of continuous-time analogue circuits for Bayesian inference was verified in the simulations of several synthetic networks of a regular structure shown in Figure 8.15. Five networks of such structure were generated with number of nodes from 9 (3×3) to 121 (11×11) and random CPTs with entries within range 5% - 95%. The input test vector consisted of the prior probability of the middle top node $A$ and the evidence for the middle bottom node $B$ (Figure 8.15). These nodes were chosen to assure the message propagation across the entire network to verify the settling process and the correctness of the obtained results. In order to reduce the simulation time, DC operating point analysis was used to achieve the final state of the network, conceptually equivalent to the propagation after infinite time. The corresponding transient analysis takes much longer time and may not always be conclusive since the convergence time of a network depends on its parameters and input data, and cannot be easily estimated. The simulations of the settling time were performed for the $TN-5$ and $TN-7$ networks to estimate the processing efficiency.

Figure 8.15. The structure of the Bayesian network $TN$-$3\times3$ consisting of 9 nodes generated on a regular grid (the structure of other test networks is similar).

The simulation results of 5 synthetic networks, with structure shown in Figure 8.15 and consisting of 5 to 121 nodes implemented using 3-way factor and variable nodes, are
presented in Table 8.3. The reported number of transistors and the DC supply currents in the steady state account for the entire circuit with additional terminating blocks of unused links and banks of current sources for CPTs (the corresponding schematic and block diagrams are presented in Appendix A). The computational error was calculated based on 100 random input vectors randomly generated for each network with values from 5% to 95%.

Table 8.3. Simulation results of the synthetic test networks showing the complexity, power and accuracy scaling.

<table>
<thead>
<tr>
<th>Network</th>
<th>#MOS</th>
<th>$I_{\text{VDD}}$</th>
<th>mean($\text{ANE}_{\text{MPA}}$)</th>
<th>std($\text{ANE}_{\text{MPA}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN-3×3</td>
<td>5,918</td>
<td>431.7 µA</td>
<td>0.523 %</td>
<td>0.346 %</td>
</tr>
<tr>
<td>TN-5×5</td>
<td>16,406</td>
<td>1.166 mA</td>
<td>0.692 %</td>
<td>0.524 %</td>
</tr>
<tr>
<td>TN-7×7</td>
<td>32,126</td>
<td>2.256 mA</td>
<td>0.578 %</td>
<td>0.392 %</td>
</tr>
<tr>
<td>TN-9×9</td>
<td>53,078</td>
<td>3.701 mA</td>
<td>0.618 %</td>
<td>0.444 %</td>
</tr>
<tr>
<td>TN-11×11</td>
<td>79,262</td>
<td>5.500 mA</td>
<td>0.541 %</td>
<td>0.434 %</td>
</tr>
</tbody>
</table>

It can be observed that the mean value and the standard deviation, used as a measure of the error spread, remain at the same level despite the increased complexity of the computing hardware. This is mainly because belief propagation requires only local computation and the respective arithmetic circuits perform normalizations of the intermediate results at each processing step, which keeps the corresponding currents within the operating range of the circuit.

8.6.4 Complexity and power scaling

Despite the limited computational accuracy, the continuous-time circuit implementations exhibit several promising advantages such as low power and short convergence time resulting in a high processing speed [Loeliger 2001], [Luckenbill 2002]. On the other hand, such hardware realisations of factor graphs become area and complexity prohibitive for larger networks. In this section, the analysis of the key scaling aspects of such hardware implementations, specific to the fully parallel, continuous-time realisation, is provided. The equations describing different complexity issues, derived for $n$-way factor and $n$-way variable nodes operating on $k$-state variables, are presented in Tables 8.4 and 8.5 respectively. It should be noted that the provided rules were derived based on the features of a particular implementation considered in this work. Other ways of realising the same functionality may also be possible. The details concerning the implementations of factor and variable nodes and the derivations of the equations for complexity and power scaling are provided in Appendices A and B.
Table 8.4. Scaling rules of $n$-way factor node operating on $k$-state messages (see Appendix B).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Exact equation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td># basic multipliers of type A</td>
<td>$n \cdot k \cdot \frac{k^{n-2} - 1}{k - 1} + k^{n-1}$</td>
<td>$O(n \cdot k^n)$</td>
</tr>
<tr>
<td># basic multipliers of type B</td>
<td>$(n-1) \cdot (k^n + 1) + 1$</td>
<td>$O(n \cdot k^n)$</td>
</tr>
<tr>
<td># two-argument real number multiplications</td>
<td>$n \cdot (n-2)k^{n-1} + k^n$</td>
<td>$O(n^2 \cdot k^n)$</td>
</tr>
<tr>
<td># two-argument real number additions</td>
<td>$n \cdot k \cdot (k^{n-1} - 1)$</td>
<td>$O(n \cdot k^n)$</td>
</tr>
<tr>
<td># $k$ element vector normalisations</td>
<td>$n$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>supply current</td>
<td>$(2 \cdot n + 2 \cdot (n-1) \cdot (n + k - 1)) \cdot I_{REF}$</td>
<td>$O(n^2 + n \cdot k)$</td>
</tr>
</tbody>
</table>

Table 8.5. Scaling rules of $n$-way variable node operating on $k$-state messages (see Appendix B).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Exact equation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td># basic multipliers of type A</td>
<td>$n \cdot (n-2) \cdot k + (n-1) \cdot k$</td>
<td>$O(n^2 \cdot k)$</td>
</tr>
<tr>
<td># basic multipliers of type B</td>
<td>$n + 1$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td># two-argument real number multiplications</td>
<td>$n \cdot (n-2) \cdot k + (n-1) \cdot k$</td>
<td>$O(n^2 \cdot k)$</td>
</tr>
<tr>
<td># $k$ element vector normalisations</td>
<td>$n + 1$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>supply current for $n = 2$</td>
<td>$n = 2 \cdot 8 \cdot I_{REF}$</td>
<td>--</td>
</tr>
<tr>
<td>supply current for $n = 3$</td>
<td>$n = 3 \cdot \left(12 + (4 + 1/k + 1/k^2)\right) \cdot I_{REF}$</td>
<td>--</td>
</tr>
<tr>
<td>supply current for $n \geq 4$ (worst case approximation, error &lt; 12%)</td>
<td>$n \geq 4 \cdot (n+1) \cdot \left(4 + 1/k + 2/(k^2 \cdot (1-1/k))\right) \cdot I_{REF}$</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

The complexity of the proposed continuous-time hardware realisation of factor graph for Bayesian inference does not only depend on the number of nodes $N$ in the network but also on the structure of each node. Based on the rules provided in Tables 8.4 and 8.5, some estimates concerning the power, area, and the computational complexity of a generic Bayesian node can be derived. In particular, the hardware complexity and the area requirements grow proportionally to $O(n^2 k^n)$ with the number of links $n$. Interestingly, the power consumption of the analogue hardware grows much slower and proportionally to $O(n^2 + nk)$, which is very promising in terms of low power designs. This stems from the effect of current partitioning in the pyramid-structure multipliers (see Appendix B for reference) for vector-vector operations. It is achieved, however, at the expense of the computational precision, degrading for larger circuits since the information is gradually represented by smaller currents decreasing in geometric progress with the number of input vectors. This could be fixed by breaking larger pyramids into smaller sub-multipliers with intermediate current normalisation.

Figures showing complexity of the two-way and three-way variable and factor nodes, operating on two-state variables and derived using the exact equations from Tables 8.4
and 8.5, are presented in Table 8.6. It should be noted that the equations in Table 8.5 consider variable node implementation assuming optimised pyramid-structure multipliers, without cells generating products of unused element permutations (see Appendix A and B). In the continuous-time circuit realisations full pyramid-structure multipliers were used. As a result, the statistics reported by the circuit simulator (Table 8.3) show higher number of MOS transistors and power supply currents (including also additional bias $I_{REF}$, terminating blocks for links, beliefs and CPT currents) than those predicted using scaling rules from Table 8.5. This disparity, however, is negligible for very low number of links $n$.

Table 8.6. Complexity figures for two- and three-way factor and variable nodes operating on two-state variables.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Factor node</th>
<th>Variable node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-way</td>
<td>3-way</td>
</tr>
<tr>
<td># basic multipliers of type A</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td># basic multipliers of type B</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td># MOS transistors</td>
<td>118</td>
<td>416</td>
</tr>
<tr>
<td># 2-arg MUL operations</td>
<td>8</td>
<td>36</td>
</tr>
<tr>
<td># 2-arg ADD operations</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td># 2-element vector normalisations</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Supply current</td>
<td>$10\cdot I_{REF}$</td>
<td>$22\cdot I_{REF}$</td>
</tr>
</tbody>
</table>

$^3$ reduced pyramid-structure/full pyramid-structure multipliers (used in the circuit realisations)

Continuous-time hardware realisations of the test networks used in this work and four example networks (Mendel Genetics, Car Diagnostic, Alarm and Hail Finder [Norsys 2014]), were analyzed in terms of the complexity and the computational requirements. The estimated figures of implementation requirements are presented in Tables 8.7 and 8.8. In the area prediction, it was assumed that implementation of a single continuous-time multiplier (Figure 3.2 in Chapter 3) in a standard 90 nm CMOS technology, occupies 6.8 $\mu m \times 10 \mu m$ area, which is comparable with three D flip-flop cells in the same technology.

Table 8.7. Implementation requirements of the synthetic Bayesian networks used in this work.

<table>
<thead>
<tr>
<th>Network</th>
<th>Complexity$^{3}$</th>
<th>#MOS</th>
<th>$VDD$</th>
<th>Area [$\mu m^2$]</th>
<th>#mul</th>
<th>#add</th>
<th>#norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN-1</td>
<td>5/2/2</td>
<td>1,516</td>
<td>$119.5\cdot I_o$</td>
<td>84×84</td>
<td>94</td>
<td>34</td>
<td>28</td>
</tr>
<tr>
<td>TN-7</td>
<td>7/2/2</td>
<td>1,732</td>
<td>$152.3\cdot I_o$</td>
<td>90×90</td>
<td>94</td>
<td>28</td>
<td>38</td>
</tr>
<tr>
<td>TN-3×3</td>
<td>9/2/2</td>
<td>3,438</td>
<td>$245\cdot I_o$</td>
<td>127×127</td>
<td>234</td>
<td>92</td>
<td>53</td>
</tr>
<tr>
<td>TN-5×5</td>
<td>25/2/2</td>
<td>11,662</td>
<td>$782\cdot I_o$</td>
<td>234×234</td>
<td>826</td>
<td>324</td>
<td>157</td>
</tr>
<tr>
<td>TN-7×7</td>
<td>49/2/2</td>
<td>24,862</td>
<td>$1,629\cdot I_o$</td>
<td>342×342</td>
<td>1,786</td>
<td>700</td>
<td>317</td>
</tr>
<tr>
<td>TN-9×9</td>
<td>81/2/2</td>
<td>43,038</td>
<td>$2,786\cdot I_o$</td>
<td>450×450</td>
<td>3,114</td>
<td>1,220</td>
<td>533</td>
</tr>
<tr>
<td>TN-11×11</td>
<td>121/2/2</td>
<td>66,190</td>
<td>$4,253\cdot I_o$</td>
<td>560×560</td>
<td>4,810</td>
<td>1,884</td>
<td>805</td>
</tr>
</tbody>
</table>

$^3$ Complexity: no. of nodes, max. no. of parents and max. no. of children
Table 8.8. Implementation requirements of four example Bayesian networks with assuming realisations with two-state variables only [Norsys 2014].

<table>
<thead>
<tr>
<th>Network</th>
<th>Complexity¹</th>
<th>#MOS</th>
<th>#pp</th>
<th>Area [µm²]</th>
<th>#mul</th>
<th>#add</th>
<th>#norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mendel</td>
<td>6/2/2</td>
<td>1,706</td>
<td>135.5 Iₒ</td>
<td>90×90</td>
<td>104</td>
<td>38</td>
<td>33</td>
</tr>
<tr>
<td>Car Diag.</td>
<td>18/5/3</td>
<td>14,244</td>
<td>513 Iₒ</td>
<td>260×260</td>
<td>1,656</td>
<td>572</td>
<td>104</td>
</tr>
<tr>
<td>Alarm</td>
<td>37/3/5</td>
<td>19,676</td>
<td>1,111 Iₒ</td>
<td>304×304</td>
<td>1,598</td>
<td>594</td>
<td>226</td>
</tr>
<tr>
<td>HailFinder</td>
<td>56/4/16</td>
<td>34,344</td>
<td>1,539 Iₒ</td>
<td>401×401</td>
<td>2,804</td>
<td>906</td>
<td>330</td>
</tr>
</tbody>
</table>

¹ Complexity: no. of nodes, max. no. of parents and max. no. of children

8.7 Performance of analogue systems

8.7.1 Computational efficiency

A comparison of the performance of the computational systems realised in different architectures and operating according to different principles, is usually not straightforward. A baseline performance estimation of such systems can be done assuming that a particular task, in general, consists of some elementary arithmetic operations (e.g. additions, multiplications, divisions etc.), and is executed in a certain time consuming certain power. The measure of the computational efficiency CE, used in the comparison of the systems considered in this research, is defined as a ratio of the number of arithmetic operations performed per second per consumed power according to the generic formula:

$$CE = \frac{\# \text{operations}}{\text{time}} = \frac{\text{processing speed}}{\text{power \ [W]}} = \frac{\# \text{operations \ [OP]}}{\text{energy \ [J]}}$$  \hspace{1cm} (8.5)

In the equation (8.5), the unit of the processing speed is OPS (i.e. operations-per-second), and the computational efficiency CE is measured in OPS/W. The proposed definition of the computational efficiency requires only basic parameters of a system such as the number of the executed operations and the consumed energy. In particular, the level of the system parallelisation, which is not of the main interest here, will be marginalised in the calculation of the parameter CE. It should be noted that such comparison is valid only if the considered systems generate results of a similar precision. For example, a comparison of the analogue continuous-time and discrete-time systems should account for the effects of fabrication mismatch. Therefore the computational efficiency of the continuous-time solutions should be estimated for the systems employing the average-based or scaling-based mismatch optimisation techniques, discussed in previous sections. The precision of the continuous-time analogue circuit increases almost to the level where such comparison becomes justifiable, assuming either the result averaging over 100
network copies, or the area sizing by a factor of 300. Similarly, in order to compare the analogue and digital realisations, the later ones should be implemented assuming computation with reduced precision, "matching" the accuracy of the analogue solutions. In the following sections, the computational efficiency CE will be calculated based on the equation (8.5), with respect to the number of two-argument multiplications required for one message update (one cycle) of a three-way factor and three-way variable node operating on two-state variables. It is assumed that one such cycle requires the execution of the equations (7.8) - (7.10), in the case of the factor node, and equations (7.11) - (7.14), in the case of the variable node.

8.7.2 Performance of the continuous-time realisation

The computational efficiency of the continuous-time and discrete-time analogue realisations of the TN-5 and TN-7 test networks was verified in the simulations assuming five input vectors including different sets of network parameters. Due to the circuit symmetry, the continuous-time realisations consume a constant power in the steady state, and also when settling to the solution. The measurement of the settling time in the continuous-time circuits is not straightforward since it depends on the network parameters and can vary in a wide range for the same network structure. The settling time was simulated using transient analysis assuming zero initial condition (i.e. all circuit nodes with zero initial voltage). This allows to measure the worst case convergence time where all the MOS gate capacitances has to be charged. The DC operating point analysis was used to obtain the steady state solution of the circuit. The currents obtained from both (transient and DC) analyses were normalised to represent beliefs. The results of the transient analyses were then sampled with a fixed time interval of 20 ns to search for the moment where the difference between the obtained result and the asymptotic solution from the DC analysis is less than 1%. This analysis was repeated for both networks for five different input vectors (defining the network parameters) assuming area scaling factor $\alpha^2$ equal 1 and 300, to estimate the convergence time of the networks employing the average-based and scaling-based mismatch optimisation techniques. The obtained results are summarised in Tables 8.9, 8.10 and 8.11.

In the considered hardware implementations, each Bayesian node consists of one variable and one factor node with three ways each, where one message update sequence requires 46 two-argument multiplications (36 for the factor node and 10 for the variable node, see Table 8.6 for reference). Due to the continuous-time operation of the circuit, it
is not possible to determine the number of operations performed before the network settles to the solution. Therefore, in the estimations of the processing speed and efficiency, the number of operations performed will calculated based on the discrete-time realisation whereas the power and convergence time will be taken from the continuous-time circuit simulations. In the discrete-time realisation (and in software), it was assumed that the \( TN-5 \) network converges in 16 message update cycles, and the \( TN-7 \) network converges in 12 message update cycles. The total number of operations performed by each network equals \( 46 \times 5 \times 16 = 3680 \) (for the \( TN-5 \) network), and \( 46 \times 7 \times 12 = 3864 \) (for the \( TN-7 \) network). Assuming the estimated average supply current \( I_{DD} \), supply voltage \( V_{DD} = 1.2 \) V and the convergence time \( T_{CONV} \) from Table 8.9, the processing speed of the \( TN-5 \) network is \( 3680 / 0.56 = 6571 \) MOPS (mega operations per second) and the processing speed of the \( TN-7 \) network is \( 3864 / 0.62 = 6232 \) MOPS. The computational efficiency of the \( TN-5 \) network is \( CE = 6571 \) MOPS / 277 \( \mu \)W = 23.7 TOPS/W, and the computational efficiency of the \( TN-7 \) network is \( CE = 6232 \) MOPS / 393 \( \mu \)W = 15.9 TOPS/W. It is important to note that the computational efficiency is a measure of the system performance and does not necessarily provide an information concerning its scalability in terms of the processing speed. Therefore, it should be carefully used in the estimations of the speed. For example, a processing efficiency of 1 TOPS/W does not necessarily mean that a system will perform \( 10^{15} \) operations per second at the power of 1kW. In particular, in the continuous-time systems, the processing speed and the power consumption depend on the inherent RC circuit parameters, and hence, cannot easily be controlled.

Ideally, the continuous-time analogue computing systems exhibit a very high processing efficiency of about 20 TOPS/W. Nevertheless, the effects of parameter mismatch significantly affect the accuracy of such circuits. Mismatch optimisation employing the average-based and the scaling-based techniques, discussed in this chapter, improve the precision but degrades the processing speed and efficiency. In particular, the average-based method, assuming the use of 100 network copies, increases the power consumption and reduces the processing efficiency by factor of 100 respectively, but do not affect the speed. The scaling-based technique, assuming gate size scaling by factor of 300, increases the convergence time and decreases the processing speed and efficiency roughly by factor of 300, but do not increase the power consumption. This results mainly from the fact that the gate capacitances and the settling time of a continuous-time circuit scales with the gate area.
Table 8.9. The computational efficiency of the continuous-time realisations of TN-5 and TN-7 networks (no mismatch assumed).

<table>
<thead>
<tr>
<th></th>
<th>TN-5</th>
<th></th>
<th>TN-7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>231.11</td>
<td>277.33</td>
<td>0.76</td>
<td>4842</td>
</tr>
<tr>
<td>#2</td>
<td>230.87</td>
<td>277.04</td>
<td>0.44</td>
<td>8364</td>
</tr>
<tr>
<td>#3</td>
<td>231.37</td>
<td>277.64</td>
<td>0.40</td>
<td>9200</td>
</tr>
<tr>
<td>#4</td>
<td>231.06</td>
<td>277.27</td>
<td>0.52</td>
<td>7077</td>
</tr>
<tr>
<td>#5</td>
<td>231.02</td>
<td>277.27</td>
<td>0.66</td>
<td>5576</td>
</tr>
<tr>
<td>average</td>
<td>231</td>
<td>277</td>
<td>0.56</td>
<td>6571</td>
</tr>
</tbody>
</table>

Table 8.10. The computational efficiency of the continuous-time realisations of TN-5 and TN-7 networks (average-based method using 100 network copies).

<table>
<thead>
<tr>
<th></th>
<th>TN-5</th>
<th></th>
<th>TN-7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>231.11</td>
<td>277.73</td>
<td>0.76</td>
<td>4842</td>
</tr>
<tr>
<td>#2</td>
<td>230.87</td>
<td>277.04</td>
<td>0.44</td>
<td>8364</td>
</tr>
<tr>
<td>#3</td>
<td>231.37</td>
<td>277.64</td>
<td>0.40</td>
<td>9200</td>
</tr>
<tr>
<td>#4</td>
<td>231.06</td>
<td>277.27</td>
<td>0.52</td>
<td>7077</td>
</tr>
<tr>
<td>#5</td>
<td>231.02</td>
<td>277.27</td>
<td>0.66</td>
<td>5576</td>
</tr>
<tr>
<td>average</td>
<td>23.1</td>
<td>27.7</td>
<td>0.56</td>
<td>6571</td>
</tr>
</tbody>
</table>

Table 8.11. The computational efficiency of the continuous-time realisations of TN-5 and TN-7 networks (scaling-based method for $\alpha^2 = 300$).

<table>
<thead>
<tr>
<th></th>
<th>TN-5</th>
<th></th>
<th>TN-7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>219.76</td>
<td>263.71</td>
<td>187</td>
<td>19.68</td>
</tr>
<tr>
<td>#2</td>
<td>219.92</td>
<td>263.90</td>
<td>211</td>
<td>17.44</td>
</tr>
<tr>
<td>#3</td>
<td>219.69</td>
<td>263.63</td>
<td>131</td>
<td>28.09</td>
</tr>
<tr>
<td>#4</td>
<td>219.70</td>
<td>263.64</td>
<td>131</td>
<td>28.09</td>
</tr>
<tr>
<td>#5</td>
<td>219.74</td>
<td>263.69</td>
<td>147</td>
<td>25.03</td>
</tr>
<tr>
<td>average</td>
<td>219</td>
<td>264</td>
<td>161</td>
<td>22.85</td>
</tr>
</tbody>
</table>

8.7.3 Performance of the discrete-time realisation

The architectures and the corresponding block diagrams of the discrete-time and the continuous-time network realisations, considered in this research, are identical, and can be referenced to Appendices A and B. The only difference is the operation of the basic multiplier cell. The discrete-time circuit realisations were implemented, using only three-way factor and three-way variable nodes. It was assumed that the TN-5 network converges after 16 message update cycles, and the TN-7 network after 12 message update cycles. The number of two-argument multiplications performed for each message update was equal to $46 \times 5 \times 16 = 3680$ (for the TN-5 network) and $46 \times 7 \times 12 = 3864$ (for the TN-7 network). The power consumption was calculated based on the average supply.
current $I_{DD}$, obtained from the simulations assuming the cycle time $T_C = 2 \ \mu s$ and supply voltage $V_{DD} = 1.15 \ \text{V}$. Since the implemented three-way variable and three-way factor nodes require 14 cycles to compute the output messages, the total processing time of the $TN$-5 network is $14 \times 2 \ \mu s \times 16 \approx 450 \ \mu s$ and the total processing time of the $TN$-7 network is $14 \times 2 \ \mu s \times 12 \approx 340 \ \mu s$. Therefore, the $TN$-5 network performs $3680/450 = 8.18$ MOPS, and the $TN$-7 network performs $3864 / 340 = 11.36$ MOPS. The computational efficiency of the $TN$-5 network is $CE = 8.18 \ \text{MOPS} / 50.77 \ \mu \text{W} = 0.161 \ \text{TOPS/W}$, and of the $TN$-7 network is $CE = 11.36 \ \text{MOPS} / 74.46 \ \mu \text{W} = 0.153 \ \text{TOPS/W}$. The obtained results and the corresponding are summarised in Table 8.12. Figures for the same parameters but assuming a shorter cycle time $T_C = 0.2 \ \mu s$ are presented in Table 8.13.

Table 8.12. The computational efficiency of the discrete-time realisations of $TN$-5 and $TN$-7 networks for $T_C = 2 \ \mu s$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>44.07</td>
<td>50.68</td>
<td>8.18</td>
<td>0.161</td>
<td>62.10</td>
<td>74.52</td>
<td>11.36</td>
<td>0.153</td>
</tr>
<tr>
<td>#2</td>
<td>44.67</td>
<td>51.37</td>
<td>8.18</td>
<td>0.159</td>
<td>61.50</td>
<td>73.80</td>
<td>11.36</td>
<td>0.154</td>
</tr>
<tr>
<td>#3</td>
<td>43.81</td>
<td>50.38</td>
<td>8.18</td>
<td>0.162</td>
<td>61.95</td>
<td>74.34</td>
<td>11.36</td>
<td>0.153</td>
</tr>
<tr>
<td>#4</td>
<td>44.01</td>
<td>50.61</td>
<td>8.18</td>
<td>0.162</td>
<td>61.66</td>
<td>73.99</td>
<td>11.36</td>
<td>0.154</td>
</tr>
<tr>
<td>#5</td>
<td>44.20</td>
<td>50.83</td>
<td>8.18</td>
<td>0.161</td>
<td>63.05</td>
<td>75.66</td>
<td>11.36</td>
<td>0.153</td>
</tr>
<tr>
<td>average</td>
<td>44.20</td>
<td>50.77</td>
<td>8.18</td>
<td>0.161</td>
<td>62.05</td>
<td>74.46</td>
<td>11.36</td>
<td>0.153</td>
</tr>
</tbody>
</table>

Table 8.13. The computational efficiency of the discrete-time realisations of $TN$-5 and $TN$-7 networks for $T_C = 0.2 \ \mu s$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>48.78</td>
<td>50.68</td>
<td>81.8</td>
<td>1.46</td>
<td>68.94</td>
<td>82.73</td>
<td>113.6</td>
<td>1.37</td>
</tr>
<tr>
<td>#2</td>
<td>49.77</td>
<td>51.37</td>
<td>81.8</td>
<td>1.43</td>
<td>68.34</td>
<td>82.00</td>
<td>113.6</td>
<td>1.39</td>
</tr>
<tr>
<td>#3</td>
<td>48.54</td>
<td>50.38</td>
<td>81.8</td>
<td>1.47</td>
<td>68.95</td>
<td>82.74</td>
<td>113.6</td>
<td>1.37</td>
</tr>
<tr>
<td>#4</td>
<td>48.86</td>
<td>50.61</td>
<td>81.8</td>
<td>1.46</td>
<td>68.32</td>
<td>81.94</td>
<td>113.6</td>
<td>1.39</td>
</tr>
<tr>
<td>#5</td>
<td>48.87</td>
<td>50.83</td>
<td>81.8</td>
<td>1.46</td>
<td>69.03</td>
<td>82.84</td>
<td>113.6</td>
<td>1.37</td>
</tr>
<tr>
<td>average</td>
<td>48.96</td>
<td>56.31</td>
<td>81.8</td>
<td>1.45</td>
<td>68.72</td>
<td>82.46</td>
<td>113.6</td>
<td>1.38</td>
</tr>
</tbody>
</table>

It can be observed that shortening the cycle time by the factor of 10 decreases the processing time and increases the processing speed 10 times. However, it causes only a small increase of the power consumption, which improves the computational efficiency. It should be noted that this improvement of the circuit performance comes at the cost of the reduced computational precision, therefore, it should be compared with an equivalent continuous-time implementation generating results of a similar precision. This could be
obtained by decreasing the number of the network copies used in the average-based approach or reducing the value of the area factor $\alpha$ in the scaling-based approach. For example, for the $TN$-5 network in the discrete-time realisation (assuming cycle time $T_C = 0.2 \ \mu s$), the parameters of the computational error are: $\mu = 1.58\%$ and $\sigma = 1.69\%$ (Figure 8.7a). Such level of the computational error could be obtained from the continuous-time realisation assuming the result averaging over 50 network copies (Figure 8.11a) or area scaling by factor $\alpha^2 = 200$ (Figure 8.13a). Assuming the averaging over 50 network copies, the power consumption will reduce two times, giving only twice higher efficiency equal 0.50 TOPS/W (see Table 8.10 for reference) which is almost three times lower than the efficiency of the discrete-time system equal 1.45 TOPS/W (see Table 8.13) for the same computational accuracy.

8.8 Digital implementation

This section presents several realisations of the sum-product algorithm for Bayesian inference in the dedicated digital hardware and in software for PC. In particular, digital circuits for fixed-point arithmetic are considered in the realisations of the computational systems with reduced precision, trading accuracy for speed and processing efficiency. The figures of performance of such digital solutions are compared with the analogue realisations designed in the same technology, and with the software implementations in Matlab and C++.

8.8.1 Fixed point arithmetic

The sum-product algorithm for belief propagation operates on arguments from the unity interval $[0...1]$, therefore, the required arithmetic operations could be performed using unsigned $N$-bit integer numbers, representing probabilities within range $0$ to $(2^N - 1)/2^N$. This, however, imposes specific design and requires particular solutions on the hardware level, concerning issues such as rounding errors, under-flow and over-flow cases, and the realisations of the arithmetic operations such as addition, multiplication and division.

In the realisations considered in this research, the multiplication of two $N$-bit arguments returns a $2N$ bit result, preceded by the decimal point. The truncation to $N$ bit number is done simply by taking only the first $N$ most significant bits of the obtained $2N$ bit result. This introduces some rounding error, but simplifies the hardware design. A
critical operation is vector normalisation, which requires addition of all the elements of a
vector and division of each element by the obtained sum. This is usually time, power and
area consuming, even in the fixed point arithmetic circuits. The normalisation is
necessary to avoid over-flow and under-flow errors. Since the probabilistic information is
encoded in the ratios of the vector elements, rather than their absolute values, in this
work, a simplified approach, based on a successive bit shifting, is proposed. Assuming
that the elements of a vector (before normalisation) are within the unity interval (i.e. for
unsigned integer notation are smaller or equal \((2^N - 1)/2^N\)), they are logically shifted to
the left, filling the rightmost bits with zeros, which is equivalent to successive
multiplications by 2. After each shift, the overflow occurrence is checked and, if any of
the elements is higher than one, the elements from the previous iteration (still within the
unity interval) are taken as the final result. Such mechanism can easily be implemented
as a state machine using \(N + 1\) bit shift registers for the vector elements and a logic
circuit performing OR operation on the most significant bits of the elements to indicate
the overflow occurrence. It should be noted that more precise normalisation procedure
could be implemented assuming multiplications not by 2 (realised as logic shifts) but by
an argument higher than one. Also, in the bit shifting approach, rather than filling the
least significant bits of the register with zeros, the lower half of the \(2N\) bit result after
multiplication could be used. These improvements, however, require additional hardware
and increase the complexity of a design. In this research, the simplest hardware
realisation was chosen. In some cases, as a result of the previously performed operation
(e.g. dot product multiplication) and the rounding errors, a vector may only have zero
elements, which should be detected before the normalisation. If that is the case, then the
normalisation process should be skipped, issuing a vector with equal and non-zero
elements representing uniform probability distribution (a neutral element in the
performed calculations).

Slightly more complex state machine is required to normalise results of the matrix-
vector multiplications, which involve additions, and may return numbers higher than one.
In such a case, the left or right logic shifts of all the elements may be required, depending
on the initial value of the largest element in the vector. If, for example, the largest
element is higher than one, then all its elements have to be successively divided by 2
(i.e. iteratively right shifted) until all the elements are smaller or equal to one. Also, in
order to avoid overflow errors in the matrix-vector multiplications, the corresponding
adders should operate on $N + m$ bit words, where $m$ is the number of added arguments, with a decimal point fixed after $N$ less significant bits of the $N + m$ bit result.

### 8.8.2 Hardware realisation

The test networks $TN-5$ and $TN-7$ were implemented as fully parallel synchronous digital circuits, where each Bayesian node has a fixed hardware module, consisting of a three-way variable and a three-way factor nodes, providing connectivity with up to four neighbouring Bayesian nodes (i.e. two parents and two children). Such approach was chosen because its structure corresponds to the analogue realisations considered in this research. The arithmetic operations performed by the variable and factor nodes are implemented using dedicated state machines computing the output messages and beliefs according to the equations (7.8) - (7.14) from Chapter 7. Each state machine is a simple digital processor equipped with a bank of registers and processing blocks for fixed point operations required by the implemented algorithm. In the realisations considered in this work, the three-way variable node consists of a single state machine, called $V-3W$, performing serial computation of the output messages and the corresponding beliefs. The three-way factor node consists of three identical state machines, called $F-1W$, computing the output messages in parallel for each link. Since the number of clock cycles required by the $V-3W$ and $F-1W$ state machines to complete a single message update is almost the same, such approach maximises the processing speed of the system.

The diagram showing the processing flow of a simplified version of the $V-3W$ state machine, calculating only belief of the three-way variable node, is presented in Figure 8.16. Belief is calculated based on the three input messages $[I_{X1}^T I_{X1}^F]$, $[I_{X2}^T I_{X2}^F]$ and $[I_{X3}^T I_{X3}^F]$ according to the equation (see Chapter 7 for reference):

$$
\begin{bmatrix}
Bel^T \\
Bel^F
\end{bmatrix} = \alpha \cdot 
\begin{bmatrix}
I_{X1}^T \cdot I_{X2}^T \cdot I_{X3}^T \\
I_{X1}^F \cdot I_{X2}^F \cdot I_{X3}^F
\end{bmatrix}
$$

(8.5)

where $\alpha$ is a normalising factor. The computation of the three output messages (not shown in the diagram in Figure 8.16) is analogous and requires dot product of the three pairs of the input messages. The operations are performed using fixed point arithmetic with precision determined by the argument length $N$. The state diagram in Figure 8.16 consists of 9 states #1 - #9 representing particular arithmetic and logic operations performed by the circuit. In states #1 to #4, the dot product of the three input vectors is
calculated. Rounding to the \( N \) most significant bits after multiplication is done by saving only the higher halves of the obtained results.

When the input messages include elements close or equal zero, the dot product \([I_{X1X2X3}^T I_{X1X2X3}^F]\) may occasionally consist of only zero elements. This will be detected in state \#5, where the elements of the computed result are compared with zero. If both of them are zero, the normalisation of the result is skipped and the vector representing the computed belief is assigned elements of the maximum value to represent the uniform probability distribution. In fact, any nonzero value from the unity interval could be assigned to the elements of the vector representing belief. The same approach applies to
the output messages computed in the network and was introduced to avoid possibility of clamping the state of a network or its part to zero, which may occur when zero messages start to circulate. In the majority of cases, the computed vector \([I_{X1X2X3}^T I_{X1X2X3}^F]\) will consist of non zero elements requiring normalisation. The normalisation is performed in states #7 and #8, where the elements of the vector are first shifted logically to the left (multiplication by 2) and then compared with the value representing the probability of one. This process is repeated in a loop until any of the elements exceeds one. The result of the performed normalisation is the \(N\) most significant bits from the \(N+1\) bit shift register, equal the result from the previous iteration.

### 8.8.3 Computational accuracy

The operation and the computational accuracy of the test networks \(TN-5\) and \(TN-7\), implemented using simplified fixed point arithmetic approach, was verified in software (Matlab) for the input data from Tables 8.1 and 8.2. The simulations were performed for different values of the argument bit length \(N\), in range from 5 to 10, defining the precision of the system. The obtained mean values and standard deviations of the computational error \(NCE_{SPA}\) are presented in Figure 8.17. In the evaluation of the computational error, the definition given by equation (8.3) was used assuming that \(I_{SIM}/||I_{SIM}||\) is the belief evaluated by the fixed point implementation and \(BEL_{SPA}\) is the reference result obtained using double precision floating point realisation. In the simulations of the fixed point realisations, a constant number of 20 iterations for both networks was used to assure convergence. For comparison, the parameters of the analogue implementations of the same networks (for the same data sets) are also included.
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**Figure 8.17.** The computational error \(NCE_{SPA}\) in terms of the precision of the digital implementation obtained for the networks a) \(TN-5\), and b) \(TN-7\).
It can be observed that the computational precision of such systems improves exponentially with the number of bits \( N \). The computational accuracy of the continuous-time analogue realisations reaches almost the same precision as the 8 bit digital equivalent, however, the simulations of the analogue circuit do not account for the parameter variability, therefore, this result does not reflect the real circuit behaviour. The precision of the continuous-time analogue system employing the average-based and scaling-based mismatch optimisation techniques decreases to about 6 - 7 bits, depending on the network. The accuracy of the discrete-time implementations remains within the range of 7 - 8 bits, assuming the cycle time \( T_C = 2 \) \( \mu \)s and decreases to 6 - 7 bits for \( T_C = 0.2 \) \( \mu \)s. The histograms of the error distribution of the \( TN-5 \) and \( TN-7 \) networks, for different values of parameter \( N \), are presented in Figures 8.18 and 8.19, respectively.

Figure 8.18. The histograms of the normalised computational errors of the \( TN-5 \) network implemented in the fixed point arithmetic.
Figures 8.19. The histograms of the normalised computational errors of the TN-7 network implemented in the fixed point arithmetic.

8.8.4 Digital synthesis and implementation

The state machines $V$-$3W$ and $F$-$1W$ were synthesised from a parameterised VHDL behavioural description for argument length $N$ equal from 5 to 10. For the logic synthesis and implementation Design Compiler and IC Compiler tools from Synopsys and RVT (regular threshold voltage, $V_{CC} = 0.9$ V) standard cell libraries designed in a standard 90 nm CMOS technology were used. The synthesis report specifying the type, quantity and the size of the components recognised in the VHDL description, is summarised in Table 8.14.

Table 8.14. Components recognised by the synthesis tools in the $V$-$3W$ and $F$-$1W$ state machines.

<table>
<thead>
<tr>
<th>component</th>
<th>variable node $V$-$3W$</th>
<th>factor node $F$-$1W$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>size</td>
<td>number</td>
</tr>
<tr>
<td>multiplier</td>
<td>$N\times N$</td>
<td>1</td>
</tr>
<tr>
<td>adder</td>
<td>---</td>
<td>0</td>
</tr>
<tr>
<td>register</td>
<td>$N$</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>$N+1$</td>
<td>2</td>
</tr>
<tr>
<td>comparator</td>
<td>$N+1$</td>
<td>2</td>
</tr>
</tbody>
</table>
The power prediction of the synthesised circuits was performed at two design stages: after synthesis and mapping, and after placement and routing. The former one provides estimation based solely on the power dissipation of the logic gates used in the design. The later one accounts also for the losses of the clock distribution network and wire switching. In both cases, the power consumption was estimated based on the assumed switching activity of the input ports. This could either be generated from a testbench or assigned manually, given the toggle rates of particular input lines. In this work, the second approach was chosen. The required switching activities of the input ports were estimated assuming the continuous operation of the state machines (i.e. there is no waiting time before each message update). Since the duration of the normalisation procedure depends on the elements of the input vector, in the behavioural simulations of the state machines, three uniform sets of input messages and parameters (equal 0.1, 0.5 and 0.9) were considered. The simulation results, showing the number of clock cycles required to complete one message update sequence in V-3W and F-1W state machines, are summarised in Table 8.1. Each parameter set is represented in percents.

<table>
<thead>
<tr>
<th>Resolution N</th>
<th># clock cycles (V-3W)</th>
<th># clock cycles (F-1W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td>50%</td>
</tr>
<tr>
<td>5 bit</td>
<td>24</td>
<td>42</td>
</tr>
<tr>
<td>6 bit</td>
<td>24</td>
<td>42</td>
</tr>
<tr>
<td>7 bit</td>
<td>66</td>
<td>42</td>
</tr>
<tr>
<td>8 bit</td>
<td>66</td>
<td>42</td>
</tr>
<tr>
<td>9 bit</td>
<td>66</td>
<td>42</td>
</tr>
<tr>
<td>10 bit</td>
<td>66</td>
<td>42</td>
</tr>
</tbody>
</table>

It can be observed that the number of clock cycles required by the state machines depends on the input parameters and the resolution N. The shortest processing time of only 24 clock cycles (for the V-3W) and 26 clock cycles (for the F-1W) occurs for the lowest bit precision of 5 and 6 bits, and the smallest values of the input parameters, equal 0.1. In these cases, the low value of the input parameters and the reduced precision of the arithmetic operations generate zero vectors as a result of the dot product multiplications. Therefore, the normalisation sequence is omitted, shortening the processing time. The constant numbers of clock cycles for the input parameters equal 50% and 90% in the V-3W state machine, stems from the fact that the obtained dot product result scales linearly with N, and hence, requires the same number of logic shifts during the normalisation process. Also, larger input parameters (e.g. 90%) produce larger dot
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The situation is more complex in the case of the $F_{1W}$ state machine, where small input values (e.g. 10%), as a result of the performed matrix-vector multiplication, generate vectors with elements smaller than one requiring logic left shifts during the normalisation. For larger input parameters (e.g. 50% and 90%) the results of the matrix-vector multiplications are larger than one and require divisions by 2 (right logic shifts) during the normalisation.

The $V_{3W}$ and $F_{1W}$ state machines were implemented in a standard 90 nm CMOS technology for the resolutions $N$ from 5 bits to 10 bits, the same timing constraints and the clock period equal 10 ns. The synthesis and mapping steps were performed assuming leakage power and area optimisation. The placement and routing was performed to meet the specified timing constraints. The power prediction was performed assuming the switching activities corresponding to the input parameters of 50% for both state machines (see Table 8.15). The summaries of the obtained results for the $V_{3W}$ and $F_{1W}$ state machines, including the predicted dynamic and leakage power, area, and the time slack of the critical paths, are presented in Tables 8.16 and 8.17.

Table 8.16. The summary of the synthesis and implementation of the $V_{3W}$ state machine in a standard 90 nm CMOS technology.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>$Power$ [µW] @ 100 MHz</th>
<th>$Area$ [$\mu$m x $\mu$m]</th>
<th>$Slack$ [ns]</th>
<th>$Max$ freq. [MHz]</th>
<th>$Max$ speed [MOPS]</th>
<th>$CE$ [TOPS/W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 bit</td>
<td>123 + 10</td>
<td>67 x 65</td>
<td>7.23</td>
<td>360</td>
<td>69</td>
<td>0.124</td>
</tr>
<tr>
<td>6 bit</td>
<td>177 + 12</td>
<td>74 x 74</td>
<td>7.04</td>
<td>337</td>
<td>64</td>
<td>0.098</td>
</tr>
<tr>
<td>7 bit</td>
<td>205 + 14</td>
<td>80 x 79</td>
<td>6.71</td>
<td>304</td>
<td>58</td>
<td>0.084</td>
</tr>
<tr>
<td>8 bit</td>
<td>234 + 17</td>
<td>87 x 85</td>
<td>6.66</td>
<td>300</td>
<td>57</td>
<td>0.076</td>
</tr>
<tr>
<td>9 bit</td>
<td>261 + 19</td>
<td>92 x 90</td>
<td>5.91</td>
<td>244</td>
<td>46</td>
<td>0.067</td>
</tr>
<tr>
<td>10 bit</td>
<td>291 + 22</td>
<td>99 x 96</td>
<td>5.61</td>
<td>227</td>
<td>43</td>
<td>0.060</td>
</tr>
</tbody>
</table>

1) Power estimation: dynamic + leakage

Table 8.17. The summary of the synthesis and implementation of the $F_{1W}$ state machine in a standard 90 nm CMOS technology.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>$Power$ [µW] @ 100 MHz</th>
<th>$Area$ [$\mu$m x $\mu$m]</th>
<th>$Slack$ [ns]</th>
<th>$Max$ freq. [MHz]</th>
<th>$Max$ speed [MOPS]</th>
<th>$CE$ [TOPS/W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 bit</td>
<td>110 + 11</td>
<td>71 x 71</td>
<td>6.77</td>
<td>310</td>
<td>101</td>
<td>0.257</td>
</tr>
<tr>
<td>6 bit</td>
<td>129 + 13</td>
<td>76 x 76</td>
<td>6.71</td>
<td>304</td>
<td>94</td>
<td>0.160</td>
</tr>
<tr>
<td>7 bit</td>
<td>178 + 15</td>
<td>84 x 82</td>
<td>5.95</td>
<td>247</td>
<td>72</td>
<td>0.144</td>
</tr>
<tr>
<td>8 bit</td>
<td>199 + 18</td>
<td>90 x 90</td>
<td>6.13</td>
<td>258</td>
<td>72</td>
<td>0.117</td>
</tr>
<tr>
<td>9 bit</td>
<td>217 + 20</td>
<td>95 x 93</td>
<td>5.22</td>
<td>209</td>
<td>56</td>
<td>0.106</td>
</tr>
<tr>
<td>10 bit</td>
<td>241 + 23</td>
<td>101 x 99</td>
<td>4.86</td>
<td>189</td>
<td>48</td>
<td>0.093</td>
</tr>
</tbody>
</table>

1) Power estimation: dynamic + leakage
The maximum operating frequency and the maximum processing speed were calculated assuming that the clock period could be shortened by the estimated time slack. It is important to note, however, that faster circuits could be synthesised assuming different timing constraints at the beginning of the synthesis process. The maximum processing speed and the computational efficiency were estimated assuming that the V-3W state machine requires 42 clock cycles to complete the operation and performs 8 multiplications (operations). In the case of the F-1W circuit, the number of multiplications performed in one message update is 12 and the corresponding numbers of clock cycles were taken from Table 8.15 for the 50% column according to the bit resolution $N$. The power estimation, provided in Tables 8.16 and 8.17, account for the dynamic and leakage power respectively.

### 8.8.5 Performance of the digital realisation

The computational efficiency and the power performance of a single Bayesian node, consisting of one state machine $V$-$3W$ and three state machines $F$-$1W$, was estimated based on the data from Tables 8.16 and 8.17. In the following, parameters of such system will be calculated for bit resolution $N = 8$. For the clock speed of 100 MHz, the power consumption of a Bayesian node processor (after implementation) is $1 \times (234 + 17) + 3 \times (219 + 19) = 965 \mu W$. The supply current is $I_{VDD} = 1.07 mA$ (for the default value of the supply voltage $VCC = 0.9 V$ of the standard cell library used in the implementation). Such Bayesian processor performs $1 \times 8 + 3 \times 12 = 44$ multiplications to generate belief and the output messages, and it requires (on average) 43 clock cycles. It should be noted that 8 bit implementations of $V$-$3W$ and $F$-$1W$ state machines require 42 and 43 clock cycles respectively (see Table 8.15 for $N = 8$ and 50% input parameters), therefore, $V$-$3W$ will have to wait one extra cycle. therefore, the number of cycles of the corresponding Bayesian processor is 43. Also, in the digital realisation of the $V$-$3W$ state machine, first, the output messages are calculated and, after that, beliefs. Since the dot product of the message pairs are already computed, one of them can be used and multiplied by the third input message to evaluate belief. Therefore, only two additional multiplications are required to compute belief (not four as in the case of the analogue solution, see Table 8.6). For the assumed clock speed of 100 MHz, the considered Bayesian processor performs $(44 \times 100) / 43 = 102$ MOPS with efficiency $CE = 102$ MOPS / 965 $\mu W = 0.106$ TOPS/W. The maximum processing speed is limited by the maximum operating frequency of the $F1$-$W$ state machine, equal 258 MHz, and can be calculated as
(44 × 258) / 43 = 264 MOPS. The area of such single processor can be estimated as 1 × (87 × 85) + 3 × (90 × 90) = 178 µm × 178 µm, and the processing speed 43 × 10 ns = 430 ns. The parameters of Bayesian nodes, for N = 5 to 10, are summarised in Table 8.18

Table 8.18. The parameters of Bayesian processors estimated for different bit resolutions.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Power @ 100 MHz [µW]</th>
<th>Area [µm × µm]</th>
<th># MUL/ # CLK</th>
<th>Max clock @ 100 MHz [MHz]</th>
<th>Speed @ 100 MHz [MOPS]</th>
<th>Max speed [MOPS]</th>
<th>CE [TOPS/W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 bit</td>
<td>528</td>
<td>140 × 140</td>
<td>44/42</td>
<td>310</td>
<td>105</td>
<td>325</td>
<td>0.199</td>
</tr>
<tr>
<td>6 bit</td>
<td>771</td>
<td>151 × 151</td>
<td>44/42</td>
<td>304</td>
<td>105</td>
<td>318</td>
<td>0.136</td>
</tr>
<tr>
<td>7 bit</td>
<td>832</td>
<td>164 × 164</td>
<td>44/42</td>
<td>247</td>
<td>105</td>
<td>259</td>
<td>0.126</td>
</tr>
<tr>
<td>8 bit</td>
<td>965</td>
<td>178 × 178</td>
<td>44/43</td>
<td>258</td>
<td>102</td>
<td>264</td>
<td>0.106</td>
</tr>
<tr>
<td>9 bit</td>
<td>1041</td>
<td>187 × 187</td>
<td>44/45</td>
<td>209</td>
<td>97.8</td>
<td>204</td>
<td>0.094</td>
</tr>
<tr>
<td>10 bit</td>
<td>1147</td>
<td>199 × 199</td>
<td>44/47</td>
<td>189</td>
<td>93.6</td>
<td>177</td>
<td>0.082</td>
</tr>
</tbody>
</table>

The realisations of Bayesian processors communicating with larger number of neighbours than considered in this research, can easily be done by extending the state machines V-3W and F-1W. In general, a Bayesian processor communicating with K parents and L children will require (L+1)-way variable node and (K+1)-way factor nodes. Due to the fact that the number of the required operations does not scale in the same way for the variable and factor nodes (see Tables 8.4 and 8.5), the system assuring maximum processing speed requires proper design of the state machines, "synchronised" in terms of the processing speed. In order to assure maximum processing speed, all the state machines should ideally finish their tasks at the same time (i.e. after the same number of clock cycles). In practice, for different K and L, and different numbers of states of the processed variables, such designs could be optimised by using time multiplexing, serialising short computation sequences and parallelising the long ones. For example, in the diagram presented in Figure 8.16, states #1, #3, and #2, #4 could be executed in parallel, reducing the number of the required clock cycles, but at the expense of the additional area and power consumed by the second multiplier. For larger number of links, e.g. L = 12, each element of the vector dot product requires multiplication of 12 numbers which can be done in parallel in 4 steps using 6 multipliers, or in 5 steps using only 3 multipliers. In such cases, the normalisation of the intermediate results should also be considered in order to avoid underflow errors, which may further increase the number of the required clock cycles. Such optimisation could also be done for the factor node, however, the uniform processing speed of the system may be difficult to achieve when the number of parents and the number of children of a particular Bayesian processor are significantly different. In such a case, the node with the larger number of links will have
to perform more operations in parallel to produce the result in the same time as the node with the lower number of links. This will increase the power and area of the hardware realisation, which in some practical realisations may not be acceptable.

In the case of the networks considered in this research, using fixed implementation of Bayesian processors, the power and area will scale linearly with the number of nodes in the network. In the mini ASIC design of 1500 µm × 1500 µm active circuit area (excluding the I/O ring), the possible number of nodes operating with 8 bit precision, that could be implemented, assuming 20 µm spaces between the nodes for I/O and memory registers, is approximately equal \((1500 \times 1500) / (190 \times 190) = 62\). The approximate power consumption of such circuit operating at 100 MHz clock is \(62 \times 965 \mu\text{W} = 59\) mW, and may increase up to 147 mW for the maximum clock speed of 250 MHz. In the full chip realisation of 10 mm × 10 mm die size, the number of Bayesian nodes is 2770, and the consumed power is 2.6 W for the clock speed of 100 MHz. The estimated maximum processing speed is 730 GOPS consuming 6.6 W of power. It should be noted that, in the provided estimations, the number of operations is equal to the number of two-argument multiplications. The actual processing capabilities of such system are much higher, when accounting for the data summations, transfers and normalisations.

Although the estimated performance figures are very promising in terms of network scaling, the scalability of the computational error, resulting from the use of the fixed point arithmetic, need to be further investigated. The use of the simplest approach to the implementation of the fixed point arithmetic, presented in this thesis, was mainly motivated by the possibility of its straightforward comparison to the analogue solutions. The design of more complex circuits for fixed point arithmetic could be considered in order to reduce the computational errors. In particular, designs aiming optimisation of the processing error, area and power consumption by using computational blocks of mixed bit precision and variable time multiplexing, could be investigated in the future designs.

### 8.9 Performance comparison

This section provides the overview and comparison of three different approaches to computation considered in this research, accounting for the analogue and digital hardware realisations, and two software solutions, implemented in Matlab and C++ language for PC. The corresponding figures of performance are estimated for the implementations of the TN-5 and TN-7 test networks. Details concerning each particular
realisation are discussed further in the following sections. The performance analysis and comparison is provided in a separate section discussing the obtained results.

### 8.9.1 Analogue implementation

The implementations of the three-way variable and three-way factor nodes in analogue circuits, require 14 and 29 Gilbert multipliers respectively (see Tables 8.4 and 8.5). Assuming that the area of a Gilbert multiplier, realised in a standard 90 nm CMOS technology, is $6.8 \, \mu m \times 10 \, \mu m$, the approximate area of a three-way variable node is $31 \, \mu m \times 31 \, \mu m$ and the area of the three-way factor node is $44 \, \mu m \times 44 \, \mu m$. Based on that, the area of a single Bayesian node with 2 parents and 2 children is $54 \, \mu m \times 54 \, \mu m$. It should be noted that some additional area will be required to implement current sources to store and generate the network parameters.

The architecture of the discrete-time analogue realisation is practically the same as the continuous-time one and also requires 14 Gilbert multipliers for the three-way variable node and 29 multipliers for the three-way factor node. The discrete-time Gilbert multiplier consists of 5 memory cells (see Figure 3.11). Three of them use an information storing transistor of size $1 \, \mu m \times 1 \, \mu m$ and two of them use a thick gate oxide transistors of the size $1.8 \, \mu m \times 0.8 \, \mu m$. Assuming, for simplicity, that each memory cell requires area of $2 \, \mu m \times 2 \, \mu m$ (accounting for the information storing transistor, transmission gates and the cascoding transistors), the estimated area of a three-way variable node is $17 \, \mu m \times 17 \, \mu m$, and the estimated area of the three-way factor node is $24 \, \mu m \times 24 \, \mu m$. Based on that, the area of a single Bayesian processor communicating with 2 parents and 2 children is $30 \, \mu m \times 30 \, \mu m$.

Based on the provided estimations, the area of the continuous-time realisation of the $TN$-5 network is $5 \times 54 \, \mu m \times 54 \, \mu m = 121 \, \mu m \times 121 \, \mu m$, and of the $TN$-7 network is $7 \times 54 \, \mu m \times 54 \, \mu m = 143 \, \mu m \times 143 \, \mu m$. The area of the discrete-time realisation of the $TN$-5 network is $5 \times 30 \, \mu m \times 30 \, \mu m = 67 \, \mu m \times 67 \, \mu m$, and the area of the $TN$-7 network is $7 \times 30 \, \mu m \times 30 \, \mu m = 79 \, \mu m \times 79 \, \mu m$.

### 8.9.2 Digital implementation

The performance figures of the digital implementation of the $TN$-5 and $TN$-7 test networks were estimated based on the parameters of a single Bayesian processor realised in a standard 90 nm CMOS technology and operating at the maximum clock frequency (see Table 8.18). In the following, the calculations concerning realisations with 8 bit
precision will be provided assuming linear scaling of the power and processing speed with the clock frequency. The maximum power consumption of the TN-5 network implementation is $5 \times 965 \, \mu W \times 258 / 100 = 12.45 \, mW$ and of the TN-7 network is $7 \times 965 \, \mu W \times 258 / 100 = 17.43 \, mW$. Assuming 43 clock cycles for each message update (in the 8 bit architecture), the minimum processing time of the TN-5 network is $43 \times 3.88 \, ns \times 16 = 2.67 \, \mu s$, and in the case of the TN-7 network, the minimum processing time is $43 \times 3.88 \, ns \times 12 = 2.00 \, \mu s$. The maximum processing speed of the TN-5 network is $5 \times 264 \, MOPS = 1320 \, MOPS$ and of the TN-7 network is $7 \times 264 \, MOPS = 1848 \, MOPS$. The area of the TN-5 implementation is $5 \times (178 \, \mu m \times 178 \, \mu m) = 398 \, \mu m \times 398 \, \mu m$, and the area of the TN-7 network is $7 \times (178 \, \mu m \times 178 \, \mu m) = 471 \, \mu m \times 471 \, \mu m$.

### 8.9.3 Software implementation for PC

The software realisations of belief propagation algorithm in the TN-5 and TN-7 networks were implemented and tested in Matlab 2012a environment, and in C++ using Microsoft Visual Studio 2008. Similarly as before, it was assumed that the networks consist of Bayesian nodes communicating with two parents and two children, and perform a fixed set of arithmetic operations (see Figure 7.6 in Chapter 7). In both cases, only the fundamental data types and standard coding techniques were employed, assuming no parallelisation or GPU use. In Matlab, the profiler tool was used to optimise the code in terms of speed. The compilation of the C++ sources was performed assuming speed optimisation. The performance of both solutions was verified using an off-the-shelf PC with Intel Core i7 950 processor, 6 GB RAM, running Windows 7 operating system. In the processing time estimation, only the algorithm runtime was measured, excluding the variable initialisation and the output log generation. In the Matlab environment, functions `tic` and `toc` were used for code timing. Such method allowed to measure the execution time with resolution of about 1 \( \mu s \). In the C++ implementations, the state of the Time Stamp Counter (TSC) was used for code timing [Paoloni 2010]. In order to improve the precision of the time measurement, multiple iterations of the message passing scheme were executed. In particular, in Matlab realisations, $10^5$ iterations were assumed, and in C++ implementations, $10^7$ iterations were assumed. The processing speed was calculated assuming that each Bayesian node performs 44 operations (i.e. two-argument multiplications, see Section 8.8.5) for each message update. The obtained mean processing speed figures (calculated based on five runs), were: 1.44 MOPS for the TN-5
and TN-7 networks in the Matlab realisations. The reported processing time of the TN-5 network was 1.53 s and of the TN-7 network was 2.13 s (for $10^7$ iterations). For the C++ implementations, the processing speed was equal to 662 MOPS, for the TN-5 network, with processing time of 3.34 s, for $10^7$ iterations, and 647 MOPS, for the TN-7 network, with processing time of 4.84 s, for $10^7$ iterations. The maximum power dissipation of the Intel i7 950 processor is equal to 130 W and the chip die area is 263 mm$^2$ [Intel 2014]. The power of one core can be estimated as 130 W / 4 = 32.5 W, and the area as 263 mm$^2$ / 4 $\approx$ 8110 µm $\times$ 8110 µm. The corresponding processing efficiency of both networks is approximately equal to 20 MOPS/W (C++ implementations) and 0.04 MOPS/W (Matlab implementation). The processing speed and power efficiency of the hardware and software realisations discussed in the previous sections are summarised in Tables 8.19 and 8.20 for the TN-5 and TN-7 test networks respectively.

Table 8.19. The parameters of the TN-5 network in analogue and digital realisations (comparison).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Analogue continuous-time (no mismatch)</td>
<td>0.231</td>
<td>0.56</td>
<td>121 $\times$ 121</td>
<td>6,571</td>
<td>23.7</td>
</tr>
<tr>
<td>Analogue continuous-time (average-based technique)</td>
<td>23.1</td>
<td>0.56</td>
<td>1210 $\times$ 1210</td>
<td>6,571</td>
<td>0.237</td>
</tr>
<tr>
<td>Analogue continuous-time (scaling-based technique)</td>
<td>0.219</td>
<td>161</td>
<td>2096 $\times$ 2096</td>
<td>22.85</td>
<td>0.087</td>
</tr>
<tr>
<td>Analogue discrete-time ($T_c = 2$ µs)</td>
<td>0.051</td>
<td>450</td>
<td>67 $\times$ 67</td>
<td>8.18</td>
<td>0.161</td>
</tr>
<tr>
<td>Analogue discrete-time ($T_c = 0.2$ µs)</td>
<td>0.056</td>
<td>45</td>
<td>67 $\times$ 67</td>
<td>81.8</td>
<td>1.45</td>
</tr>
<tr>
<td>Digital 5 bit @ 310 MHz</td>
<td>8.18</td>
<td>2.17</td>
<td>313 $\times$ 313</td>
<td>1,625</td>
<td>0.199</td>
</tr>
<tr>
<td>Digital 6 bit @ 304 MHz</td>
<td>11.72</td>
<td>2.21</td>
<td>338 $\times$ 338</td>
<td>1,590</td>
<td>0.136</td>
</tr>
<tr>
<td>Digital 7 bit @ 247 MHz</td>
<td>10.28</td>
<td>2.72</td>
<td>367 $\times$ 367</td>
<td>1,295</td>
<td>0.126</td>
</tr>
<tr>
<td>Digital 8 bit @ 258 MHz</td>
<td>12.45</td>
<td>2.67</td>
<td>398 $\times$ 398</td>
<td>1,320</td>
<td>0.106</td>
</tr>
<tr>
<td>Digital 9 bit @ 209 MHz</td>
<td>10.88</td>
<td>3.44</td>
<td>418 $\times$ 418</td>
<td>1,020</td>
<td>0.094</td>
</tr>
<tr>
<td>Digital 10 bit @ 189 MHz</td>
<td>10.84</td>
<td>3.98</td>
<td>445 $\times$ 445</td>
<td>885</td>
<td>0.082</td>
</tr>
<tr>
<td>Digital (Intel i7, C++) 64 bit FP @ 3.00 GHz</td>
<td>32,500</td>
<td>5.34</td>
<td>8110 $\times$ 8110</td>
<td>662</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>Digital (Intel i7, Matlab) 64 bit FP @ 3.00 GHz</td>
<td>32,500</td>
<td>245</td>
<td>8110 $\times$ 8110</td>
<td>1.44</td>
<td>$4 \times 10^8$</td>
</tr>
</tbody>
</table>
Table 8.20. The parameters of the $TN$-7 network in analogue and digital realisations (comparison).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Analogue continuous-time (no mismatch)</td>
<td>0.393</td>
<td>0.62</td>
<td>143 × 143</td>
<td>6,232</td>
<td>15.9</td>
</tr>
<tr>
<td>Analogue continuous-time (average-based technique)</td>
<td>32.8</td>
<td>0.62</td>
<td>1430 × 143</td>
<td>6,232</td>
<td>0.159</td>
</tr>
<tr>
<td>Analogue continuous-time (scaling-based technique)</td>
<td>0.393</td>
<td>133</td>
<td>2477 × 2477</td>
<td>29.05</td>
<td>0.074</td>
</tr>
<tr>
<td>Analogue discrete-time ($T_c = 2$ µs)</td>
<td>0.074</td>
<td>340</td>
<td>79 × 79</td>
<td>11.36</td>
<td>0.153</td>
</tr>
<tr>
<td>Analogue discrete-time ($T_c = 0.2$ µs)</td>
<td>0.082</td>
<td>34</td>
<td>79 × 79</td>
<td>113.6</td>
<td>1.38</td>
</tr>
<tr>
<td>Digital 5 bit @ 310 MHz</td>
<td>11.46</td>
<td>1.62</td>
<td>370 × 370</td>
<td>2,275</td>
<td>0.199</td>
</tr>
<tr>
<td>Digital 6 bit @ 304 MHz</td>
<td>16.41</td>
<td>1.66</td>
<td>400 × 400</td>
<td>2,226</td>
<td>0.136</td>
</tr>
<tr>
<td>Digital 7 bit @ 247 MHz</td>
<td>14.39</td>
<td>2.04</td>
<td>434 × 434</td>
<td>1,813</td>
<td>0.126</td>
</tr>
<tr>
<td>Digital 8 bit @ 258 MHz</td>
<td>17.43</td>
<td>2.00</td>
<td>471 × 471</td>
<td>1,848</td>
<td>0.106</td>
</tr>
<tr>
<td>Digital 9 bit @ 209 MHz</td>
<td>15.23</td>
<td>2.58</td>
<td>495 × 495</td>
<td>1,428</td>
<td>0.094</td>
</tr>
<tr>
<td>Digital 10 bit @ 189 MHz</td>
<td>15.17</td>
<td>2.98</td>
<td>527 × 527</td>
<td>1,239</td>
<td>0.082</td>
</tr>
<tr>
<td>Digital (Intel i7, C++) 64 bit FP @ 3.00 GHz</td>
<td>32,500</td>
<td>5.8</td>
<td>8110 × 8110</td>
<td>647</td>
<td>$20 \times 10^6$</td>
</tr>
<tr>
<td>Digital (Intel i7, Matlab 64 bit FP @ 3.00 GHz</td>
<td>32,500</td>
<td>256</td>
<td>8110 × 8110</td>
<td>1.44</td>
<td>$4 \times 10^8$</td>
</tr>
</tbody>
</table>

8.9.4 Discussion

The relation between the processing speed and the consumed power is presented in Figure 8.20 (the data from both tables are included). The fastest solutions, providing the processing speed of over 6 GOPS, are realised in analogue circuits operating in the continuous-time mode, assuming no parameter mismatch, and employing the average-based mismatch optimisation. In such solutions, the settling time of the analogue circuit does not depend on the number of network copies, therefore, it preserves the processing speed at the expense of the consumed power. In other words, in the average-based mismatch reduction method, power is traded for precision, shifting the solution along the horizontal axis in the design space presented in Figure 8.20. The second approach to mismatch optimisation, based on the transistor size scaling, preserves power but at the
expense of the processing time. Larger transistors exhibit higher gate capacitances, therefore the corresponding settling time of the circuit increases. As a result, scaling-based approach trades processing speed for accuracy and shifts the solution down along the vertical axis, as shown in Figure 8.20.

Figure 8.20. The design space of the computational systems defined by the processing speed and power consumption.

Hardware realisations, such as the digital synchronous (with fixed point arithmetic), the discrete-time analogue (with $T_C = 2 \, \mu s$), and the continuous-time analogue (with mismatch optimisation applied), were designed to operate with a similar computational accuracy. It can be observed that all three solutions are located close to the line representing a proportion between the power and the processing speed (dashed grey line in Figure 8.20). It suggests that the processing efficiency, defined as the ratio of the processing speed and power, may be limited for a given computational accuracy in a particular technology, irrespective of the assumed approach and circuit realisation. Such conclusion, however, refers to the solutions considered in this research. One possibility to depart from the observed trend and improve the processing speed or efficiency, is based on scaling of the cycle time $T_C$ in the discrete-time realisations. It can be observed that shortening the cycle time from $2 \, \mu s$ to $200 \, ns$ increases the processing speed by factor of ten but reduces the computational accuracy by $30\%$ (see Section 8.5.1). In such approach, the corresponding proportion between the processing speed and the power consumption is much steeper (dotted grey line in Figure 8.20) than in the previous case. This is very promising in terms of the high efficiency analogue computing, however, needs to be further investigated, especially in terms of the processing accuracy.
The software realisations for PC, considered in this research, exhibit significantly different processing speed and power efficiency, even though both were implemented and tested on the same hardware platform. In particular, the implementation in C++ language is almost three order of magnitude faster than its equivalent realised in Matlab environment. In both cases, programs were written in the same way assuming fixed, hard coded matrix-vector operations with no generic structures such as loops, branching or dynamic memory preallocation (i.e. the code was written entirely for a particular network structure). Since the program execution in Matlab is based on code interpreting, the corresponding overhead reduces the achievable processing speed, when compared to the approach employing code compilation (e.g. C++ language). In the C++ realisations, the number of the clock cycles spent on the message computation and update for one Bayesian node can be estimated assuming that $10^7$ iterations of the $TN$-5 network realisation takes $3.34$ s resulting in $(3 \times 10^9 \times 3.34) / (5 \times 10^7) \approx 200$ clock cycles per node. Given that such node requires $79$ arithmetic operations (i.e. $44$ two-argument multiplications, $28$ two-argument additions, and $7$ divisions, see Figure 7.6 in Chapter 7), the average number of cycles per arithmetic operation and the related data traffic, is about 2.5. For a regular network structure, presented in Figure 8.15, and consisting of $N$ nodes, the number of iterations to attain convergence (proportional to the number of nodes along the diagonal of the square) is equal to $2\sqrt{2N}$ (accounting for the forward and backward propagation). Assuming that each Bayesian node requires 200 clock cycles for message update, and $3$ GHz clock speed of the processor, networks consisting of about 30,000 nodes could be solved in one second using an off-the-shelf PC. This, however, is only an estimation assuming the use of fixed Bayesian nodes communicating with only two parents and two children. In general, the number of clock cycles and iterations will depend on the size of the nodes and the structure of the network.

A comparison of the processing speed and the efficiency of the hardware and software solutions, considered in this research, are presented in Figures 8.21, 8.22 and 8.23. Figure 8.21 shows the processing speed of different solutions. It should be noted, however, that different realisations exhibit different design approaches and different levels of time-multiplexing. Figure 8.22 shows the computational efficiency as a ratio of the processing speed and the consumed power, as defined in the equation (8.5). Figure 8.23 shows the processing efficiency calculated as a ratio of the operation speed and the
product of power and area occupation. It can be interpreted as a measure of energy and silicon utilisation in terms of the performed computation.

Figure 8.21. The comparison of the processing speed of different hardware and software solutions (measured as the number of two-argument multiplications per second).

Figure 8.22. The comparison of the processing efficiency of different hardware and software solutions (measured as the number of two-argument multiplications per second per watt of power).
In the Figures, the continuous-time analogue realisation (not accounting for mismatch) exhibits the highest processing speed and power/area efficiency. Such solution, however, is only theoretical, since parameter variability cannot be avoided in practice. The processing speed of the discrete-time analogue realisation is lower and outperforms only the software realisation in Matlab. However, due to its very low power consumption and area occupation, the corresponding processing efficiency is over one order of magnitude higher than any other practical solution. The processing efficiency of the synchronous digital and the continuous-time analogue solutions (with average-based mismatch optimisation) remains within the same order of magnitude and varies in range from 80 to 200 GOPS/W. These solutions are located along the dashed grey line in Figure 8.20. The processing speed of the C++ software realisation is comparable with the performance of the synchronous digital solutions, however, the efficiency is over four orders of magnitude lower than the least efficient hardware solution. It should be noted however, that the software realisations employ double precision floating point operations, and are executed on a processor realised in a 45 nm technology. Therefore, a direct comparison of these solutions is not straightforward. More reasonable comparison could
be made using PC with a processor fabricated in a 90 nm technology or implementing the proposed hardware solutions in a 45 nm technology.

The dedicated hardware solutions, considered in this research, exhibit several orders of magnitude higher processing efficiency and area utilisation than their functional equivalents in software running on a PC. Assuming comparable computational accuracy, the continuous-time analogue circuit realisations exhibit the highest processing speed, almost 6 times faster than the dedicated fixed point digital, and almost one order of magnitude faster than a floating point solution running on a general purpose processor.

The processing speed of the continuous-time analogue circuit is only limited by the currents representing computed quantities and capacitances of the gates of MOS transistors and wires. However, a high impact of the fabrication mismatch reduces the computational precision of such solutions below a typically acceptable level. The average-based and the scaling-based mismatch optimisation methods, proposed in this research, improved the computational accuracy but at the expense of the increased power consumption or area occupation, which in turn reduced the processing efficiency. Despite a very high processing speed, the continuous-time analogue approach requires large area, and hence, is probably too expensive for realisations in standard CMOS technologies, given the fact that its 8 times slower digital equivalent (for \( N = 7 \)) occupies 10 times less area and consumes about 7 times less power.

The processing speed of the discrete-time analogue realisations is the lowest among the three hardware solutions. However, the low power consumption results in a high processing efficiency of about 1.4 TOPS/W. Assuming that the processing accuracy of the discrete-time circuits is comparable to a 7 bit fixed point digital realisation, the efficiency of the discrete-time solution is almost 30 times higher. Given their very low power and potential for time-multiplexing, they provide a good alternative for digital computation in applications where power and area is of the main concern.

8.10 Conclusions

This chapter presented the comparison of different realisations of analogue and digital computing hardware, dedicated for belief propagation algorithm. Based on the obtained results, no practical circuit realisation could be favoured in terms of the processing speed and efficiency at the same time.
The discrete-time analogue solutions are the most promising in terms of the processing efficiency. Nevertheless, more research is needed to investigate the scalability of the computational accuracy, both with the processing speed, and the network size. The dedicated synchronous digital solutions provide a good processing speed and efficiency, sufficient for many practical applications. However, more research is needed to verify the convergence of larger networks, when using fixed point arithmetic with reduced computational precision. Also, structures exhibiting different levels of time-multiplexing should be considered for more efficient network realisations.

The software solutions employing the hard coded arithmetic matrix-vector operations could be considered in the applications requiring high computational precision. In particular, the scalability of such software realisations in terms of the processing speed and efficiency, with network complexity and the size of the resulting program, should further be investigated.
Chapter 9

Conclusions

9.1 Research summary

The objective of the research presented in this thesis was to investigate the alternative ways of information processing employing asynchronous (data driven), and analogue computation in massively parallel cellular processor arrays, with applications in machine vision and artificial intelligence. The use of cellular processor architectures, with only local neighbourhood connectivity, was considered in the VLSI hardware realisations of the trigger-wave propagation in binary image processing, and in belief propagation in Bayesian inference. Design issues, critical in terms of the computational precision and system performance, were extensively analysed, accounting for the non-ideal operation of MOS devices caused by the second order effects, noise and parameter mismatch. In particular, CMOS hardware solutions for two specific tasks: binary image skeletonization and sum-product algorithm for belief propagation in factor graphs, were considered, targeting efficient design in terms of the processing speed, power, area, and computational precision. In the research, various analogue and digital circuit realisations, operating in the continuous-time and discrete-time domains, were analysed in theory and verified using combined Matlab-Hspice simulation environment, providing a versatile framework, suitable for arbitrary analyses, verification, optimisation of the designed systems. Novel circuit solutions, exhibiting a reduced impact of parameter variability, such as discrete-time current-mode Gilbert multiplier and output-split inverter delay gate, were used in the designs of the arithmetic circuits for matrix-vector operations, and in the
data driven asynchronous processing arrays. The most promising circuit ideas were implemented on the PPATC test chip, fabricated in a standard 90 nm CMOS process, and verified in experiments.

**9.1.1 Binary image processing**

In this thesis, the implementation of the trigger-wave propagation for morphological operations on binary images was considered using asynchronous CMOS cellular logic arrays. The proposed hardware realisation of the trigger-wave propagation mechanism extends its functionality to detect collisions between the wave-fronts, and hence, enables the binary image skeletonization and Voronoi diagrams generation. Low power and high processing speed requirements were achieved by employing asynchronous dynamic logic design. Critical design issues, such as current leakage and parameter variability, affecting the correct circuit operation, were resolved by proper MOS transistor scaling, and by employing the delay gate design based on the output-split inverter circuit, exhibiting reduced impact of fabrication mismatch on the generated time intervals. The quality of the obtained skeletons was further improved by a novel biasing scheme of the propagation gate, enabling the generation of approximately circular waves. The operation of the circuit was verified in simulations and in experiments with the fabricated prototype array consisting of $64 \times 96$ cells. The fabricated prototype logic array is capable of processing up to $2.78 \times 10^6$ images per second consuming less than 2 mW of power. The proposed asynchronous logic array could be of use in the future designs of vision chips as a co-processing layer, dedicated for fast and low power morphological operations on binary images, extending the application domain of such circuits to skeletonization and Voronoi diagram extraction.

**9.1.2 Delay lines**

The operation of the output-split inverter delay gate (OSI), exhibiting less timing parameter variability than the commonly used current starved inverter (CSI), was verified in simulations, for three different technology nodes (180 nm, 90 nm and 65 nm), and in experiments with the prototype delay line arrays, implemented on the PPATC test chip. The obtained experimental results showed almost twice better matching properties of the proposed structure, achieved solely by modifying the biasing scheme of the current starved inverter gate, with no additional cost in terms of the consumed power or circuit area. The theoretical analysis of the dynamic operation of the CIS and OSI delay gates,
presented in this thesis, showed significant differences in their dynamic behaviour, which are of a high importance when process parameter variability is concerned. The proposed OSI gate structure could be considered in the applications requiring multiple tunable delay elements of matched parameters with strict area constraints, for example, in the build of readout systems for particle detectors, or in neuromorphic circuits. In this thesis, the proposed OSI structure was used in the design of the asynchronous logic array for data-driven image processing, improving the precision of the collision detecting layer, and hence, improving the quality of the extracted skeletons.

9.1.3 Probabilistic reasoning

In this thesis, several approaches to hardware and software realisations of the sum-product algorithm, dedicated for belief propagation in factor graphs, were considered. In particular, hardware implementations of the factor graphs in the dedicated analogue and digital cellular processor arrays, operating in the continuous-time and discrete-time modes, were further investigated. In general, the continuous-time analogue realisations have the potential for processing with a high speed and power-efficiency, easily outperforming any other approach, of a comparable precision, considered in this research. However, the high susceptibility to parameter mismatch, and no alternative for the time multiplexed realisations, are the major factors limiting the use of such circuits in many practical applications. Two mismatch optimisation techniques, applicable to the continuous-time solution, based on the transistor size scaling and the result averaging, were proposed and tested. Both techniques were shown successful in terms of improving the computational precision, however, at the cost of processing efficiency and significant area increase.

The most promising solution, in terms of power consumption and area occupation, is based on the discrete-time analogue processing. Although the processing speed of these solutions is relatively low, it has been shown that it scales up with power much better than other solution considered in this work and has potential for time multiplexed computation. Therefore, it is a very promising alternative, outperforming other solutions in terms of processing efficiency, which could be considered in the applications requiring very low power and low area designs. The major issue of such approach is the limited computational accuracy, caused mainly by the charge injections and second order effects in MOS devices. This could be further reduced employing more robust memory cells and using CMOS technologies dedicated for low leakage designs.
Based on the results presented in this thesis, it can be concluded that the processing efficiency of different hardware realisations remains within the same order of magnitude, irrespective of the processing method employed, as long as the computational precision remains on the same level. Therefore, not only analogue but also dedicated digital solution, employing the fixed point arithmetic operations, should definitely be considered in the search for faster and more efficient ways of information processing, especially in parallel and time multiplexed processor architectures.

9.1.4 Contributions

The major contributions of the research presented in this thesis are:

- Analysis and design of the collision detecting layer for trigger-wave propagation-based image processing algorithms in dynamic logic CMOS circuit combining logical AND function and 1 bit memory latch, using only 8 MOS transistors.
- Analysis and design of the propagation gate for trigger-wave propagation-based image processing algorithms with a novel bias scheme allowing for the generation of the circular wave contours, difficult to achieve in software or using generic SIMD processor arrays.
- Analysis and design of a delay gate employing a novel biasing scheme resulting in almost twice better matching properties, when compared to the commonly used current starved inverter, with no penalty in terms of power or area.
- Analysis and design of the analogue CMOS discrete-time variant of the Gilbert multiplier, operating in current mode with computational accuracy comparable to its commonly used continuous-time equivalent.
- Analysis and design of an optimised digital fixed-point arithmetic circuits for matrix-vector operations with applications in probabilistic calculus and other areas requiring computation with normalised data.
- Analysis of the power, area and complexity scaling of the hardware realisations of the factor graphs for belief propagation in analogue circuits.
- Development and verification of the mismatch optimisation techniques based on the novel biasing scheme (OSI delay gates), results averaging (Bayesian networks in analogue continuous-time circuits) and switched-current technique (discrete-time current-mode multipliers).
9.2 Future work

9.2.1 Image processing

The proposed prototype array for binary image skeletonization could easily be adopted to the design of a generic asynchronous co-processing unit, applicable to a variety of morphological operations, aiding fast and low power processing on SIMD arrays in vision chips. In particular, design improvements discussed in Chapter 5, addressing boundary effects, power rail oscillations and modified initialisation scheme, should be considered in the future designs. Special attention should also be paid to the leakage currents in larger arrays, occasionally triggering spurious propagations. This could be addressed by the use of low leakage and/or high threshold voltage devices, and power supply reduction. It should be noted, however, that the use of transistors other than regular, may result in increased parameter mismatch. It is also important to verify the scalability of such solution in terms of the uniformity of the propagation speed, impact of the systematic errors on the quality of the extracted collision lines, and the circular shape of the propagation wave contours, for larger array sizes, realised in a particular CMOS technology node.

9.2.2 Bayesian inference

The scope of the research concerning the probabilistic reasoning in analogue VLSI, presented in this thesis, was limited to the analysis of networks represented by factor graphs, operating on two-state variables and consisting of only three-way nodes. It provided a valuable contribution to the current state-of-the-art literature, extending the application domain of the hardware realisations of factor graphs to account for belief propagation in Bayesian inference. Although the main objective of this research was to provide a baseline comparison of the performance and computational accuracy of different analogue and digital realisations, several issues could be seen as a direct continuation, building upon the presented results.

In this research, the scalability of factor graph realisations in analogue continuous-time CMOS circuits was investigated in detail in terms of power, size and computational complexity and processing accuracy. Since the discrete-time analogue and the dedicated digital solutions (employing the fixed point arithmetic) were found promising in terms of the processing efficiency, the scalability of the processing speed, accuracy and convergence time with the network size and complexity, should be verified.
Conclusions

The average-based mismatch optimisation technique, applied to the continuous-time analogue circuits, improved the computational accuracy while preserving the processing speed but at the cost of increased power consumption and silicon area occupation. Despite its practical disadvantages, it should further be investigated, especially in terms of the convergence and scalability. It is important to check if averaging will still work for larger networks, and, if the number of network copies required to achieve a particular level of precision will depend on the network size. Since the idea of result averaging is not related to a particular implementation or technology, the obtained results may become beneficial for future designs in technologies other than CMOS, possibly offering lower fabrication cost and higher integration level, where design redundancy may become feasible.

The use of cellular architectures for factor graph representations, where nodes maintain data traffic independently and perform operations in parallel, is a very efficient solution. Nevertheless, the possibilities for fast and more area efficient computation, should also be verified in terms of the time-multiplexed processing, applicable to the discrete-time analogue and digital realisations. In such approach, rather than using area expensive parallelisation, a generic reconfigurable state machines for factor and variable nodes could be used as an accelerator, aiding inference in a generic digital or analogue computer.

In general, the software or hardware solutions for Bayesian inference should be devised individually, depending on the application. In robotics, most probably power efficient analogue solutions, providing moderate accuracy, will be of main interest. However, in forecasting or bioinformatics, very large networks and precise computation may be needed. In such cases, the use of the optimised software realisations and dedicated digital hardware realisations of Bayesian inference, employing HPC clusters, FPGA or ASIC chips may be necessary.

Apart from the research presented in this thesis, some exploratory work has been undertaken in the areas of approximate inference in networks using stochastic signals and in hardware-accelerated structure learning from statistical data.

9.2.3 Noise based information processing

Inference in networks with continuous variables is usually done in two ways. The first method assumes discretization of the probability density functions and the use of methods typical for discrete variables. Such approach is very efficient and frequently
used in software applications. The second approach is based on processing probability distributions in their analytical forms, which usually requires lengthy calculations of multiple integrals. In the approach proposed for future consideration, rather than processing probability distributions, it is suggested to process directly random noise signals representing these distributions. Noise processing techniques can be adapted from the algebra of random variables, where it is known that addition of two or more uncorrelated random variables is equivalent to the convolution of their probability density functions. Products of the probability density functions can be calculated using coincidence detectors, used in spiking neural networks. Based on these two mechanisms, the inference in Gaussian Bayesian network could be implemented. Aspects such as signal generation, randomisation, convergence and scalability of such networks, and analogies to spiking neural networks should further be investigated.

9.2.4 Hardware-accelerated network learning

There are a number of different algorithms for learning Bayesian networks, which have been developed and refined to provide efficient and robust tools for networks discovery. Irrespective of the learning approach, it has been observed that the majority of the algorithm's runtime is largely dominated by statistical tests on the data bases. Such operations require counting the number of records in the data base which fit to a particular pattern. Such operations could be solved by employing associative processing and by using content addressable memory (CAM), with additional hardware counting the number of matched cases. Distributed data processing, performed directly on memory arrays, significantly reduces the data traffic in database operations, and hence, reduces power and increases the processing speed of the implemented system. In particular, counting methods and realisations of fast CAM circuits in CMOS technologies, dedicated for Bayesian network learning, is an important and promising subject of future research.
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Appendix A: Continuous-time analogue VLSI circuits for Bayesian inference - schematics and structures

A.1 Schematic and block diagrams of the continuous-time circuit structures

<table>
<thead>
<tr>
<th>Multiplier of type A</th>
<th>Multiplier of type B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Half current mirror</th>
<th>Log-linear converter</th>
<th>Terminator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Two input multiplier XY</th>
<th>Three input multiplier XYZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full pyramid structure for generic multiplications accounting for all input vectors elements combinations</td>
<td></td>
</tr>
<tr>
<td>Reduced pyramid structure for input vectors dot product (in gray colour)</td>
<td></td>
</tr>
</tbody>
</table>
A.2 Block diagram of the three-way factor node
A.3 Block diagram of the three-way variable node
Appendix B: Continuous-time analogue VLSI circuits for Bayesian inference - scaling rules

Assumptions and general rules:

- \( n \) - the number of ways \( (n \geq 2) \).
- \( k \) - the number of states of the represented variable \( (k \geq 2) \).
- Type A multiplier: \( 5k + 4 \) MOS transistors (each branch for the element from the \( k \)-element input vector consists of 5 MOS transistors plus 4 MOS transistors in the bottom current mirror).
- Type B multiplier: \( 5k + 2 \) MOS transistors (each branch for the element from the \( k \)-element input vector consists of 5 MOS transistors plus 2 MOS transistors in the bottom current source).

A.5 Scaling rules for factor node

A.5.1 The number of type A multipliers

The number of type A multipliers in the pyramid is:

\[
\sum_{i=1}^{n-1} k = \frac{k^{n-1}}{1-k} + k^{n-1}
\]

A.5.2 The number of type B multipliers

Derivation:

- Type B multipliers are connected to the bottom of the pyramid in each link apart from the first one (computing message \( N_{x_1} \)). Each output expands through half current mirrors to \( k \) type B multipliers. Since there are \( k^{n-1} \) outputs from each pyramid, the number of type B multipliers in each link is \( k^{n-1} \times k = k^n \).
- Each link, apart from the first one (computing message \( N_{x_1} \)), has one more type B multiplier at the top of the pyramid, therefore, the number of type B multipliers is \( k^{n+1} \).
- There is only one type B multiplier in the first link computing message \( N_{x_1} \).
The total number of type B multipliers is: \((n-1)(k^n + 1) + 1\).

**A.5.3 The number of terminating blocks TN**

**Derivation:**
- Terminating blocks are used to terminate unused outputs of type B multipliers in all \(n - 1\) output links (except for the first link computing message \(N_{x_1}\)).
- Since each link has \(k^n\) type B multipliers connected to the bottom of the pyramid (see rule A.5.2), there are \(k^n \times (k - 1)\) terminators (in each link).

The total number of terminators is: \((n - 1)(k - 1)k^n\).

**A.5.4 The number of log-linear converters**

**Derivation:**
Log-linear converters are used to convert input currents into voltages of the input messages and the conditional probabilities:
- Since \(n\) \(k\)-element vectors generated \(nk\) signals, there are \(nk\) log-linear converters used at the input.
- Since the number of elements in the CPT is \(k^n\), there are \(k^n\) log-linear converters used for parameters.

The total number of log-linear converters is: \(k^n + nk\).

**A.5.5 The number of half current mirrors**

**Derivation:**
- Half mirrors are used at the outputs of the pyramids in \((n - 1)\) links (apart from the first one computing message \(N_{x_1}\)). Since there are \(k^{n-1}\) outputs from the pyramid (see rule A.5.1), there are \((n - 1) k^{n-1}\) half mirrors in each link.
- There is one half mirror used to distribute the reference current \(I_{REF}\).

The total number of half current mirrors is: \((n - 1)k^{n-1} + 1\).

**A.5.6 Supply current and power**

**Assumptions:**
- Each row in the pyramid consumes in total \(2I_{REF}\) current (\(1 \times I_{REF}\) to bias the differential pair and \(1 \times I_{REF}\) that splits evenly to the outputs).
- Input currents are not accounted for.
Appendix B

Derivation:

- The first link (computing message $N_{x_1}$) consists of $n - 1$ rows in the pyramid ($n - 1$ input messages to multiply) and one row of multipliers at the bottom of the pyramid. This gives $n$ rows in total and $2nI_{REF}$ current consumption.
- The remaining $n - 1$ links have pyramids with $n - 1$ rows each, and $k$ extra rows of the multipliers connected to the bottom of the pyramid (each half current mirror splits to $k$ multipliers generating $k$ separate rows, see rule A.5.4). This gives $n - 1 + k$ rows and results in $2(n - 1 + k)I_{REF}$ supply current.

The total supply current is: $2n + 2(n-1)(n-k+k)I_{REF}$.

A.5.7 Two-argument multiplications

Derivation (one link):

$$\begin{bmatrix} NX_1^T \\ NX_2^T \\ NX_3^T \\ PX \\ X_{11}^{T} & X_{12}^{T} & X_{13}^{T} & X_{21}^{T} & X_{22}^{T} & X_{23}^{T} & X_{31}^{T} & X_{32}^{T} & X_{33}^{T} & PP \\ end{bmatrix} = \alpha \cdot \begin{bmatrix} P_{TTT} & P_{TFF} & P_{TTT} & P_{TFF} \\ P_{FTT} & P_{FFT} & P_{FFT} & P_{FFF} \\ end{bmatrix} \cdot \begin{bmatrix} \alpha \\ end{bmatrix}$$

matrix has $k$ rows and $k^{n-1}$ columns

$$(n-2)$$ columns of two-argument dot products

$k^{n-1}$ rows of two-argument dot products

$k \cdot k^{n-1}$ two-argument multiplications

in matrix-vector operations

The total number of two-argument multiplications is: $n((n-2)k^{n-1} + k^n)$.

A.5.8 Two-argument additions

Derivation:

- The number of two-argument additions per row of the probability matrix is: $k^{n-1} - 1$
- The number of rows of the probability matrix is: $k$

The total number of two-argument additions is $nk(k^{n-1} - 1)$.

A.5.9 Normalisations

The number of $k$-element vector normalisations is equal to the number of links $n$.

A.5.10 Coefficients

The number of coefficients in CPT is $k^n$.  

A.6 Scaling rules for variable node

A.6.1 The number of type A multipliers

Assumptions:

- Since variable node does not need a full pyramid to evaluate a dot product of \( k \)-element vectors, two options of implementation can be considered based on:
  - full pyramid-structure multipliers (including all multipliers inside the pyramid),
  - reduced pyramid-structure multipliers (including only outer multipliers necessary to compute dot product).
- The approach using reduced pyramid-structure multipliers provides more compact implementation and will be considered in the formulation of scaling properties.

Derivation:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Full pyramid</th>
<th>Reduced pyramid</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of type A multipliers in one link: (in reduced pyramid: ( k )-number of multipliers in a row, ( n-2 )-number of rows)</td>
<td>( k \left( \frac{1-k^{n-2}}{1-k} \right) )</td>
<td>( k(n-2) )</td>
</tr>
<tr>
<td>The number of type A multipliers used to compute belief: (all ( n ) input links are processed)</td>
<td>( k \left( \frac{1-k^{n-1}}{1-k} \right) )</td>
<td>( k(n-1) )</td>
</tr>
<tr>
<td>The total number of type A multipliers:</td>
<td>( nk \left( \frac{1-k^{n-2}}{1-k} \right) + k \left( \frac{1-k^{n-1}}{1-k} \right) )</td>
<td>( nk(n-2) + k(n-1) )</td>
</tr>
</tbody>
</table>

The number of type A multipliers in the realisation of variable node with reduced pyramids is: \( nk(n-2) + k(n-1) \).

A.6.2 The number of type B multipliers

There is only one type B multiplier per link (at the top of each pyramid) and one at the top of the pyramid for belief calculation, therefore the number of type B multipliers is \( n+1 \).

A.6.3 The number of terminating blocks TN

Derivation:

In the full pyramid realisation, terminators connect to all unused outputs at the bottom of the pyramids:

- The number of bottom links is \( k^{n-1} \), out of which \( k \) is used for output. Therefore the number of terminators is \( k^{n-1} - k \).
- Since computing belief requires the same operations but for all the inputs, the number of terminators will be: \( k^n - k \).

The total number of terminators in the full pyramid realisation is: \( n(k^{n-1} - k) + k^n - k \).
In the half pyramid realisation, each type A multiplier is terminated with \( k - 1 \) terminators.
- The number of type A multipliers in one pyramid is \( k(n - 2) \), see rule A.6.1.
- The number of terminator in each link is \( k(n - 2)(k - 1) \).
- Since computing belief requires the same operations but for all the inputs, the number of terminators will be: \( k(n - 1)(k - 1) \).

The total number of terminators in the half pyramid realisation is:
\[ n(k(n - 2)(k - 2)) + k(n - 1)(k - 1). \]

A.6.4 The number of log-linear converters
Log-linear converters are used to convert input currents into voltages of the input messages, therefore, the number of converters is: \( nk \).

A.6.5 The number of half current mirrors
There is only one half current mirror used to distribute the reference current \( I_{REF} \).

A.6.6 Supply current and power

**Derivation:**

Total current of variable node with \( n \) links using full pyramid structures:
\[ n(2(n - 1)) + 2n I_{REF} \]

Total current of variable node with \( n \) links using reduced pyramid structures:
\[ n = 2,3, 4 \quad n(2(n - 1)) + 2n I_{REF} \]
\[ n = 4 \quad 12I_{REF} + \left[ 4 + \frac{1}{k} + \frac{2}{k^2} - \frac{1}{k^3} \right] I_{REF} \]
\[ n > 4 \quad (n + 1) \left[ 4 + \frac{1}{k} + \frac{2}{k^2} \left( 1 - \frac{1}{k} \right) \right] I_{REF} \]
A.6.7 Two-argument multiplications

Derivation:

\[
\begin{bmatrix}
Bel^T \\
Bel^T
\end{bmatrix} = \alpha \cdot \begin{bmatrix}
Xn_1^F \cdot Xn_2^F \cdot Xn_3^F \\
Xn_1^F \cdot Xn_2^F \cdot Xn_3^F
\end{bmatrix}
\]

The total number of two-argument multiplications is: \( nk(n - 2) + k(n - 1) \).

A.6.8 Normalisations

The number of \( k \)-element vector normalisations is equal to the number of links \( n \) plus one normalisation of belief.